Topics for the Graduate Exam in Probability (507a)

Most of the following topics are normally covered in the course Math 507a.
This is a one hour exam.

Axioms of probahility. Distribution functions. Generating o-fields. Kolmogorov extension theo-
rem. Borel-Cantelli lemmas.

Random wvariables. Expectation. Jensen and Chebychev inequalities. Modes of convergence for
random variables. Convergence of expected values and moments.

Sums of independent random variables. Weak and strong laws of large numbers. Convergence of
random series. Kolmogorov inequality.

Weak convergence. tightness and Helly's Theorem. Characteristic functions. Convolution. Inver-
sion and continuity for characteristic functions. Multidimensional weak convergence and charac-
teristic functions.

The classical Central Limit Theorem. Lindeberg’s condition.

Convergence to Poisson.

References:

P. Billingsley, Probability and Measure

L. Breiman, Probability

K.L. Chung, A Course in Probability Theory
R. Durrett, Probahility: Theory and Examples
A.N. Shiryayev, Probability



Topics for the Graduate Exam in Statistics 541b

Most of the following topics are normally covered in the course Math 5411,

This is a one hour exam.

Hyvpotheses testing, Neyman-Pearson lemma, consistency, unbiasedness, power, monotone likeli-
hood ratio, uniformly most powerful tests.

Generalized likelihood ratio procedures, asymptotics

Confidence intervals, tolerance intervals,

Goodness of fit tests, Chi squared test, contingency tables, Kolmogorov Smirnov test.
Sequential testing

The jackknife, jackknife estimate of bias, jackknife estimate of variance, the Efon Stein inequality
and applications.

The Bootstrap, smooth bootstrap, bootstrap in regression, bootstrap confidence intervals, bias
corrected percentile method confidence intervals,

Theory of Markov chains, stationarity, reversibility,
Hidden Markov models.
Metropolis, Metropolis Hastings algorithm. The Gibbs Sampler.

EM algorithm, asvmptotic theory, convergence.

Heferences:

G. Casella and R.L. Berger, Statistical Inference

T.S. Ferguson, A Course in Large Sample Theory

P.J. Bickel and A. Doksum, Mathematical Statistics

E.L. Lehmann, Theory of Point Estimation

G.). MeLachlan and T. Krishnan, The EM Algorithm and Extensions

B. Efron, The Jackknife, the Bootstrap and Other Resampling Plans

W.R. Gilks, 5. Richardson, and D.J. Spiegelhalter, Markov Chain Monte Carlo in Practice
0. Hagpgstrom, Finite Markov Chains and Algorithmic Applications



MATHEMATICAL PROBABILITY AND STATISTICS (IT) QUALIFYING
EXAM (MATH 541A AND 507A)

FALL 1994

(1) (a) Define “The family of random variables { X, X5, ...} is uniformly integrable.”
(b) Give an example of a sequence of random variables X,,, n = 1,2,... where
Xy 20, EX,, = 1 and the family of random variables {X;, X5,...} is not uni-
formly integrable.

For parts (¢) and (d) assume that X,, — X a.5. as n — oc and that X, = 0 for

all n.w.

() Assume that {X;, Xs,...} i8 uniformly integrable. Prove that EX, — EX as
—r D,

(d) ASsume that EX, — EX as n — oo. Prove that {X,, Xs,...} is uniformly
integrable.

(e) Let f:[0,00) — [0,0¢) with
o £42)
i

n=—0G i
IfX,=20Ef(X,) =< oo, show that {X;, Xs,..:} 18 uniformly integrable.
(2) (a) Let Y, n = 1 be random variables and Y independent of ¥,, with the same
distribution as Y. If Y, converges in distribution show that ¥, — Y also
converges in distribution.
(b) Let Xy, X5, ... be independent and identically distributed with characteristic
function f(t) = exp(—ec|t|”) where ¢ > 0, a > 0 are constants, and let S, =
X1+ Xo+---+ X, Find constants a, so a,S, converges in distribution to some
random variable . How is Z related to X,7
(3) Let # € B = (—o0,00) and X, X,, . ... X, beindependent and identically distributed
with density

= 00

fla;8) =I(le—0| <1/2)

as usual, denote the order statistics by Xy < Xy < - < Xy

(a) Show that (X, X)) 1s sufhcient for 6.

(b) Show that T, = %[.\’m] + X1y) is unbiased for #.

(¢) Compute the variance of T,,.

(d) Find a maximum likelihood estimate for 6 based on { Xy, Xp)). Is it unigue?
(4) Let # € © = (0,00) and X;, Xs,...; X, be independent and idunﬂicedl,‘r distributed

with density

fla; 0) = Iz € [0, 06])

Construct uniformly minimum variance unbiased estimators g(#) for the following

choices of g(#), or prove they do not exist.

(a) q(@) = 0" for k€ {1.2,...}.

(b) q(8) = .



MATHEMATICAL PROBABILITY AND STATISTICS (IT) QUALIFYING
EXAM (MATH 541A AND 507A)

SPRING 1995

(1) Recall that we say the distribution functions F,, converge in distribution to the dis-
tribution function F, written F, = F, if
lim Fnix)= F(z)
Td—=#]
at all continuity points of F. Show that F,, = F if and only if for all bounded
continuous functions h

ff!.' dF,, — /.h dF asn— oo

(2) Suppose X, X, X5, ... are iid with values in (1,00). State a condition on X which

is necessary and sufficient for lim, (X7 Xs -+ X000 to exist almost surely and be
finite. Demonstrate why vour condition is necessary.

(3) (a) Let Xi,...,- Y., be independent normal variates with common variance o°. With
f1y+ 0. iy not all zero, derive the level o most powerful test for the hypotheses
Hy:EX,=«+=FEX,=0 versus H;:EX;=p....; By =4

(b) Find the level & most powerful test for the above hyvpotheses when X = (X, .. ., %,

is multivariate normal with known covariance matrix .

(4] (a) Complete the following statement of the factorization theorem. In a regular
model, a statistic T(X ) 15 sufficient for ¢ if and only if there exists functions ¢
and h such that:

(b) Let Xy, X,5,...,X, beindependent Cauchy (#) random variables each with den-

Sity
1 |
@) = =
L (] n f,-r—r-:)?)

Show that the order statistics (X, ..., Xy ) are minimal sufficient for 6.




MATH 507a/541 QUALIFYING EXAM--SPRING 1997

To pass you must do well enough on both the Probability (problems 1,2,3) and the Statistics
(problems 4,5)--high performance on one portion does not compensate for insufficient
performance on the other,

(1) Suppose X, X, ... are nd.

(a) If EIXIIC‘ 15 finite for some o > {), show that Max | <k<p I}{len““ — 0 a.s.
(b) If EX, is finite and nonzero, show that max | cp<n IXk[ f IS.,_..LI — 0 as.

(2) Suppose X, — X in distribution and Y, — 1 in probability. Show that X Y - Xin
distribution.

(3) Suppose @ and @, are characteristic functions and suppose ¢, — @, pointwise, the
corresponding d.f.’s F, and F_, are continuous, and = L! for all n < ee.

(a) Use the general inversion formula for characteristic functions (not other methods) to

show that the corresponding random variables have densities . f_ given by
- . L= o-itx
f(x)=@2r)7 %, e ™o (d, n<e

(b) Let € > 1{). Show that if h is sufficiently small then for all sufficiently large n (including
n = ee), supy lp (t+h) - @ (1) <Ee.

It follows from (b) and the Arzela-Ascoli theorem that @n — ¢, uniformly on bounded
intervals. YOU NEED NOT PROVE THIS, but you may use it.

(c) Suppose ¢, and @, are all dominated by a function g in Ll (that 1s, If (1)l < g(1) for all n
and all t.) Show that f, — f_ uniformly on R.



4. Let X = (X, X;) be bivariate normal, with commom unknown mean g,
and known variances o7, o3, and correlation p.

a) What is the Fisher information I{y) based on one observation of the pair
I:Xla X?}T

b) Express I{u1) as a function of p in the special case 0] = o5 = 1.

c) Explain why the expression found is part b takes on the values it does. In
the (further) special cases when p = 0 and p = 1.

d) What is the Fisher information I{u) based on one observation X of a
multivariate p-dimensional normal vector whose components have common
mean i and known covariance matrix £7

5. Recall for & > 0 the exponential density with parameter p is pexp(—puz)
when z 1s positive. Let u, v be positive and suppose that X,,..., X, are
exponential with parameter i, and Y,,.. ., ¥;, are exponential with parameter
v and that all variables are independent.

a) Construct the generalized likelihood ratio test for the hypotheses Hy : p =
v versus M, : u # v and show that it can be based on the statistic

X1++Xﬂ

T( Xty oy Xos Vire oo Vi) = . -~
Il~A11 1}51'11 1: 1 :I X1+...+XTL+}’|:T"'+Y*11

In particular, express the critical region of this test in terms of T'.
h) What is the distribution of T' under the null hypotheses!
¢c) For the case n = m, show that the rejection region can be written as

{T :|T —a] > b} and find a. Can the type [ error probability in this case be
written entirely in terms of the cumulative distribution function of T7



M507A and M541B Qualifying Exam.
November 17, 1997

Answer the Probability section and Statistics section on separate pages.
JUSTIFY YOUR ANSWERS.

Section I. Probability

DO ANY TWO OF THE FOLLOWING FOUR PROBLEMS.

Q1 (a) For arbitrary events A;, A,, ..., prove that
P(liminf A,) < liminfIP(4,) < limsupP(4,) < IP(limsup A4,,).

(b) Show, by a single example, that all three inequalities above may be strict.
(c) Prove IP(A, infinitely often ) = 1 if and only if ¥ IP(A, N B) = oc for
all B with IP{B) = 0

Q2  Assume X, Xy, ... are random variables, not necessarily independent,
and not necessarily identically distributed. Assume IEX; = 0 for all i and
IE(X;X;) <0 for all § # j. Assume that there is a finite constant X such
that IEX? < K for all i. Write S, .= X, + X + -+ + X ,.. For some fixed
e > 0, write A, for the event { |S,| > ne }.

(a) Prove that Var(S,) = O(n).

(b) Using a), prove that for any € > 0, IP(4,) = O(1/n).

(c) Let B, = A,2. Prove that IP(B, i.0.) = 0.

(d) Analyze the random variable Dy := maX,zcpe(nsn? |Sk — Sq2| to show
n~*D, — 0 with probability 1.

Q3  Let X, X, Xy,... be i.i.d. with characteristic function #(t) := IEe®*.
Write S, = Xy 4 -+ X,
(a) Prove that if ¢'(0) = ia then S, /n — a in probability.



(b) Justify the claim: if Sn/n = a in probability, then ¢'(0) exists and
equals ia. You may assume without proof that for characteristic functions,
if ¢, — ¢ pointwise , then the convergence is uniform on compact sets.

Q4  Assume X, X,, Xa, ... are iid. with X = 0 always.

(a) Prove that if IEX < oo then Xn/n — 0 almost surely.

(b) Prove that if IEX = 00, then limsup X, /n = oo almost surely, and
hence (X +--- + Xn)/n = oo almost surely.

Section II. Statistics

DO ANY TWO OF THE FOLLOWING THREFE PROBLEMS.

Q1 Let X,,X,,..., X, be independent and identically distributed random
variables having exponential distribution with mean 1/8.

(a) Let Xy < -+ < X(n) denote the order statistics, and write T} =
XE]‘_]IT! —= X[g:, - X“:,,...,Tk = X{k} - X(k—l} for 2 < k < n Find the
joint distribution of 73, Ty, . . . T

(b) Light bulbs are known to have this exponential distribution. Suppose
that a random sample of n bulbs is put under observation, and ohserya-
tion is stopped when the &* bulb burns out. Find the maximum likelihood
estimator of the mean lifetime of a bulb.

(c) Find a 95% confidence interval for this mean.

Q2 (a) Give the definition of a sufficient statistic.

(b) Let X;,..., X, be a random sample from a Poisson distribution with
parameter A. Find a sufficient statistic for .

(c) Show that T = ;ﬂE}‘Zl I{X; = 0) is an unbiased estimator of e, and
find its variance. Here, I(A) =1if A is true, = 0 if false.

(d) Use the Rao-Blackwell Theorem and (c) to find a better estimator of e~
(¢) What optimality properties does the estimator in (d) have?




(3 (a) State the Cramér-Rao Inequality.

(b) Let X,..., X, be independent and identically distributed Bernoulli ran-
dom variables with mean #. Find the Cramér-Rao lower hound for the vari-
ance of unbiased estimators of 7(#) = (1 — 8).

(c] State and prove the Neyman-Pearson Lemma.

(d) 1000 individuals were classified according to sex, and according to whether
or not they were color-blind as follows:

Male Female
Normal 442 514
Color-blind 38 6

According to a genetic model, these numbers should have relative frequencies
given by

p/2 | pP*/2 + pg
q/2| q°/2

where ¢ = 1—p is the proportion of color-blind individuals in the population.
Are the data consistent with this model?



MATH 507a/541b QUALIFYING EXAM - FALL 1998

To pass you must do well enough on both the Probability and the Statis-

tics parts — high performance on one portion does not compensate for low
performance on the other.

STATISTICS

1. There are g categories, ¢ = 1,2,...,¢ with probabilities my, m3,...,m,. The
random variable X is defined by

P(X =i)=m, 1<i1<g.

Let Xy, X3,..., X, be 1id as X. Define Z;; by

Zi; = I X; = 1).
The number of times the variables X;,..., X, fall in category i is given by
Y. = Z Zij-
=1

a) Find the mean and variance of ¥).
b) Fand P{(¥,....¥,) = tn,..m))
c) Find the mean vector u and covariance matrix X of the vector (Yy,...,Y;).

d) Give a large sample test for the hypothesis fy : mp = m3.




2. Let Xy,..., X, be 1id N(u,o?) with known mean p.

a) Find the UMVE of the parameter o% and prove it to be such.

b} Of all estimators of o? of the form

i

b=ad (Xi—p), a€R,

=1

find the one which achieves the smallest mean square error. (Hint: If Z is
N(0,1) then EZ* = 3.)



507a Qualifying exam. November 1998
Do two of the following three problems. If you hand in more than two,
only the first two, in order of the given problem numbers, will be graded!

1. Let E,, Es,... be arbitary events. Let G ‘= limsup, E,. Show that
IP(G) = 1 ifand only if 3 _, P(ANE,) = cc for all events A having P(A) > 0.

2.) Assume that A; are independent events, and let X; be the indicator
andom variable for the event A;. Let f(n) := n™" ] P(4;), and wrte
Sp =™ X;. Prove that Sp/n — f (n) converges:to zero-in probability-

3). a) For X, having the Poisson distribution with mean A > 0, show that
(Xa — A)/ VA converges in distribution to the standard normal, as A — co.

Do not restrict to integer valued A.

b) For X, X;, Xo,... ii.d. with the symmetric density

1

— —for |z} >4
72 log |z| <1

flz)=c

with the appropriate normalizing constant c,
bl) show that the characteristic function ¢ for X has ¢'(0) = 0, and

b2) show that this implies that (X, + -+ + X,)/n converges to zero in
probability.

b3) Also show that IE|.X| = co.




507a Qualifying exam. May 17, 1999

1.) Assume that X;, X,,... are independent, and take values in a count-
able set A C (0,00). Assume that there are constants €1,€2,... > 0 such
that

Z]P'{X,-;Ec.-} < 00, and Zq < 0.
1 1

Let § = % X,. Prove that S is a discrete random variable, i.e., there is a
countable set B C (—oo,00) such that 1 = IP(S € B).

2.) Assume that X;, X;,... are independent, with P(Xe =1) = 1/k
and IP(X; =0) =1~ 1/k. Let S, = Xy + -+ + Xu, so that k(n) :=
£S5, =1 +4(1/2) + --- + (1/n), with h(n) ~ logn as n — co. The goal is
to show, USING characteristic functions, that (.5, — h(n))/+/h(n) converges

in distribution to the standard normal random variable Z with mean () and
variance 1.

a) What is the characteristic function ¢ of the standard normal, namely
¢(u) = IEe™?, in simplified form?

b} Give explicitly the characteristic function ¢ of the mean zero random
variable X, — 1/k, namely ¢(u) = [Ee™(Xe=1/k)

c) Show that for each k, as t = 0

R | t?
-L — + oft?).

Bk(t) =1 29

d) Write ¢, for the characteristic function of (5, — h{n}]f\/ﬁm Express
¢n(u) in terms of the functions ¢s.

e) Show that, for fixed u, as n — oo, ¢2%(u) = ¢(u).



- MAYA

s4\b

1. Let a, and p, be deterministic sequences tending to oo and [ Tespec-
tively, and assume that the random variables Xn, properly scaled, converge
in distribution to X; in particular, that

I . R .

a) Prove that if g is a function having a continuous derivative at t, then

an(g(Xn) = 9(itn)) = (1) X.

Now let ¥3,..., Y, be a sample of independent exponential variables (*failure
times’) with density f(¢; A) = Ae™*t for A, { positive.

b) Calculate the Fisher information for A in the sample.

c¢) Find, and justify, the limiting distribution of the maximum likelihood
estimator for A.

d) Suppose it is desired to estimate the probability that an exponential from
the same distribution will not fail before time z: that is, we wish to estimate

2(3) = P(Y > z) = e

What is the limiting distribution of the maximum likelihood estimator of
g(A)? (Hint: Use part a)

2. a) Prove the following form of the Neyman Pearson Lemma: If X € R™
1s a random vector with density f(x;#), where § € {0;,8,}, then the test
for Hy : & = 6 versus Hy, : § = 6, which rejects Hy when LX) =
J(6;01)/ f(x;00) exceeds a level k achieves the maximum power over all tests
of size F5(L(X) = k).

b) Let Xj,..., X, be independent exponential variables with parameters ei-
ther py,...,n, OF ¥y,...,vy, known values. Find a simple test and test
statistic for the Neyman Pearson tests that distinguish between the two hy-
potheses,



a07a Qualifying exam. December 17, 1999

1.) Let (X, X2,...) and (X}, X3,...) have the same distribution in IR,
Prove that if X, — X a.s.. then there exists a random variable X' such that
X, —+ X" as.

2.) Show that if X,Y are independent random variables and the distri-
bution of X is absolutely continuous, then so is the distribution of X + Y.

3.) Let X; have characteristic function ¢y, with X, X;. ... independent.
Show that 37 X, converges almost surely  if and only if there exists a
neighborhood 7 of 0 and a function h with []} ¢ép(u) — Alu) #£ 0 for all
u € U/. [Hint: the only if is easy. For the if, consider the characteristic
functions of the partial sums 3" Xp.]

A.) Let Z, 7y, Z,... be iid with IP(Z = —1) = IP(Z = 1) = 1/2, and let

constants ep,¢q, ... be given,

a) Express the characteristic function of 377 .2 in terms of standard
elementary functions.

b) Assume the result you were asked to prove in 3). Show that 3=, ¢ Z;
converges almost surely if and only if ¢l < oco. [If you use some tool
other than problem 3, be sure to fully state the result you are using.]



Math 541 Exam Portion

l.a) Let a, and p, be deterministic sequences tending to oo and . respec-
tively, and assume that the random variables X, properly scaled, converge
in distribution to X; in particular, that

; d
an(Xn = ) =+ X.
Prove that if g is a function having a continuous derivative at u, then

an(9(Xn) — 9(pn)) = ¢ (W) X.

b) State a multidimensional version of this fact.
Now let Xy,..., X, be iid with mean u and variance ¢*.

¢) Find a method of moments estimator for the coetficient of variation

g &

(L

d) Find the asymptotic distribution of the estimator in ¢). What moments
of the X distribution need to exist’

2) Let Xy,..., X, be iid normal with unknown mean » and known variance
a?,

a) Find the critical region for the Neyman Pearson test at level @ & (0, 1} for
Hy: = pg versus fy : p = iy with ug < 1.

b} Determine the power function 3{u) of this test.




PROBABILITY SECTION

Q1. Let Ay, Ay, ... be (possibly dependent) events, let

eni= 3 P(A), far= Y P(ANA),

1<i<n 1<i,j<n
with e, — 00 as n — oo.

(a) Give the definition of the event G = {A, i.0.} in terms of union and
intersection.

(b) Give an example of the above, in which IP(4; i.0.) = 0, and in which
you can explicitly calculate the e, f, to show f,/e?2 — oc.

(c) Now assume that as n — oo we have
8 :=lim f, /e’ exists, with 3 < co.
Show that IP(A, 1.0.) > 1/8 > 0.

[Hint: consider X, := ¥ cjcn 14, 50 that e, = EX,, and f, = EX2 Con-
sider V), i= X, /e,. For e > 0let Z, be the indicator of the event that Y, > .
Show that IE(Y, Z,) = 1 — e. Apply Cauchy-Schwarz to ¥,Z, ]

Q2. Assume that X, X;, X;,... are i.id., and write S, = X; + - + X,.
Assume that [EX = 0 and EX? = ¢? € (0, oc).
(a) What can be said, relevant to part (b), about the expansion of ¢(t) :=

EcX ast — 07

(b) Give the statement of the Central Limit Theorem for S,, AND give a
sketch or outline of the proof using characteristic functions.



MATH 507a/541 QUALIFYING EXAM. MAY 15, 2000.

PLEASE NOTE: To pass you must do well enough on both the Probabil-
ity and the Statistics sections. High performance in one portion does not
compensate for insufficient performance on the other.

STATISTICS SECTION

Q1. Let X;, X4, ..., X, be independent and identically distributed random
variables having density

e =0 ifzx>4
= { 0 if z < 6
for some # € (—o0, 00).

(a) State the Factorization Theorem for sufficient statistics.
(b) Find a one-dimensional sufficient. statistic for 6.
(c) Find a 95% confidence interval for 6.

(d) Derive the likelihood ratio test of the null hypothesis that # > 0 against
the alternative that 8 < 0.

Q2. Outputs X;, Xs,..., A, from a physical device are independent and
identically distributed random variables having exponential distribution with
(unknown) mean A~'. A measuring device records the values of the X, as
long as X; < ¢, for some known threshold ¢ > 0. If X; > ¢ then the device
returns the value ¢. Define

I{X&I :_:} Iﬂ},
1

n n
Sp = EXJ'I{-HJ' <¢), Ty

=1 j=

where [(A) denotes the indicator of the event A.

(a) Write down the likelihood function of the observed values in terms of S5,
and T,,.



(b) Show that the Maximum Likelihood Estimator of X is

- n—1,
A= ——m,
Sn + el

(c) Find the joint asymptotic distribution of (S,, T}).

Hint:

fncﬂﬁ_”dz: =27 (1= 1+ eN)e)

and .
f g e Mdr = A7) (2 — (24 2eA + ﬂzfjﬁ“m) i
0

(d) Using the result of the previous part, or otherwise, find the asymptotic
distribution of A.



o07a Qualifying exam. May 8, 2001

1.) Suppose X, X, X5, ... areiid with E|X| = c0. Let S, = X;+---+ X,
and let M, = S, /n. Let A be the event that M, converges to a finite limit.
Let B be the event that |X,,| = n infinitely often.

a.) State the definition of B in terms of unions and intersections.
b.) Show that IP(B) = 1.

c.) Use
Mﬂ o= Jiff,H.l - J?Lffﬂl.l'r{ﬂ‘i* 1} = Xn+L,"I|:?1+ 1]

to show that AN B = (.
d.) Complete the proof that IP(A) = (.

2.} Let M({t) = [Ee'* be the moment generating function of a random
variable X. Let ] = {t € (—oc,00) : M(t) < oo}.

a.} Show that [ is an interval.

b.) Show that M is continuous on the interior of [.

¢.) Give an example where [ = (—o0, 1).

3.) Let X;,X5,... be independent, with

P(X, = 1) = P(X, = —1) = ; (1— 1.)

ne

andd

Let Sp=X;+---+ X, and 8! = 5,/+/n.
a) Show that VAR(S2) — 2.

h) Show that S = Z where Z is normal; you pick the parameters for
Z. Even if you cannot this distributional convergence, state the mean and
variance of the limit random variable 2. "\? roye.




Math 541a Exam Portion. Spring 2001

Problem 1. a) Let X ~ A( Ay, v°%), where ueR"and ¥ € R* ™ are a
known vector and positive definite matrix respectively, and A € R and v? > (
are unknown parameters in R.

a) Find the maximum likelihood estimators A and #% of A and 12 on the basis
of the observation X.

b) Determine whether or not A is unbiased for A,
¢) Calculate the variance of A,
d) Demonstrate what the estimators A and 42 become when =0 Y

and X is the identity matrix. Explain.

Problem 2. a) Let # > 0 be unknown and suppose that (X, V) is uniform
over the triangular region with vertices at (0,0), (6,0} and (0, #). Let (X, ¥o)
be iid as (X, Y).

a) F'ind a one dimensional sufficient statistic T' for #, and prove it is sufficient.

b} Find an unbiased estimate of § which is a function of 7',

¢c) Is 8 UMVU? Prove your claim,



507a Qualifying exam. September 12, 2001. Be sure to attempt the later
parts of each problem even if you cannot do one of the earlier parts.

L)

a) Prove that for any sequence X, of random variables there exist positive
constants ¢, such that X, /c. converges to 0 almost surely.

b} Can you choose ¢y, so that this convergence is pointwise at everyw € (17

¢) Now suppose that X;, X;,... are iid, that IEX, exists and is finite, and
that ¢, = n. Prove that X, /¢, converges to (0 almost surely.

el

2.) Assume X, X;,Xa,... 1.i.d, with characteristic function o for X, i.e.
d(t) := Ee™ andlet S, :=X; 4+ + X,

a) For a random variable X, what special property of its characteristic
function ¢ holds if and only if X and —X have the same distribution? (Show
both the implications.)

b) Express the characteristic function of the sample average, os, (1], in
terms of &.

¢} If X has ¢/(0) = 0, show that {X; + -+ + X,)/n converges to zero in
probability. [HINTS: Since #(0) = 1, #'(0) = 0 if and only if ¢(u) = 1 4 o{u)
as u — 0. Also, for fixed t, as n — oo, (1 +0(t/n))" — 1 can be shown from
log(1l + ) ~ z for small positive x.]

From now on assume that X, X;, X5, ... are 1.i.d. with the symmetric density

flz) = c——for |z| > 4: f(z) = 0 otherwise,
z4 log |z

where ¢ is an appropriate normalizing constant.

d)] Show that [E

X| = oo.

e} Show that the characteristic function o for X has 2'(0) = 0. [HINT:
express | — ¢(t) as an integral over ¢ > 4 and use the change of variables
y = tx to show that |1 — #(t)]/t = 0 as t —+ 0. You might use |1l —cosy| <
y? 7y, and dominated convergence.|



February 2002
Math 507a Exam

Problem 1.
Let X, X3, ... be a sequence of iid random variables so that
EX) =0, E|X;|? < co. Show that

; | X, Xal] _
Jl}trgnmax{ﬁ,...,-ﬁ =0

in probability.

Problem 2.

Let Xy, X, ... be a sequence of random variables and £, £, . . ., a sequence
of real numbers so that e, > 0, 3,51 £, < 00, and 51 P(|X,] > £,) < o0
Show that the series 3., [ X, | converges with probability one.



Math 507a Qualifying Exam
Fall 2002 ;

You should try at least 3 problems; you may try all 4.

Problem 1. Let X, X;,... be independent r.v.’s such that X, is uniformly
distributed on [—n,n] forn=1,2,.... Let S, = X; + X3 + ... + X,.. Prove
that for some o, 0 < ¢ < o0,

Sp/n® — Z  in distribution,

where Z is a normal random variable. Identify o and the parameters of the
normal Z,

Problem 2. Let Y1,Y5,... be iid non-negative random variables. Let § =
Ol

3 a™Y,, where 0 < a < 1.

n=1

a) Show that EY < oc implies S < oo a.s.
b) Give an example where § = oo a.s.

Problem 3. Suppose X and Y are independent random variables and for
some p > 0 we have E|X + Y|? < oco. Show that E|X|P < co. HINT: For
a,b e R,|a+ bF < 27(|a|? + |b|P).

Problem 4. A median of ar.v. X is a number m such that

1 1
PX<m)zz, PX2>m)> 5
note m need not be unique. Show that if X,, — X in distribution, m,
is a median of X, m,, is a median of X, the distribution function F., is
continuous, and m., is unique, then m, — Mu..



Math 541b Qualify Exam. Fall 2002

Problem 1. (EM) There are two possibly biased coins. The probability of
heads for the first coin is 1/3 and the probability of heads in the second coin
is p € (0,1), an unknown parameter. An experiment consists of tossing the
two coins together, which we do n times. Only X, the number of heads in
the i"™® experiment, is observable.

L. Letny, j=10,1,2 be the number of experiments where j heads show up.
Write the joint distribution of (X, X3,---, X,) in terms of ng, ny, .

2. Write an equation for the maximum likelihood estimate (MLE) of
p. Is it easy to solve this equation? If not, design an expectation-
maximization (EM) algorithm for calculating this MLE.

3. Although we do not have a ‘closed form' maximum likelihood estimator
p for p, we can still study its approximate distribution. What is the
approximate distribution of § when the sample size n tends to infinity?

4. It was suspected that the second coin is unbiased, that is, that p = 1/2.
Outline a procedure for testing this hypothesis.

Problem 2. Let ® = (0,00) and suppose that the density f(z,y;8) of
(X,Y) is uniform over region A, where Hy : A = [—8,6)? (the square of side
length 26 centered at the origin, or H, : A is the circle of radius # centered
at the origin, Let (X,Y1),...,(Xn, Y5), be iid. with density f(z,y;#).

a) For fixed known 6 € ©, describe the (non-trivial) Neyman Pearson tests
for the testing between the simple hypotheses Hy vs. H,?

b) A hypotheses test is said to be consistent if the probability of rejecting
the null hypotheses when it is false tends to 1 as the sample size n tends to
infinity. Prove that the test in part a) is consistent.

¢} Describe a consistent test for the composite hypotheses Hy vs. H, when
6 is only known to lie in ©,



Math 507a Qualifying Exam
Spring 2003

You should try at least 3 problems; you may try all 4.

Problem 1. Let X, X,,... be iid with characteristic function @, and sup-
pose ¢'(0) = ia for some real a. Show that (X; + -+ + X,)/n — a in
probability.

Problem 2. Let X, and X! be independent with the same d.f. F.
and suppose X, — X! — 0 in distribution. Show that there exist con-
stants a, such that X, — a, — 0 in probability. HINT: You can use
ap = inf{z : F;,(z) = 1/2}.

Problem 3. Let & > 0 and let X;, X5, ... be iid with d.f. Flzg)=1-z"* z >
1. Let My, = max(X,, .., X,). Find 0 < 3 < oo and a nondecreasing sequence
of constants a,, such that
log M,

iy

= (7 a.s.

lim sup
HINT": First prove the same thing with X, in place of M,,.

Problem 4. Let p > 1, and let X,, X,,... be random variables with
E|Xu|P < oo for all n.

(i) If there exists a random variable X such that E|X, — X|¥ — 0 as
n — oo, show that E| X, — X,,|’ — 0 as n,m — oo.

(i) If E|X,,— Xu|P — 0 a8 n,m — oo, show that {X,} has a subsequence
which converges a.s.

(iii) If E|X; — Xm|" — 0 as n,m — oo, show that there exists a random
variable X such that E|X|P < o0 and E|X,, — X|P — 0 as n — oc.



Spring 2003 Math 541b Exam

1. Let @ = (fy,...,0:) be a vector of given probabilities, and e; the it" unit
vector in R™ with a 1 in position i and zeros elsewhere. Let Y, Yy, ..., Y,
be 1.i.d. with distribution

by 1 "
P(Y =e;) =10, K,,:EYJ- and Ku:;ZYJ'
j=1 j=1

so that X, = (n;,...,n;) has the multinomial distribution M(n, 8).

a) Find the mean vector g and covariance matrix & of Y,

b} Write the usual chi-squared statistic

k {1‘1- _ﬂﬂ_jz
| Py ) g
n E—ﬂj

VFI. - n{in pa E}I’P-ﬂ'l{i” T E}

for eome diagonal matrix F.
c) Find the asymptotic distribution of /n(X, — ).

d) Show that as n — oo, ¥, —4 xx-1, & chi squared random variable on & —1
degrees of freedom. Hint: Write the asymptotic distribution in terms of a
vector with covariance matrix I" which satisfies ' =T and I'? =T

2. Suppose data X, Xy, ---, X, are independent identically distributed nor-
mal random variables with mean u and variance of. Suppose that u is
random with (prior) normal distribution N{po, 07). What is the conditional
distribution (posterior) of u given the data? Give the mean and variance of
the posterior distribution of u in terms of X, g, o3



Math 507a Qualifying Exam Problems
Fall 2003

Problem 1. Let X;, Xy, ... be nonnegative iid random variables with finite
mean. Show that

lim - B max X;) = 0.

i T JEn

Problem 2. Let X be a random variable and f : R — R a measurable
function. If X and f(X) are independent, show f is constant.

Problem 3. Let X, Xy, ... be iid with mean g and variance 2. Let NV, be
Poisson(A} independent of the X's,
(a) Find the limit in distribution as ) — oo for

E:'ihl Xi — Nyp
5 :

(b) Find the limit in distribution as A — oo for

E;EE Ay — Ap
7 :

(¢} For which random variables X will the two limits be the same?

Problem 4. Let X and Y be independent N (0,1) random variables, and
let Z=X+Y.

(a) Show that E(Z|X >0,Y >0) =2/2/7
(b) Find the distribution and the density of Z given that X > 0, = 0.



Math 541b, Fall 2003

1. Consider a test with critical region of the form {T" > ¢} for testing
H:8 =0 wversus K : @ > 0. Suppose that T has a continuous distribution
Fy. Define the p-value as

U=1-FR(T.

a) Show that if the test has level a, the power is
B(6) = P{U < a} = 1 - F(F7'(1 - a)),
where Fy ' (u) = inf{t : Fo(t) > u}.

b) Define the expected pvalue as EPV(8) = Eyl/. Let Ty denote a ran-
dom variable with distribution F, which is independent of T. Show that
EPV(8) = P(T > T).

¢) Suppose that for each a € (0,1), the uniformly most powerful test is of
the form I(T = ¢). Let EPVr(#) be the expected p-value of I{T > ¢) and
EPVr.(0) be the expected p-value for another test T*. Show that for any
# = 0, EPVip(8) < EPVp.(d).

d) Consider the problem of testing Hy : p = 0 versus Hy : p > 0 on the
basis of V(u, 1) sample X;, X3,--+, X, Let T = X, Show that EPV(8) =
$(—/nu/v2), where & denotes the standard normal distribution.

2. Let k and densities fi,..., fi be known, and consider an i.id. sample
from the mixture distribution

k
f(z;8) =30, fi(z)
jm=1

where

k
8={0eR*:6;,>0,) 6;=1}.
=1

a) Write down the equations for which the maximum likelihood estimate of
# iz the solution.



b) Describe the EM procedure for finding the MLE,

c) Calculate the information and determine the asymptotic distribution of
the MLE for the (single) parameter §; when k = 2 and the densities f1 and
fq are variance 1 normals with unequal means,



MATH 507a QUALIFYING EXAM January 27, 2004

Last Name: First Name:

ID+#: Signature:

Do all three problems, show your partial attempts if you do not have a complete
solution.

la.) Given that P(X < s, Y <t) =PF(X < s)P(Y < t) for all real s,¢, show that the
random variables X, Y are independent. You may quote and use any results from measure
theory that are not directly about independence.

1b.) For 7 chosen uniformly from [0,1), let B; be the ith binary digit in the expansion
of U, defined by B; = 1if |2*U| is odd, B; = 0 otherwise. Show that By, Bs, Bs,... are
mutually independent.

2. Let Xy, k = 1, be a sequence of independent normal random variables such that
EXi, =0,k > 1, E(X{) =1, E(X}) =22k > 2 Write S, = X; + -+ 4+ X, 52 = ES?

Show that the sequence does not satisfy Lindeberg’s condition but CLT holds, i.e., 9, 8
converges in distribution to the standard normal.

(useful formula: Y7 ¢ = (4" — 1)/(q - 1))
(The Lindeberg condition is that for all £ > 0,

i
0= lim f X2 dp.)
ﬂ"—“'m; J h_l-:“-"Eﬂ‘ﬂ »

3. Assume X, are non-negative i.i.d., and EX; < co. Show that

Xi+.+ X3
nz

— 0

8.5., A8 1 — 0O,
Possible hint: for € > 0, consider the events B, = {X, > en}, forn=1,2,....



Spring 2004 Math 541b Exam

1. Ratio Estimation.

a) (Midzuno's Procedure) Let 0 < n < N and (1, 01) .oy (2w, un) be a
fixed set of pairs of numbers with z; > 0, and Jet

E = @ — Z:.r:l y!:

In E-_'=1 Xy

Let I be a random index with distribution

Ty ;

i
iz T

and let a sample S of size n consist of (z;, yr) and a simple random sample

of n — 1 of the remaining pairs. Let

P(I =i)=

EJ’ES Yy

=
T T e——

> jes Iz

Find ET'. Hint: For a simple random sample of size n, let I; be the indicator

that pair i is included and Zg the average of the  values in that sample.

With [} the indicator that pair i is included using Midzuno’s scheme, show
E(xf(L,... . In))=EnvEf(I},..., I}).

b) Let X; ~ NM(ux,1), ¥ ~ M(py,1),i = 1,...,n be independent normal
variables. Find a confidence interval for the ratio of means

g by
Hx

Hint: First consider

U=Y —8x.



2. An individual has two coins; one is unbiased and the other one is bi-
ased with head (H) probability p. The person chooses the first coin with
probability 1 — & and the second eoin with probability «. Both p and o are
unknown parameters, He then tosses the chosen coin three times. Let N be
the number of times “H" appears.

a). What is the distribution of N7

b). The person does n such experiments, where in each experiment, he
chooses a coin and tosses it three times. Let n, t=101,2, 3 be the number
of experiments in which i heads appear, ng + n; + ng 4+ ns = n. What is the
likelihood function of the observed data? What is the set of equations for
the maximum likelihood estimates of o and n?

c). Design an EM algorithm for estimating o and p.

d). How would you, in principle, use Wald’s statistic to construct a 1 — i von-
fidence region for (e, p)? (Recall that for testing the hypothesis Hy : 8 = 8,
ve H; @ 8 £ 0; Wald's test statistic

Wo(80) = n(b, — 0)*1(8,) (6, — ),

has an appreximate y%distribution under the null hypothesis, where @, is
the maximum likelihood estimate of & and | (#) is the information matrix.)



MATH 507a QUALIFYING EXAM September, 2004

Last Name: ___ First Name:

ID#: Signature:

I. Let X, be a sequence of random variables. Show the equivalence of the following
statements:
a) for each £ > 0,
lim P (|X,| >¢)=0

=00

b} For each bounded continuous function f,

Ef{X.) — £(0),

as N — 00,

2, Consider a sequence of i, i. d. random variables Xy, X, ..., whose probability density
function is 7~ '(1 4+ 22)~! and charactersistic function is e~

a} What is the distribution of (X, + ...+ X.)/n ?

b} Why the law of large numbers does not hold?

3.) Let X, X3,... be iid. with P(X; > x)=e¢"forz>0.
a) Show that
: Xn
limsup —— =1
TR |ﬂ"f.';ﬂ
almost surely.

h] Let M, = MaX)<i<n X;. Show that

M,
logn

-]

almost su rely.



Math 541b Qualifying Exam (One-hour)

L Let X = (X;,-+-, Xn) be a sample from the uniform distribution on (0,8). Show that

(a) For testing H: 8 < g, against K: # > f;, any test is UMP at level a for which
Ba (X)) =0, By(X) < afor § < o, and ¢(z) = 1 when Tny > By, where we
denote the order statistics by X M Xm< o€ X (n):

(b) For testing H: 6 < ¢, against K: 0 # 6y, a UMP test exists, and is given by
¢(x) =1 when () > 6, or Tm) < ha''™, and by ¢(z) = 0 otherwise,

2. Suppose that ¥ = (¥], ¥3), where ¥] takes values from {1, 2}, and ¥, takes values from
{1, 2, 3}, We assume that aij = Pr(Y; =4, Y, = 4) > 0 for all (7, 7). We want to use
Gibbs sampler to obtain the joint distribution of (¥1,%5).

(a) Consider the following systematic version of Gibbs sampling. In each round, we
first update the value of ¥; and then the value of Y. Please write down the
transition probability matrix for each update,

(b} Consider the following random-scan version of Qibhs sampling. In each step, we
flip a coin with chanece A of obtaining a head, where ) < A < 1. If it is a head,
we update the value of ¥;. Otherwise, we update the value of Y3, Please show
that the associated Markov chain is in detailed balance. Show this scheme indeed
converges to the joint distribution of (¥;, ¥3).



Math 541b Qualifying Exam, Spring 2005 (One-hour)

1. Let Xy,--+, X, be independent identically distributed samples from the uniform dis-
tribution (6,8 + 1), 4 € R. Suppose that n > 2. Let Xy Xig), -+, Xiny be the order
statistics from the smallest to the largest,

(a} Show that the uniformly most powerful (UMP) test for testing Hy : @ < 0 versus
Hy : 0 > 0 is of the form

ﬂ .-'.':1 {l‘ﬂ'”ﬂsxﬂ- {:1
Tl[X,;u,X[nj} - { 1 {::t{h;nl.rise @

(b) Find a level 100(1 — )% confidence interval for 4.

2. Suppose that the length of life X of a light bulb manufactured by a certain process has
an exponential distribution with unknown mean 1/8, that is, the probability density
function for X4 is

f(z|8) = ge~"=,
Let X;, X5, -, X, be a random sample from the population,
(a) Prove that the gamma prior distribution for  with density function

1
[{a)g=

ga-lg—=/8

g(fla, 8) =

IS a conjugate prior.

(b) Find the Bayesian estimate of 8 corresponding to the quadratic loss function.

3. Let (I,,Y]),1 < i < n be independent identically distributed according to Py, § —
(A ) € (0,1) x R where

Blh=1= =1~ Rl =0,
and given I = §, ¥; ~ N(p, arf.Lj =0,1 and gy # oy known.

{a) Find the maximum likelihood estimate of @ = (A, u), when they exist.

(b) Suppose that I;,i =1,2,... ;7 are not observed. Give as explicitly as possible the
E-Step and the M-step of the EM algorithm for this problem.



541b Qualifying Exam
Fall, 2005
Name:

—

total

Ll




1. Suppose Xy, Xy,--+, X, are independent observations from the location
model with density f(x — 8), —~o0 < # < oo, where f is differentiable and
the Fisher information for # is finite,

a) Show that the Fisher information I(f) for # is constant, and compute [ (f).

We consider the test of level a for H, : # = 8 versus K, : = 8 + h/\/n,
where h = 0. Under the null P}, the following expansion is valid:

(X1, Xy, - Xn.f?—ﬁn-i—hf«.r Z — thy)
f(X1, Xz, -+, Xni 0 = 6p) Nt = f{xmﬁn]

log SR I(f) oy (1).

b) Show that the log-likelihood-ratio tends to N(—=1h? I(f),h*I(f)) in dis-
tribution.

¢} Show that the rejection region of the asymptotically most powerful test of

level o is of the form 30, 'ﬁx‘fi—_ﬂu} > ¢p(cx), for some ¢, (a). Find c,(c).

d) When f is double exponential, namely,

flz—0)= -ﬂxp{ 1z —8l}.

find the asymptotically most powerful test of level &



2. Consider an aperiodic and irreducible Markov Chain on a finite state space
5 with transition matrix P = (py; )i jes.

a) Show that if the probabilities m;,i € S, satisfy the detail balance equation
MiPii = Wiy '3.,_? & S-,

then they give the unique stationary distribution of the chain.

b) Let gi; be a ‘proposal’ transition rule on S. Given 7,1 € S, show how to
construet transitions probabilities p;;, depending on g and the quantity

T

ri; = minjl,
: { Tidss

which satisfy the detail balance equation. What conditions, if any, should
the proposal ¢ satisfy in order that m be the unique stationary distribution?

c) Let S, be the collection of rooted binary trees on n vertices, where each
vertex has either 0 or 2 descendants, Construct, in general, a Markov Chain
on S5 that has the uniform stationary distribution, and calculate one tran-
sition probability for a simple small example. If it adds clarity, you may
illustrate your proposal distribution and subsequent calculation with figures.



MATH 507 QUALIFYING EXAM January 31, 2006

Last Name: First Name:

I Signature:

1. Suppose that X, X»,... are independent, with P(X,, = 1) = p, =
1 —PlX, =0).

a) Find and prove a necessary and sufficient condition, in terms of the p,,
for X,, — 0 in probability.

h) Find and prove a necessary and sufficient condition, in terms of the p,,
for X,, — 0 almost surely.

HINT: consider conditions such as p, — O,limsupp, < L3} p° <
' W TN " R

2. Suppose that f(x) is a continuous function on [0, 1], 0 < f(x) < 1, and
6t J = JUI flz)dz. Let (X;,¥;), i = 1,2,... be a sequence of independent
uniformly distributed over [0,1] random variables. Let I; = Ijpx, 5y, be
the indicator of the event {w : f(X;) > Y}, and let J, = n='¥ 7" I, and
= 00 XD te= T

1'=[ B

a) Why limy_.co Ju = limys J: = J with probability 17

b) Show that the mean square error of J does not exceed the mean square
error of J, : E[(J: — J)? < E|[(J, — J)*]. For what continuous functions
flx) both errors coincide?

¢} Use the CLT to find n such that P(|J, — J| < 0.01) = 0.9, indepen-
dently of f,



3. a) Give the definitions of the convergence in probability and conver-
gence in distribution.

b) Let X be a Bernoulli random wvariable taking values () and 1 with equal
probability =. Let X, X5.... be identical random variables given by X, = X
forall n and let Y =1 — X.

Does X, converges to Y in probability? Does X, converges to Y in dis-
tribution?

¢) Prove that if a sequence of random variables Y, converges to Y in
probability, then it converges to X in distribution,



Spring 2006 Math 541b Exam

1. Let Xq,---, X, be ii.d. samples from a Weibull distribution with den-
sity flz, A) = Aex®le ", where ¢ > 0, and ¢ is a known positive
constant and A > 0 is the scale parameter of interest. Let y = 1/A.

(a) Show that 37 ; X7 is an optimal test statistic or testing H: p =
versus ;g = g = pg. That is, the most powerful test takes the
form:

¥

reject H af 330, X7 > critical value
accept H if 3.1, X7 < critical value.

———
s
L=

) Show that AN follows the standard exponential distribution Exp(1).
(¢} Find the critical value for the size o most powerful test.
)

Show that the power of the most powerful test of size a is given
by
fip ;
Blp) = 1= Gu(—gn(l — a)).
i1
where (&, is the distribution funetion of I'(n. 1}, gu(1 — &) is the
(1 — e )th quantile of I'(n, 1), and prove that 3(u) is increasing in
{4
(¢) Show that the most powerful test of size o for the simple hy-
potheses in (a) is uniformly most powerful, at size a, for testing
the compaosite hypotheses H: p < pg versus K: g > .
(f) When n is large, please use normal approximation to find the
eritical value and power,

2. Let X;, B;,i=1,...,n beindependent Bernoulli variables where X; has
unknown success probability p € (0,1), and B; has success probability
1/3. Suppose we observes

Yi=B:Xi+ (1= Bl =X, i=1Ll...sn

that is, we see the original X; with probability 1/3. and 1 — X; with
probability 2/3.

(a) Write the log likelihood in term so the sum 5, = YL, Y, and
the equation one would solve for finding the maximum likelihood
estimator,



(b) Introduce appropriate missing data for the implementation of the
EM algorithm and write out the full likelihood, and the maximum
likelihood estimator using this data.

(c) Detail the steps of the EM algorithm.



PROBABILITY (507a) QUALIFYING EXAM SPRING 2007

Answer all three questions. Partial credit will be awarded, but in the event that you can
not fully solve a problem you should state clearly what it is you have done and what you
have left out. Unacknowledged omissions, incorrect reasoning and guesswork will lower your
score. Start each problem on a fresh sheet of paper, and write on only one side of the paper.

1. Suppose that {X; : n > 1} are independent identically distributed real valued random
variables.

(i) Show that X, /n — 0 in probability.

(ii) Show that X,/n — 0 almost surely if and only if F|X;| < oc.

(iii) Find necessary and sufficient conditions for X,/\/n — 0 almost surely.

2. (i) Suppose that X is an integer valued random variable with characteristic function
dx(t), t € R. Show that

-L] e " ay(t)dt = P(X = k)
2.3, ot S

for all integers k.
(ii) Now suppose that X, X, X3,... are i.i.d. with the same distribution as X, and write
S,=X,+ Xy+4+ -+ X,,. Find a similar integral formula for P(S, = k) in terms of the

characteristic function ¢x.

3. Suppose that for each n > 1 the random variable X, is normal with mean u, and standard
deviation a,,.
(i} Show that the family {X,, : n > 1} is tight if and only sup, |u.| < oc and sup, o, < 20.
(i) Show that X, converges in distribution to some random variable X if and only i
there exist u € R and o € [0, 0c) such that g, — p and ¢, — 0.



Spring 2007 Math 541b Exam

1. Let p = (p1,...,p:) be & vector of positive numbers summing to one,
and X ~ M(n, p), the multinomial distribution given by

TL
where k = (ky, ..., k) are non-negative integers summing to n,

n 7!
(k) =g end pt=]lm
g=1 "v1- :

For a given probability vector py we test Hy : p = py versus H, : P ¥ Do
using the chi-squared test statistic

R e i
il

ko

(a) Caleulate the mean vector and the covariance matrix of X.
(b) Define a matrix P such that

Vi=n"Y (X -npyYP}(X - np).
{(c) Show that
nYAX —np) =, Y ~ N;(0, )

(d) Find the distribution of /' = P~Y2Y and show that the covari-
ance matrix of IV is a projection. (Recall that @ is a projection
matrix if @ = @* = Q.) Hint: show

P_”gEP..UE == I » P_I"'Izpp'F"'l""Z.

(e) Show that
v —*d Xi.-h
that is, that V? converges in distribution to a chi squared distri-
bution with ¢ — 1 degrees of freedom.

2. Suppose X,-.., X, are independently and identically distributed with
variance g,



(a) Show that the estimate of variance § = ¥, (z; — #)?/n has bias
equal to —o?/n as an estimator of o2,

(b) Show that the bias of the jackknife estimate is —s* /n, where s =
?=1{Ii = i}iﬂfrﬂ'



MATH 507a GRADUATE EXAM
FALL 2007

Answer as many questions as you can. Partial credit will be awarded, but in the event that
vou can not fully solve a problem you should state elearly what it is you have done and what
vou have left out. Unacknowledged omissions, incorrect reasoning and guesswork will lower
vour score. If you cannot do part (a) of a problem, yvou can still get credit for (b), (¢) ete.
by assuming the answer to (a}. Start each problem on a fresh sheet of paper, and write on
only one side of the paper.

(1) In a sequence Xy, Xy, Xq, ... of coin tosses, the length L, of the head run starting at time
n is defined by {L, 2 &k} = {1 = X, = X1 =+ = Xy} Consider fair coin tossing,
so that P(L, > k) = 1/2*. With all logs taken hase 2, show that P(L, = logn + #loglogn
infinitely often) = () whenever # > 1.

(2) Suppose X,,, X are r.v.’s with characteristic functions ¢,,, ¢, all dominated by a func-
tion g in L' (that is, |@,(t)| < g(t) for all n and all t.) If ¢, — &, pointwise, show that X,
and X., have densities, call them f, and f., and f, — f. uniformly.

(3) Suppose X,.n = 1, are r.v.’s with d.f.’s F,, satisfying FJ.Y;‘: < oo for all n,and

=1,

I JIf:':l::l:.r_-ﬂ- & df'-nl:::ﬂ:l
im sup
A—o ﬁl I‘H j]-_.‘E !,;!I'Elllr._r}

Show that {F,} is tight. HINT: [, = [,

{x:ixi<A} L f{:-*|:r|__;4,].

(4){a) Let o = 0 be a nondecreasing function on B. Show that for every random variable ¥
and £ € H,

P(Y > 1) < Ep(Y)

@lt)
(b} Let Xy, X5,... i.id variables, with M(X) = E [E’E‘x'] < oc for every A € R, and
E[X,]=0. Let 5, = X; +---+ X,,. Show, that for every x >0 and n > 1
1 T
- log P(S,, > nx) < =I{x),

with I(z) = sup,., [Ax — log M(A)|. HINT: Use (a).



MATH 507a GRADUATE EXAM
SPRING 2008

Answer as many questions as you can. Partial credit will be awarded, but in the event that
vou can not fully solve a problem you should state elearly what it is you have done and what
vou have left out. Unacknowledged omissions, incorrect reasoning and guesswork will lower
vour score. If you cannot do part (a) of a problem, vou can still get credit for (b), (¢ ete.
by assuming the answer to (a}. Start each problem on a fresh sheet of paper, and write on
only one side of the paper.

(1) For € > 0 let {X[} beiid. with P(X{ =¢) = P(X{ = —¢) =1/2. Let N, have a Poisson
distribution with parameter A/¢*, independent of the Xf's. Let

N,
e T 4
i=]

(a) Find the characteristic function ¢, of S,.
(b} Find lim._4 (). What does this tell yvou about the random wvariables 5.7

(2) Suppose X,, — X in distribution and ¥,, — 0 in distribution. Show that X, +Y, — X
in distribution.

: Uy, Us, ..., be 1.i.d. sec : TA1185] 8 VAl s Wi he ¢ 15tri-
3) Let U5, U be i.i.d. sequence of Ganssian random variables with the common distri

ion A(0, 1). g, A1, 3. ... DE eal numbers such ths i = = ) anc
bution N (0,1). Let ag, a;, asz be the real numbers such that a;a;., = 0 for all j = 0 and
that the series Ya? converge. Define

T

= E ' B == 1ydeass

k=1

(a) Show that V,, and V., are independent for all n = 1,
(b) Show that with probability 1,

F o0
lim sup I 2 E a’
n—ae Vinn !

i=0

HINT: You can take as given the inequality P(U; = z) € ——e © 2 for z > (0.

V2T

(4) Prove the following inequality, sometimes known as Cantelli’s inequality, and sometimes
called the one-sided Chebyshev inequality: If X has mean 0 and variance 1, then for any

c =10,

I
14+
HINT: Relate the event {X > ¢} to {{X +1)* = (e +t)*}. for appropriate t.

P(X =¢) <




MATH 507a QUALIFYING EXAM September 25, 2008

Answer all three questions, Partial credit will be awarded, but in the event that vou can
not fully solve a problem yvou should state clearly what it is you have done and what you
have left out. Unacknowledged omissions, incorrect reasoning and guesswork will lower
vour score. Start each problem on a fresh sheet of paper, and write on only one side of
the paper. If vou find that a calculation leads to something impossible, such as a nega-
tive probability or variance, indicate that something is wrong, but show vour work anyway.

1.} Let {X,}°,; be a sequence of random wvariables that converge to X in distribu-
tion. Assume that P{X, > 1} = 1 for all »n, and that EX, — ¢ < oo, as n — po. Does
it follow that E{ln X} — E{ln X }7 Justify your answer.

2.) Let X,,,n =1 be iid Poisson random variables with parameter A > 0. Show that
X, In{lnn)

lim su = ]
?fqﬂ.p Inn
with probability 1.
3.) Assume that X, X, X,.... are iid, with characteristic function ¢(f) = Ee"Y, and

let S, = X{+-++ X,

a) For a random variable X', what special property of its characteristic funetion ¢ holds
if and only if X and —X have the same distribution? (Show both implications.)

b) Express the characteristic function of the sample average, ¢g, (), in terms of ¢.

¢) Assume that ¢'(0) = 0. Show that S,/n converges to zero in probability. (The
converse iz also true, but you are NOT being asked to show this.) [Hints: Show that
@lu) =1+o(u) as v — 0, Use log(l + 2} is asyvmptotie to x for small x, to show that for
each fixed t, (1+o(t/n))" — 1 as n — oo, State how this implies the degired convergence.|

d) and e): Assume that X has density
1
o —
¢ In |z

flz) =

for x| = 4, and f(z) =0 for —4 < x < 4, where ¢ is the appropriate normalizing constant.
d} Show that E |X| = oo,

e) Show that the characteristic function for X has ¢'(0) = 0. [Hints: Use part a).
Express 1 —@(t) as an integral over & > 4, and use the change of variables y = {2 to show
that |1 — ¢(#)|/t — 0 as t — 0. You might use |1 — cosy| < ¢? for all y, together with
dominated convergence.|




1.

Q2

-y

Fall 2008 Math 541b Exam

Let Xy,..., X, be iid. from a normal distribution with unknown mean g and known variance 1.
Suppose that negative values of X; are truncated at 0, so that instead of X; we actually observe

¥; = max{0,X;}, ¥=1,...,1n,

from which we would like to estimate .

(a)

(b)

Explain how to use the EM algorithm to estimate p from Y5....,Y,. Specifically, give the
complete log-likelihood Munction log L.(u) (i.e., the log of the joimt density of Xy,..., X,;)
and a recursive formula for the successive EM estimates p'*+1), Write these in terms of the
density ¢ and c.d.f. ® of the standard normal distribution. Hint: To simplify things, assume
that Xi,..., Xm are not truncated, and X900 5.4, A2,

Find the partial log-likelihood function log L{p) (i.e., the log of the joint density of ¥7,....Y,)
and use it to write down a (nonlinear) equation which the MLE p satisfies, Use this equation
to mamally verify that g is indeed a fixed point of the recursion found in (a).

Let [ denote the true density function of X, and consider testing the simple hypotheses

Hoif=1a % IHil=H

for given densities fi. fi. For a fixed value m & (0, 1), suppose that the probabilities g = 7 and
m = 1 — 7 can be assigned to Hy and Hy prior to the experiment. We will describe tests of Hy
va. Hy by their indicator functions

(a)

(b)

{e)

: 1, the test rejects Hy
XY = -
wix) { {1, the test accepts Hy.

Show that the overall probability of an error resulting from using a test 4 is

B X) + (1 - m)Ey[1 — w(X)). (1)

Call the test ¥* minimizing (1) the Bayes optimal test. By writing (1) as a single &) expec-
tation using the “change of measure” technigue

E]ﬂ']‘ = Ey [('I‘II{XJ] ¥

folX)
show that the Baves optimal test is equivalent to a simple likelihood ratio test, Also, give the
value of the likelihood ratio test’s eritical value.

Argue that the Bayes optimal test is hence most powerful for detecting f; at a certain sig-
nihcance level. Write down an expression for this significance level, and also give an upper
bound for it as a function of .

The posterior probability of H; is the conditional probability that H; is true, given X = .
Show that the posterior probability of H; is

Tt'f.' [j:j
mofolz) +mfilz)

Show that the Bayes optimal test is also equivalent to choosing which hypothesis has the
larger posterior probability.



MATH 507a QUALIFYING EXAM February 5, 2009

Answer all four guestions, Partial credit will be awarded, but in the event that yvou can
not fully solve a problem vou should state clearly what it is you have done and what you
have left out. Unacknowledged omissions, incorrect reasoning and guesswork will lower
vour score. Start each problem on a fresh sheet of paper, and write on only one side of
the paper. If vou find that a calculation leads to something impossible, such as a nega-
tive probability or variance, indicate that something is wrong, but show vour work anyway.

1.) Assume X.X;, Xo. ... are independent identically distributed random variables, in
the proper sense, having values in (—oo, oo). Write 5, = X + -+ X,,. The usual SLLN
(strong law of large numbers) states that f EX = p € {—o0,00), then 5, /n — p almost
surely. Use this, to prove the extended version: f EX = p € [—o0, 00|, then 5, /n — u
almost surely.

2.) Let X, be a sequence of finite, independent, nonnegative random variables such that
lim,, ... X, = 0 a.s. Prove that there is a non-random subsequence ny < ns < ng < ... of
the positive integers such that if

}in = J{ﬂ] 1 }[nu Foaoon }fn".

then

Im ¥ <o 8.8

TTE =+ 2]
3.) Let Xy. Xs, ..., be a sequence of random variables. For every n, the density of X, is
given by

f shix) 1 —ch(z)
Tx, bx) = exp {—} 1(x > 0),
T |

where sh(z) = (e —e™)/2 and ch(z) = (¢ + e7*)/2. Prove or disprove the following
statements, and identifv the limit in the case when vou elaim that the convergence holds.

aj{In(ch(X,)) — In(n)},>, converges in law;

b) {M}”_l converges in probability;

lof7)

c){ = },=1, converges in probability.

In{}

4.) Let Xy, X5, ... beiid, with E|X;| < oo finite and EX; # (. Prove that

max — (Ja.s.

l<k<n L§ﬂ|

Hint: First show that % + 0 a.s.



MATH 507a Screening Exam Fall, 2009

Last Name: First Name:

1. Let Xy, Xs, ... be i.i.d. random variables uniformly distributed on

(0,1). Prove that

P{limsup, .. (i"}g—:—-ﬁ) ==

log n
2. Assume X, Xq. ... are independent with
oo — 1
PlXu=n")=PlXa==-n")= 5"

For what a does the series Y X, converge a.5.7 For what « does the series
L £ H
Yo | Xy | converge a.s?
3. Let U7, Us, ..., be an 1.i.d. sequence of uniform random wvariables on
0, 1]. Define a sequence of random variables {V,,} recursively as follows:

s s Vgl if V-1 € [0, 3],
= i’”‘{ (21 = DU 3 Voo € [3,1].

(1) Show that, V,,_, and [/, are independent, for all n = 2;

(i) E[Vi|Via1] = Vi — %1{1;221.;_,5”1 where 13 0<v,_,<1} is the indi-
cator function of the set {1/2<V,_; < 1};

(iii) Show that P(V,.1 < 1/2) — a, for some a € [0,1], as n — o¢.
Determine the number a.




MATH 507a Screening Exam Spring, 2010

Last Name: First Name:

1. Let Xy, Xs. ... be a sequence of i.i.d. Poisson random variables with
parameter A > (, and let n, = 11} _, X;.

(i) Show that {n_ }2%, converges to zero in probability.

(ii} Is it possible to find a subsequence {n, 12, and a non-zero random
variable n with finite moment such that lim,_, Eln, —n| =07

2. Assume that X, Xo, ... are independent random variables. Show that
sup,~; Xy < oo as. if and only if

£
> P(X, > A) < oc for some constant A.

=]

3. Let X, X5, ... beiid with EX; =0 and Var(X;) = ¢ > (, and let

S, = X, +...+X,. Let N, be asequence of integer valued random variables

independent of X;,1 > 1, and let a, be a sequence of positive integers with
Nu/ay — 1 in probability and a, — 1;: as n — 0o.

N

LR TR

What 15 the hhmit distribution of as n — oo!



MATH 507a QUALIFYING EXAM September 21, 2010

Solve all four problems. Partial credit will be awarded, but in the event that vou can not
fullv solve a problem you should state clearly what it is vou have done and what you have left
out. Unacknowledged omissions, incorrect reasoning and guesswork will lower vour score.
Start each problem on a fresh sheet of paper, and write on only one side of the paper. If
vou find that a caleulation leads to something impossible, such as a negative probability or
variance, indicate that something is wrong, but show vour work anvway.

Problem 1. Let X, Xs, ... be a sequence of (not necessarily independent and not neces-
sarily identically distributed) real random variables defined on a common probability space,
Suppose that E(X2) < 1 for all n > 1. Does the sequence X, /n, n = 1, necessarily converge
almost surely to zero? Give a prool or a counterexample.

Problem 2. Let X,;, X3, ... be iid with density

0, if |2 =1
[%]7%: ] =1

f(z) =

Prove that "
L D >
(nlogn)™3 E X; — N(0,07)
=1
(that is, the expreszion on the left converges in distribution to a Gaussian random variable
with mean zero and variance o°) and determine the value of o,
SUGGESTION: Truncate X;, i = 1,....n, at v/nlogn and use the Central Limit Theorem
for triangular arrays.

Problem 3. Let X,.. &£ > 1. be iid random variables such that

_ % €
lim sup — < o

fi—* 00 n

with probability one. Show that

oy
limsup ==L 7 = o
Fi—+ .-||II

with probability one.
SUGGESTION: Apply the Law of Large Numbers to the sequence max({X,,0), & > 1.

Problem 4. Let X and Y be independent random variables such that E|X + V| < oo. I3
it true that ElX| < 0o? Give a proof or a counterexample.



MATH 507a QUALIFYING EXAM February 1, 2011

Solve all problems, Partial credit will be awarded. but in the event that vou can not fully
solve a problem wvou should state clearly what it is vou have done and what vou have left
out. Unacknowledged omissions, incorrect reasoning and guesswork will lower vour score.
Start each problem on a fresh sheet of paper, and write on only one side of the paper.
If you find that a calculation leads to something impossible, such as a negative probability
or variance, indicate that something is wrong, but show your work anyway.

Problem 1. This is a warm-up problem on the first Borel-Cantelli lemma.

Let X,,, n = 1, be independent (but not necessarily identically distributed) random variables,
b = ”_=| X, and let a, be real numbers such that a, /e, < C for all n and

F‘(lim é =Ul) =1.
= f_i'.rr

Show that 3. ., P(| Xkl = ax) < oc.

Problem 2. This problem tests you knowledge of the basic properties of the
random walk.

Let X, Xs,... be independent and identically distributed, each equal to 1 with probability

-

p and equal to 0 with probability 1 — p. Let 5, =3, Xs.

1. Prove that if p % then, with probability 1, S, = 0 only finitely many times.

2. Prove that if p = ";_ then S, will equal 0 infinitely often, but the mean recurrence time
is infinite. In other words, with the notation 7 = inf{n > 1 : 5,, = 0}, you need to
show that P(T < oc) = 1 but Er = +o0.

Problem 3. This problem tests your knowledge of the strong law of large
numbers.

(a) Let Xy, Xo, ... be independent (but not necessarily identically distributed) random vari-
ables such that sup,~, F|X, — EX,|* < oo. Define S, = >, _, Xi. Give a complete proof

with all the details that g -~
F(Iim nem l}) = ]

L T

[This result is due to Cantelli.]

(b) State, without proof, a stronger version of the result for iid random variables [due to
Kolmogorov). Please keep in mind that you cannot use this result in part (a).



Probability (507A) Graduate Exam
Fall 2011

Answer all three questions. Partial credit will be awarded, but in the event that vou can
not fully solve a problem you should state clearly what it is you have done and what you
have left out. Unacknowledged omissions, incorrect reasoning and guesswork will lower vour
score. Start each problem on a fresh sheet of paper, and write on only one side of the paper.
If you find that a caleulation leads to something impossible such as a negative probability
or variance, indicate that something is wrong, but show your work anyway.

1. Let X,,, n > 1, and X be random variables on a probability space (O, F, P).

(a) Give the definitions for “X, — X almost surely”™ and *X, — X in L',

(b) Give examples to show that (1) convergence almost surely does not imply convergence
in L', and that (ii) convergence in L' does not imply convergence almost surely,

(¢} Prove that if 3 E|X, — X| < oo then X,, — X almost surely.

2. Let Xy, X5, ... be lid. random variables uniformly distributed on (0, 1), Prove that
—log X,
F{limmlp( = ) =1}=1.
& log n

3. {a) Suppose that X and Y are each uniformly distributed on (0, 1), with X' + Y constant.
In the base 2 expansions of X and of V', determine how the ith bit for X relates to the ith
bit for ¥

(b} Show that it is possible to have X,Y, Z each uniformly distributed on (0, 1), with
X+ Y + Z constant. That is, give an explicit construction, or description, of the joint
distribution of (X.Y, Z). [Hint: think about the base 3 expansion of a number in (0, 1).]



