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Introduction. The main goal of this article is to extend the results of [6] to multidimensional cases. We are dealing with the equation

$$
d u=\left(a^{i j} u_{x^{i} x^{j}}+f_{x^{i}}^{i}\right) d t+\left(\sigma^{i k} u_{x^{i}}+g^{k}\right) d w_{t}^{k}
$$

given for $t \geq 0$ and $x \in \mathbb{R}_{+}^{d}:=\left\{x=\left(x^{1}, x^{\prime}\right): x^{1}>0, x^{\prime} \in \mathbb{R}^{d-1}\right\}$. Here $w_{t}^{k}$ are independent one-dimensional Wiener processes, $i$ and $j$ run from 1 to $d, k$ runs through $\{1,2, \ldots\}$ with the summation convention being enforced, and $f^{i}$ and $g^{k}$ are some given functions of $(\omega, t, x)$ defined for $i=1, \ldots, d$ and $k \geq 1$. The functions $a^{i j}$ and $\sigma^{i k}$ are assumed to depend only on $\omega$ and $t$, and in this sense we consider equations with "constant" coefficients. Without loss of generality we also assume that $a^{i j}=a^{j i}$.

As in [6], let us mention that such equations with a finite number of the processes $w_{t}^{k}$ appear, for instance, in nonlinear filtering problems for partially observable diffusions (see [8]). Considering infinitely many $w_{t}^{k}$ turns out to be instrumental in treating equations for measure valued processes, for instance, driven by space-time white noise (see [3] or [4]).

Our main goal is to prove the solvability of such equations in spaces similar to Sobolev spaces, in which derivatives are understood as generalized functions, the number of derivatives may be fractional or negative, and underlying power of summability is $p \in[2, \infty)$.

The motivation for this goal is explained in detail in [3] or [4], where an $L_{p}$-theory is developed for the equations in the whole space. We mention only that if $p=2$, the theory was developed long ago and an account of it can be found, for instance, in [8]. The case of equations in domains is also treated in [8]. However, the solvability is proved only in spaces $W_{2}^{1}$ of functions having one generalized derivative in $x$ square summable in $(\omega, t, x)$. It turns out that going to better smoothness of solutions is not possible in spaces $W_{2}^{n}$ and one needs to consider Sobolev spaces with weights, allowing derivatives to blow up near the boundary. The theory of solvability in Hilbert spaces like $W_{2}^{n}$ with weights is developed in [1] and [7], where $n$ is an integer. Here we show

[^0]what happens if one takes a fractional or negative number of derivatives and replaces 2 with any $p \geq 2$. By the way, according to [2], it is not possible to take $p<2$ when a stochastic term is present in the equation.

One of the main difficulties in developing the theory presented below was finding the right spaces where to look for solutions. In the one-dimensional case $\mathbb{R}_{+}^{d}=\mathbb{R}_{+}$they have been found in [6]. It turns out that there are many multidimensional counterparts of spaces from [6]. The one which looks the most natural is to apply weights only to derivatives with respect to $x^{1}$. Indeed, why should we allow the derivatives with respect to tangential variables blow up near $x^{1}=0$ ? The equation is translation invariant with respect to $x^{\prime}$, isn't it? However, in such spaces it is impossible to solve equations with variable coefficients in smooth domains unless the coefficients not only are smooth with respect to $x$ but also behave in a very restrictive way as $x$ approaches the boundary. And, of course, considering equations with constant coefficients in half spaces aims at equations with variable coefficients in smooth domains.

This shows that one cannot just imitate the original definition of Sobolev spaces with weights $H_{p, \theta}^{\gamma}$ from [6]. However, it turns out that one can very naturally generalize to the multidimensional case an equivalent definition, looking much more complex, which is discovered in [6] and stated there as Theorem 1.11 (see Definition 1.1 below).

This article is organized as follows. In section 1 we present some definitions and facts from [5] on the basis of which, in section 2, we introduce the stochastic Banach spaces in which we are going to solve our equations. Our main result is given and proved in section 3. One auxiliary result used in section 3 is proved in section 4.

We finish the introduction with some notation. Everywhere, apart from section 1, we assume that $p \in[2, \infty)$. By $C_{0}^{n}(D)$ we denote the set of all $n$ times continuously differentiable (real-valued) functions with compact support belonging to $D$. We denote

$$
D_{i}=\partial / \partial x^{i}, \quad D u=u_{x}=\left(D_{1} u, \ldots, D_{d} u\right)
$$

For a multi-index $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right)$, where $\alpha_{i}$ 's are nonnegative integers, denote

$$
D^{\alpha}=D_{1}^{\alpha_{1}} \cdots D_{d}^{\alpha_{d}}, \quad|\alpha|=\alpha_{1}+\cdots+\alpha_{d}
$$

By $H_{p}^{\gamma}=H_{p}^{\gamma}\left(\mathbb{R}^{d}\right)$ we denote the space of Bessel potentials $\left(=(1-\Delta)^{-\gamma / 2} L_{p}\right)$ with norm $\|\cdot\|_{\gamma, p}($ see $[9])$. For $\gamma=0$, we have $H_{p}^{0}=L_{p}$ and we denote $\|\cdot\|_{p}=\|\cdot\|_{0, p}$.

Any function given on $\mathbb{R}_{+}:=\mathbb{R}_{+}^{1}$ is also considered as a function on $\mathbb{R}_{+}^{d}$ independent of $x^{\prime}$. Define $M^{\alpha}$ as the operator of multiplying by $\left(x^{1}\right)^{\alpha}, M=M^{1}$.

Finally, by $\mathcal{D}\left(R_{+}^{d}\right)$ we denote the space of all distributions on $\mathbb{R}_{+}^{d}$ that is of continuous linear functionals on $C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$.

1. Sobolev spaces with weights. Here we collect some definitions and facts from [5].

DEFINITION 1.1. Take and fix a nonnegative function $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$such that

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \zeta^{p}\left(e^{x-n}\right) \geq 1 \quad \text { for all } x \in \mathbb{R} \tag{1.1}
\end{equation*}
$$

For $\gamma, \theta \in \mathbb{R}$, and $p \in(1, \infty)$ let $H_{p, \theta}^{\gamma}$ be the set of all distributions $u$ on $\mathbb{R}_{+}^{d}$ such that

$$
\begin{equation*}
\|u\|_{\gamma, p, \theta}^{p}:=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|u\left(e^{n} \cdot\right) \zeta\right\|_{\gamma, p}^{p}=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|(1-\Delta)^{\gamma / 2}\left(u\left(e^{n} \cdot\right) \zeta\right)\right\|_{p}^{p}<\infty \tag{1.2}
\end{equation*}
$$

Denote $L_{p, \theta}=H_{p, \theta}^{0}$.
In the same way, for any separable Banach space $X$, we introduce the spaces $H_{p, \theta}^{\gamma}(X)$ of $X$-valued functions by replacing $(1-\Delta)^{\gamma / 2}\left(u\left(e^{n} \cdot\right) \zeta\right)$ in (1.2) with $\mid(1-$ $\Delta)\left.^{\gamma / 2}\left(u\left(e^{n} \cdot\right) \zeta\right)\right|_{X}$.

Lemma 1.2. (i) The spaces $H_{p, \theta}^{\gamma}$ are Banach spaces and the space $C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$ is dense in $H_{p, \theta}^{\gamma}$.
(ii) For different $\zeta$ satisfying (1.1), we get the same spaces $H_{p, \theta}^{\gamma}$ with equivalent norms. Furthermore, if $\eta \in C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$, then for any $u \in \mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$ and $\gamma, \theta, p$ we have

$$
\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|u\left(e^{n} \cdot\right) \eta\right\|_{\gamma, p}^{p} \leq N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|u\left(e^{n} \cdot\right) \zeta\right\|_{\gamma, p}^{p}
$$

where $N$ depends only on $\gamma, \theta, p, \eta, d$ (and $\zeta$ ).
(iii) Let $\alpha \in \mathbb{R}$. We have $u \in H_{p, \theta}^{\gamma}$ if and only if $u=M^{\alpha} v$ with $v \in H_{p, \theta+\alpha p}^{\gamma}$. Hence,

$$
M^{\alpha} H_{p, \theta+\alpha p}^{\gamma}=H_{p, \theta}^{\gamma}
$$

In addition,

$$
\|u\|_{\gamma, p, \theta} \leq N\left\|M^{-\alpha} u\right\|_{\gamma, p, \theta+\alpha p} \leq N\|u\|_{\gamma, p, \theta}
$$

where $N$ are independent of $u$.
(iv) The space $L_{p, \theta}$ coincides with the space of functions summable to the power $p$ over $\mathbb{R}_{+}^{d}$ with respect to the measure $\left(x^{1}\right)^{\theta-d} d x$.
(v) If $\gamma$ is a nonnegative integer, then the space $H_{p, \theta}^{\gamma}$ is

$$
\left\{u: u, x^{1} u_{x}, \ldots,\left(x^{1}\right)^{|\alpha|} D^{\alpha} u \in L_{p, \theta} \quad \text { for all } \alpha:|\alpha| \leq \gamma\right\}
$$

with a natural norm.
The spaces $H_{p, \theta}^{\gamma}$ are introduced and studied in [5] for all $\theta \in \mathbb{R}$. However, below in this article we always suppose that $d-1<\theta<p+d-1$. For this range of $\theta$, the following results, again borrowed from [5], are true.

Lemma 1.3. Let $d-1<\theta<p+d-1$.
(i) The following conditions are equivalent:
(a) $u \in H_{p, \theta}^{\gamma}$,
(b) $u \in H_{p, \theta}^{\gamma-1}$ and $M u_{x} \in H_{p, \theta}^{\gamma-1}$,
(c) $u \in H_{p, \theta}^{\gamma-1}$ and $(M u)_{x} \in H_{p, \theta}^{\gamma-1}$.

In addition, under either of these three conditions for some constants $N=N(\gamma, p, \theta, d)$ we have

$$
\begin{gathered}
\|u\|_{\gamma, p, \theta} \leq N\left\|M u_{x}\right\|_{\gamma-1, p, \theta} \leq N\|u\|_{\gamma, p, \theta} \\
\|u\|_{\gamma, p, \theta} \leq N\left\|(M u)_{x}\right\|_{\gamma-1, p, \theta} \leq N\|u\|_{\gamma, p, \theta}
\end{gathered}
$$

(ii) We have $M^{-1} u \in H_{p, \theta}^{\gamma}$ if and only if

$$
u_{x} \in H_{p, \theta}^{\gamma-1} \quad \text { and } \quad M^{-1} u \in \bigcup_{\mu} H_{p, \theta}^{\mu}
$$

Moreover, there exist constants $N=N(d, \gamma, \mu, \theta, p)$ such that, for any $\mu \leq \gamma$ and $M^{-1} u \in H_{p, \theta}^{\gamma}$, we have

$$
\left\|M^{-1} u\right\|_{\gamma, p, \theta} \leq N\left\|u_{x}\right\|_{\gamma-1, p, \theta} \leq N\left\|M^{-1} u\right\|_{\gamma, p, \theta}
$$

(iii) The operator $\mathcal{L}:=M^{2} \Delta+2 M D_{1}$ is a bounded operator from $H_{p, \theta}^{\gamma}$ onto $H_{p, \theta}^{\gamma-2}$ and its inverse is also bounded.
(iv) There is a bounded operator

$$
Q: u \in H_{p, \theta}^{\gamma} \rightarrow Q u=\left(Q_{1} u, \ldots, Q_{d} u\right) \in\left(H_{p, \theta}^{\gamma+1}\right)^{d}
$$

such that, for any $u \in H_{p, \theta}^{\gamma}$, we have $u=M D_{i} Q_{i} u$.
2. Stochastic Banach spaces on $\mathbb{R}_{+}^{\boldsymbol{d}}$. Let $(\Omega, \mathcal{F}, P)$ be a complete probability space, $\left(\mathcal{F}_{t}, t \geq 0\right)$ be an increasing filtration of $\sigma$-fields $\mathcal{F}_{t} \subset \mathcal{F}$ containing all $P$-null subsets of $\Omega$, and $\mathcal{P}$ be the predictable $\sigma$-field generated by $\left(\mathcal{F}_{t}, t \geq 0\right)$. Let $\left\{w_{t}^{k} ; k=\right.$ $1,2, \ldots\}$ be a family of independent one-dimensional $\mathcal{F}_{t}$-adapted Wiener processes defined on $(\Omega, \mathcal{F}, P)$. We are going to use the Banach spaces $\mathbb{H}_{p}^{\gamma}(\tau), \mathbb{H}_{p}^{\gamma}\left(\tau, l_{2}\right)$, and $\mathcal{H}_{p}^{\gamma}(\tau)$ introduced in [3] or [4].

Throughout the remaining part of the paper we assume that

$$
d-1<\theta<p+d-1
$$

DEFINITION 2.1. Let $\tau$ be a stopping time and $f$ and $g^{k}, k=1,2, \ldots$, be $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$ valued $\mathcal{P}$-measurable functions defined on $\left(0, \tau \rrbracket\right.$. We write $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and $g \in$ $\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$ if and only if $f \in L_{p}\left(\left(0, \tau \rrbracket ; H_{p, \theta}^{\gamma}\right)\right.$ and $g \in L_{p}\left(\left(0, \tau \rrbracket ; H_{p, \theta}^{\gamma}\left(l_{2}\right)\right)\right.$, respectively. We also denote

$$
\mathbb{H}_{p, \theta}^{\gamma}=\mathbb{H}_{p, \theta}^{\gamma}(\infty), \quad \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)=\mathbb{H}_{p, \theta}^{\gamma}\left(\infty, l_{2}\right), \quad \mathbb{L}_{\ldots} \ldots=\mathbb{H}_{\ldots}^{0} \ldots
$$

In the case $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma+1}\left(\tau, l_{2}\right)$ we write $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma}(\tau)$ and define

$$
\begin{gathered}
\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}=E \int_{0}^{\tau}\|f(t)\|_{\gamma, p, \theta}^{p} d t, \quad\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}=E \int_{0}^{\tau}\|g(t)\|_{H_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p} d t \\
\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma}(\tau)}=\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma+1}\left(\tau, l_{2}\right)}
\end{gathered}
$$

Finally, we introduce spaces of initial data. We write $u_{0} \in U_{p, \theta}^{\gamma}$ if and only if $M^{2 / p-1} u(0, \cdot) \in L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta}^{\gamma-2 / p}\right)$ (or by Lemma 1.2, part (iii), if and only if $u(0, \cdot) \in$ $\left.L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta+2-p}^{\gamma-2 / p}\right)\right)$ and denote

$$
\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma}}^{p}=E\left\|M^{2 / p-1} u(0, \cdot)\right\|_{\gamma-2 / p, p, \theta}^{p}
$$

Definition 2.2. For a $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$-valued function $u$ defined on $\Omega \times([0, \tau] \cap[0, \infty))$ with $u(0, \cdot) \in U_{p, \theta}^{\gamma}$, we write $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ if and only if $M^{-1} u \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and there exists $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma-2}(\tau)$ such that, for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$, with probability one, we have

$$
\begin{equation*}
(u(t, \cdot), \phi)=(u(0, \cdot), \phi)+\int_{0}^{t}\left(M^{-1} f(s, \cdot), \phi\right) d s+\sum_{k=1}^{\infty} \int_{0}^{t}\left(g^{k}(s, \cdot), \phi\right) d w_{s}^{k} \tag{2.1}
\end{equation*}
$$

for all $t \in[0, \tau] \cap[0, \infty)$. In this situation we also write $M^{-1} f=\tilde{\mathbb{D}} u, g=\tilde{\mathbb{S}} u$,

$$
d u=M^{-1} f d t+g^{k} d w_{t}^{k}
$$

and we define $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)=\mathfrak{H}_{p, \theta}^{\gamma}(\tau) \cap\{u: u(0, \cdot)=0\}$,

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}=\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}^{p}+\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma-2}(\tau)}^{p}+\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma}}^{p} . \tag{2.2}
\end{equation*}
$$

As always, we drop $\tau$ in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\mathcal{F}_{p, \theta}^{\gamma}(\tau)$ if $\tau=\infty$.
Remark 2.3. If $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\phi(x)=\phi\left(x^{1}\right)$ with $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, then $\phi u$ lies in $\mathcal{H}_{p}^{\gamma}(\tau)$. By Theorem 2.7 of [4] this implies that if $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}=0$, then $u$ is indistinguishable from zero.

Of course, we identify elements of $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ which are indistinguishable.
Remark 2.4 (cf. Remark 2.3 in [4]). Given $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, there exists only one couple of functions $f$ and $g$ in Definition 2.2. Therefore, the notations $M^{-1} f=\tilde{\mathbb{D}} u$, $g=\tilde{\mathbb{S}} u$, and (2.2) make sense.

It is also worth noting that the last series in (2.1) converges uniformly in $t$ on each interval $[0, \tau \wedge T], T \in(0, \infty)$, in probability.

Remark 2.5. It follows from Lemma 1.3 part (ii) that the condition $M^{-1} u \in$ $\mathbb{H}_{p, \theta}^{\gamma}(\tau)$ can be replaced with

$$
M^{-1} u \in \bigcup_{\mu} \bigcap_{T>0} \mathbb{H}_{p, \theta}^{\mu}(\tau \wedge T) \quad \text { and } \quad u_{x} \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)
$$

Also in (2.2), replacing the norm $\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}$ with $\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}$ leads to an equivalent norm.

Remark 2.6. In the same way as in Remark 2.6 of [6] one proves that the spaces $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ are Banach spaces.

Remark 2.7. The term $M^{-1} f$ in (2.1) can be replaced with $D_{i} f^{i}$ for $f^{i}:=Q_{i} f \in$ $\mathbb{H}_{p, \theta}^{\gamma-1}(\tau), i=1, \ldots, d$ (see Lemma 1.3), and the norm $\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}$ (participating in (2.2)) with $\sum_{i}\left\|f^{i}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}$, the latter leading to an equivalent norm.

Remark 2.8. If $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $M D_{i} u \in \mathfrak{H}_{p, \theta}^{\gamma-1}(\tau)$ for $i=1, \ldots d$, and

$$
\|M D u\|_{\mathfrak{H}_{p, \theta}^{\gamma-1}(\tau)} \leq N(\gamma, \theta, p, d)\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}
$$

Indeed, by Lemma $1.3, M^{-1}\left(M D_{i} u\right)=D_{i} u \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ and by Remark 2.7, $d u=D_{j} f^{j} d t+g^{k} d w_{t}^{k}$ with $f^{j} \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$, so that

$$
d\left(M D_{i} u\right)=M^{-1} M^{2} D_{i} D_{j} f^{j} d t+M D_{i} g^{k} d w_{t}^{k}
$$

where $M^{2} D_{i} D_{j} f^{j}=M D_{i} M D_{j} f^{j}-\delta^{1 i} M D_{j} f^{j}$. By Lemma 1.3

$$
\begin{aligned}
& \left\|M^{2} D_{i} D_{j} f^{j}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-3}(\tau)} \leq N \sum_{j}\left\|f^{j}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)} \\
& \left\|M D_{i} g\right\|_{\mathbb{H}_{p, \theta}^{\gamma-2}\left(\tau, l_{2}\right)} \leq N\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)} \\
& \left\|M^{2 / p-1} M D_{i} u(0, \cdot)\right\|_{\gamma-1-2 / p, p, \theta} \\
& \quad=\left\|M D_{i}\left(M^{2 / p-1} u(0, \cdot)\right)-\delta^{1 i}(2 / p-1) M^{2 / p-1} u(0, \cdot)\right\|_{\gamma-1-2 / p, p, \theta} \\
& \leq N\left\|M^{2 / p-1} u(0, \cdot)\right\|_{\gamma-2 / p, p, \theta}
\end{aligned}
$$

ThEOREM 2.9. For any nonnegative integer $n \geq \gamma$, the set

$$
\begin{equation*}
\mathfrak{H}_{p, \theta}^{n}(\tau) \bigcap \bigcup_{k=1}^{\infty} \bigcap_{T \in(0, \infty)} L_{p}\left(\Omega, C\left([0, \tau \wedge T], C_{0}^{n}\left(G_{k}\right)\right)\right), \tag{2.3}
\end{equation*}
$$

where $G_{k}=(1 / k, k) \times\left\{\left|x^{\prime}\right|<k\right\}$, is everywhere dense in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$.
Proof. Corollary 1.20 of [5] states that there exists a sequence of functions $\eta_{k} \in$ $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$vanishing near zero and infinity and such that, for any $u \in H_{p, \theta}^{\gamma}$, we have

$$
\left\|\eta_{k} u\right\|_{\gamma, p, \theta} \leq N\|u\|_{\gamma, p, \theta}, \quad\left\|\eta_{k} u-u\right\|_{\gamma, p, \theta} \rightarrow 0
$$

as $k \rightarrow \infty$, where $N$ is independent of $k$ and $u$. Obviously, if $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $\eta_{k} u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and by Remark 2.5 and the above result of [5] we get that $\eta_{k} u \rightarrow u$ in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$.

To prove the theorem it remains to show only that any $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, vanishing outside some $G_{k}$, can be approximated by elements of set (2.3). To do this, notice that for such $u$ its $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$-norm is equivalent to $\mathcal{H}_{p}^{\gamma}(\tau)$-norm. Next, take a function $\xi \in C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$ with unit integral and for $\varepsilon>0$ define $\xi_{\varepsilon}(x)=\varepsilon^{-d} \xi(x / \varepsilon), u^{(\varepsilon)}(t, x):=$ $\xi_{\varepsilon}(x) * u(t, x)$. It is easy to check that for $\varepsilon$ small enough (for instance, such that $u^{(\varepsilon)}$ vanishes when $x^{1}$ is close to zero or infinity), we have $u^{(\varepsilon)} \in \mathfrak{H}_{p, \theta}^{n}(\tau)$ and $u^{(\varepsilon)} \in \mathcal{H}_{p}^{n}(\tau)$ for all $n$. In addition, by well-known properties of mollified functions, $u^{(\varepsilon)}$ converge to $u$ in $\mathcal{H}_{p}^{\gamma}(\tau)$ - and $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$-norm as $\varepsilon \downarrow 0$. Of course, $u^{(\varepsilon)}(t, x)$ is infinitely differentiable with respect to $x$.

Finally, since $u \in \mathcal{H}_{p}^{\gamma}(\tau)$, by Theorems 7.1 and 7.2 of [4] we have

$$
\begin{equation*}
u \in L_{p}\left(\Omega, C\left([0, \tau \wedge T], H_{p}^{\gamma-1}\right)\right) \tag{2.4}
\end{equation*}
$$

In addition, by Sobolev's embedding theorems and by properties of mollifiers, for any $v \in H_{p}^{\gamma-1}$ and multi-index $\alpha$ with $|\alpha|=n$,

$$
\left|D^{\alpha} v^{(\varepsilon)}\right| \leq N\left\|v^{(\varepsilon)}\right\|_{d+n, p} \leq N \varepsilon^{-\kappa}\|v\|_{\gamma-1, p}
$$

where $N$ and $\kappa$ are independent of $v$ (and $\varepsilon$ ). This and (2.4) show that

$$
u^{(\varepsilon)} \in L_{p}\left(\Omega, C\left([0, \tau \wedge T], C_{0}^{n}\left(\mathbb{R}_{+}^{d}\right)\right)\right)
$$

The theorem is proved.
By repeating the proof of Theorem 2.9 with obvious changes we obtain one more useful result.

THEOREM 2.10. The statement of Theorem 2.9 remains true if we replace $\mathfrak{H}_{p, \theta}^{n}(\tau)$ and $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ with $\mathbb{H}_{p, \theta}^{n}(\tau)$ and $\mathbb{H}_{p, \theta}^{\gamma}(\tau)$, respectively, or with $\mathbb{H}_{p, \theta}^{n}\left(\tau, l_{2}\right)$ and $\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$, respectively.

As in the one-dimensional case (cf. [6]), the following embedding theorem presents certain interest.

THEOREM 2.11. Let $T \in(0, \infty)$ be a constant and let $\tau \leq T$. Then for any function $u \in \mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$, we have

$$
\begin{equation*}
E \sup _{t \leq \tau}\|u(t, \cdot)\|_{\gamma-1, p, \theta}^{p} \leq N(p, d, \theta, \gamma) T^{(p-2) / 2}\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} . \tag{2.5}
\end{equation*}
$$

To prove this theorem we use the following fact which is similar to Remark 2.2 of [3] or Remark 4.11 of [4]. Its proof can be obtained just by repeating the proof of Lemma 2.12 of [6] and is omitted.

Lemma 2.12. Let $T \in(0, \infty)$ be a constant and let $\tau \leq T$. Let $u \in \mathcal{H}_{p, 0}^{\gamma}(\tau)$ and $d u=f d t+g^{k} d w_{t}^{k}$. Then for any constant $c>0$,

$$
\begin{aligned}
E \sup _{t \leq \tau}\left\|u_{x}(t, \cdot)\right\|_{\gamma-2, p}^{p} \leq & N(p, d) T^{(p-2) / 2}\left(c\left\|u_{x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}\right. \\
& \left.+c^{-1}\|f\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}+\left\|g_{x}\right\|_{\mathbb{H}_{p}^{\gamma-2}\left(\tau, l_{2}\right)}^{p}\right)
\end{aligned}
$$

Proof of Theorem 2.11. We proceed as in the proof of Theorem 2.11 of [6]. We have

$$
\begin{equation*}
E \sup _{t \leq \tau}\|u(t, \cdot)\|_{\gamma-1, p, \theta}^{p} \leq \sum_{n=-\infty}^{\infty} e^{n \theta} E \sup _{t \leq \tau}\left\|u\left(t, e^{n} \cdot\right) \zeta\right\|_{\gamma-1, p}^{p} \tag{2.6}
\end{equation*}
$$

Define $u_{n}(t, x):=\zeta(x) u\left(t, e^{n} x\right)$ and notice that, since the support of $\zeta(x) u\left(t, e^{n} x\right)$ is not larger than the one of $\zeta(x)$, we have (see, for instance, Remark 1.12 of [5])

$$
\begin{equation*}
\left\|u_{n}(t, \cdot)\right\|_{\gamma-1, p} \leq N\left\|u_{n x}(t, \cdot)\right\|_{\gamma-2, p} \tag{2.7}
\end{equation*}
$$

To estimate the right-hand side of (2.7), assume that $d u=M^{-1} f d t+g^{k} d w_{t}^{k}$. Then

$$
d u_{n}(t, x)=f_{n}(t, x) d t+g_{n}(t, x) d w_{t}^{k}
$$

where $f_{n}(t, x)=\left(M^{-1} \zeta\right)(x) e^{-n} f\left(t, e^{n} x\right), g_{n}(t, x)=\zeta(x) g\left(t, e^{n} x\right)$. By Lemma 2.12 with $c=e^{-n p}$,

$$
\begin{gather*}
E \sup _{t \leq \tau}\left\|u_{n x}(t, \cdot)\right\|_{\gamma-2, p}^{p} \leq N T^{(p-2) / 2}\left(e^{-n p}\left\|u_{n x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}\right. \\
\left.\quad+e^{n p}\left\|f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}+\left\|g_{n x}\right\|_{\mathbb{H}_{p}^{\gamma-2}\left(\tau, l_{2}\right)}^{p}\right) \tag{2.8}
\end{gather*}
$$

Furthermore, $\left\|g_{n x}\right\|_{H_{p}^{\gamma-2}\left(l_{2}\right)} \leq\left\|g_{n}\right\|_{H_{p}^{\gamma-1}\left(l_{2}\right)}$ and

$$
\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|g_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}\left(\tau, l_{2}\right)}^{p}=\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}
$$

Also,

$$
\begin{gathered}
\sum_{n=-\infty}^{\infty} e^{n(\theta+p)}\left\|f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|f\left(\cdot, e^{n} \cdot\right) M^{-1} \zeta\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p} \\
\leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} \\
\sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|u_{n x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p} \leq \sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|u_{n}\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}^{p}
\end{gathered}
$$

$$
\begin{gathered}
=\sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|\left(M^{-1} u\right)\left(\cdot, e^{n} \cdot\right) M \zeta\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}^{p} \\
\quad \leq N\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} .
\end{gathered}
$$

By combining this with (2.8) and (2.6) we get (2.5). The theorem is proved.
As always the main role is played by the spaces $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ of functions with zero as an initial condition. In connection with this it is worth noting that while constructing our theory we could replace

$$
\begin{equation*}
\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma}}^{p}:=E\left\|M^{2 / p-1} u(0, \cdot)\right\|_{H_{p, \theta}^{\gamma-2 / p}}^{p} \tag{2.9}
\end{equation*}
$$

with

$$
\inf \left\{\left\|v_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}+\|\tilde{\mathbb{D}} v\|_{\mathbb{H}_{p, \theta}^{\gamma-2}}+\|\tilde{\mathbb{S}} v\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}: u-v \in \mathfrak{H}_{p, \theta, 0}^{\gamma}\right\}
$$

Such an axiomatic approach to defining a norm of $u(0, \cdot)$ yields, of course, the solvability results for the widest possible class of initial data, namely, for those which are extendible at least in some way for $t>0$. However, in applications we often want to know how to describe "admissible" initial data by knowing only their analytic properties.

A partial answer to this question is given in the following theorem, which also shows why we use the norm given by (2.9). For the only case, which we need, $\gamma=2$, the proof of this theorem can be obtained in the same way as Theorem 2.13 of [6]. For arbitrary $\gamma$ and parabolic operators with coefficients depending only on time instead of $\Delta$ this theorem is proved in [5].

Theorem 2.13. If $\gamma \in \mathbb{R}, d-1<\theta<p+d-1$, and $1<p<\infty$, then, for every $u_{0}$ satisfying $u_{0} \in U_{p, \theta}^{\gamma}$, in the space $\mathfrak{H}_{p, \theta}^{\gamma}$ there exists a unique solution of the heat equation $d u=\Delta u d t$ with initial data $u(0, \cdot)=u_{0}$. Moreover,

$$
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}} \leq N(d, \gamma, p, \gamma)\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma}}
$$

3. SPDEs with constant coefficients in $\mathbb{R}_{+}^{\boldsymbol{d}}$. Take a stopping time $\tau$. On $[(0, \tau] \cap(0, \infty)] \times \mathbb{R}_{+}^{d}$ we will be dealing with the following equation:

$$
\begin{equation*}
d u=\left(a^{i j} u_{x^{i} x^{j}}+M^{-1} f\right) d t+\left(\sigma^{i k} u_{x^{i}}+g^{k}\right) d w_{t}^{k} \tag{3.1}
\end{equation*}
$$

with initial condition $\left.u\right|_{t=0}=u_{0}$, where $u_{0}$ is a $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$-valued, $\mathcal{F}_{0}$-measurable random variable, $f$ and $g^{k}$ are $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$-valued $\mathcal{P}$-measurable functions, $a^{i j}$ and $\sigma^{i k}$ are realvalued $\mathcal{P}$-measurable functions, $u$ is an unknown $\mathcal{D}\left(\mathbb{R}_{+}^{d}\right)$-valued function, and the equation is understood in the sense of distributions as follows. We say that $u$ is a solution of (3.1) with initial data $u_{0}$ if for any test function $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}^{d}\right)$ we have

$$
\begin{align*}
(u(t & \wedge \tau, \cdot), \phi)=\left(u_{0}, \phi\right) \\
& +\int_{0}^{t \wedge \tau}\left[\sum_{i, j=1}^{d} a^{i j}(s)\left(u(s, \cdot), \phi_{x^{i} x^{j}}\right)+\left(f(s, \cdot), M^{-1} \phi\right)\right] d s \\
& +\sum_{k=1}^{\infty} \int_{0}^{t \wedge \tau}\left[-\sum_{i=1}^{d} \sigma^{i k}(s)\left(u(s, \cdot), \phi_{x^{i}}\right)+\left(g^{k}(s, \cdot), \phi\right)\right] d w_{s}^{k} \tag{3.2}
\end{align*}
$$

for all $t>0$ with probability one, where all integrals are assumed to have sense and the last series is assumed to converge uniformly on each interval of time $[0, T]$ in probability, where $T$ is any finite constant.

Remark 3.1. If a function $u$ belongs to $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then it satisfies (3.1) with

$$
\begin{align*}
f & =M\left(\tilde{\mathbb{D}} u-a^{i j} D_{i} D_{j} u\right) \\
g^{k} & =\tilde{\mathbb{S}}^{k} u-\sigma^{i k} D_{i} u \tag{3.3}
\end{align*}
$$

In addition (see Lemma 1.3), we have $f \in \mathbb{H}_{p, \theta}^{\gamma-2}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$. Below we show that under additional assumptions on $\theta, a$, and $\sigma$ the mapping $u \rightarrow(f, g)$ is onto.

Assumption 3.2. There exist constants $\delta_{0}, \delta_{1} \in(0,1]$ such that, for every $(\omega, t)$ and every $\xi \in \mathbb{R}^{d}$,

$$
\delta_{0}|\xi|^{2} \leq \delta_{1} a^{i j}(t) \xi^{i} \xi^{j} \leq \bar{a}^{i j} \xi^{i} \xi^{j} \leq a^{i j}(t) \xi^{i} \xi^{j} \leq \delta_{0}^{-1}|\xi|^{2}
$$

where

$$
\bar{a}^{i j}:=a^{i j}(t)-\alpha^{i j}(t), \quad \alpha^{i j}(t)=\frac{1}{2} \sigma^{i k}(t) \sigma^{j k}(t)
$$

Here is our main result.
Theorem 3.3. Let $d-1<\theta<p+d-1,2 \leq p<\infty, \gamma \in \mathbb{R}, f \in \mathbb{H}_{p, \theta}^{\gamma-2}(\tau)$, $g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$, and $u_{0} \in U_{p, \theta}^{\gamma}$. Assume that

$$
\begin{equation*}
d-1+p\left[1-\frac{1}{p\left(1-\delta_{1}\right)+\delta_{1}}\right]<\theta<d-1+p \tag{3.4}
\end{equation*}
$$

Then (3.1) or equivalently (3.3) with initial data $u_{0}$ has a unique solution in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. In addition, for this solution it holds that

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma}}^{p}\right) \tag{3.5}
\end{equation*}
$$

where $N=N\left(\gamma, \theta, p, d, \delta_{0}, \delta_{1}\right)$.
Remark 3.4. By Remark 2.7, one gets a statement equivalent to Theorem 3.3 if one replaces $M^{-1} f$ in (3.1) with $D_{i} f^{i}$ for certain $f^{i} \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ and replaces $\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p}$ in (3.5) with $\sum_{i}\left\|f^{i}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}^{p}$.

Remark 3.5. If $\sigma \equiv 0$, then one can take $\delta_{1}=1$ and (3.4) becomes $d-1<\theta<$ $d-1+p$. Furthermore, it is easy to see that, for any $\sigma$, condition (3.4) is satisfied if $d-2+p \leq \theta<d-1+p$.

Remark 3.6. It is worth noting that if $\theta \geq p+d-1$ or $\theta \leq d-1$, then the statement of Theorem 3.3 is false even in the case of the heat equation. This can be shown by simple examples.

The proof of this theorem is based on two lemmas, the first of which we prove in section 4.

Lemma 3.7. Theorem 3.3 holds if $\gamma=2$.
Lemma 3.8. Let the assumptions of Theorem 3.3 be satisfied and let $\mu \leq \gamma$. Let $\theta_{1} \in \mathbb{R}$ and let $u \in \mathfrak{H}_{p, \theta_{1}}^{\mu}(\tau)$ be a solution of (3.1) with initial condition $u_{0}$. Assume that $M^{-1} u \in \mathbb{H}_{p, \theta}^{\mu}(\tau)$. Then $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and

$$
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)}^{p}+\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\mu-1}(\tau)}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma}}^{p}\right)
$$

where $N=N(d, \gamma, \mu, \theta, p)$.
One can prove this lemma by repeating almost word for word the proof of Lemma 3.5 of [6]. The only noticeable difference is that the equations in [6] are written in the form

$$
d u=\left(a u_{x x}+f_{x}\right) d t+\left(\sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k}
$$

where we have $f_{x}$ instead of $M^{-1} f$. But by Remark 3.4 we also can rewrite (3.1) with $D_{i} f^{i}$ in place of $M^{-1} f$.

Proof of Theorem 3.3. As in the proof of Theorem 3.2 of [6] we may assume that $\tau=\infty$. In the case $\gamma \geq 2$ the proof is achieved on the basis of Lemma 3.8 by repeating the proof of Theorem 3.2 of [6]. In the case $\gamma<2$ we need only some minor adjustments which we present for completeness.

Denote by $\mathcal{R}$ the operator which maps $\left(f, g, u_{0}\right)$ with $f \in \mathbb{H}_{p, \theta}^{\gamma-2}, g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(l_{2}\right)$, and $u_{0} \in U_{p, \theta}^{\gamma}$ into the solution $u \in \mathfrak{H}_{p, \theta}^{\gamma}$ of (3.1) with initial data $u_{0}$. Thus far we know that $\mathcal{R}$ is well defined in spaces $\mathbb{H}_{p, \theta}^{\gamma-2} \times \mathbb{H}_{p, \theta}^{\gamma-1}\left(l_{2}\right) \times U_{p, \theta}^{\gamma}$ for $\gamma \geq 2$. We want to show that one can also define $\mathcal{R}$ for $\gamma<0$.

First, let $2>\gamma \geq 1$. Observe that by Lemma 1.3, part (iii),

$$
\left(\mathcal{L}^{-1} f, \mathcal{L}^{-1} g, M^{1-2 / p} \mathcal{L}^{-1} M^{2 / p-1} u_{0}\right) \in \mathbb{H}_{p, \theta}^{\gamma} \times \mathbb{H}_{p, \theta}^{\gamma+1}\left(l_{2}\right) \times U_{p, \theta}^{\gamma+2}
$$

Since $\gamma>0$, by what we know in the case $\gamma \geq 2$, the function

$$
v=\mathcal{R}\left(\mathcal{L}^{-1} f, \mathcal{L}^{-1} g, M^{1-2 / p} \mathcal{L}^{-1} M^{2 / p-1} u_{0}\right)
$$

is well defined and belongs to $\mathfrak{H}_{p, \theta}^{\gamma+2}$.
Define

$$
\tilde{u}=\mathcal{L} v .
$$

By Remark 2.8, we have $\tilde{u} \in \mathfrak{H}_{p, \theta}^{\gamma}$. Furthermore, by definition $v$ satisfies

$$
d v=\left(a^{i j} v_{x^{i} x^{j}}+M^{-1} \mathcal{L}^{-1} f\right) d t+\left(\sigma^{i k} v_{x^{i}}+\mathcal{L}^{-1} g^{k}\right) d w_{t}^{k}
$$

We apply $\mathcal{L}$ to both parts of this equality, or in other words, we substitute $\mathcal{L}^{*} \phi$ in place of $\phi$ in (3.2), where $\mathcal{L}^{*}$ is the formal adjoint to $\mathcal{L}$. Then we get

$$
\begin{gathered}
d \tilde{u}=\left(a^{i j} \tilde{u}_{x^{i} x^{j}}+M^{-1} f+M^{-1} \bar{f}\right) d t+\left(\sigma^{i k} \tilde{u}_{x^{i}}+g^{k}+\bar{g}^{k}\right) d w_{t}^{k}, \\
\tilde{u}(0, \cdot)=u_{0}+\bar{u}_{0}
\end{gathered}
$$

where

$$
\begin{gathered}
\bar{f}=M \mathcal{L} a^{i j} v_{x^{i} x^{j}}-M a^{i j}(\mathcal{L} v)_{x^{i} x^{j}}+M \mathcal{L} M^{-1} \mathcal{L}^{-1} f-f, \\
\bar{g}^{k}=\mathcal{L} \sigma^{i k} v_{x^{i}}-\sigma^{i k}(\mathcal{L} v)_{x^{i}}, \quad \bar{u}_{0}=\mathcal{L} M^{1-2 / p} \mathcal{L}^{-1} M^{2 / p-1} u_{0}-u_{0} .
\end{gathered}
$$

Next, we use

$$
\mathcal{L} D_{i} \phi=D_{i} \mathcal{L} \phi-2 \delta^{i 1} M^{-1}\left(\mathcal{L}-M D_{1}\right) \phi
$$

$$
\mathcal{L} M^{-1} \phi=M^{-1} \mathcal{L} \phi-2 D_{1} \phi
$$

Then we find that

$$
\begin{gathered}
\bar{f}=-2 a^{i 1} M D_{i} M^{-1}\left(\mathcal{L}-M D_{1}\right) v-2 a^{1 j}\left(\mathcal{L}-M D_{1}\right) D_{j} v-2 M D_{1} \mathcal{L}^{-1} f \\
\bar{g}^{k}=-2 \sigma^{1 k} M^{-1}\left(\mathcal{L}-M D_{1}\right) v \\
M^{2 / p-1} \bar{u}_{0}=(2-4 / p) M D_{1} \mathcal{L}^{-1} M^{2 / p-1} u_{0}+c \mathcal{L}^{-1} M^{2 / p-1} u_{0}
\end{gathered}
$$

where $c$ is a constant. As above

$$
\begin{gathered}
\left(\mathcal{L}-M D_{1}\right) v \in \mathfrak{H}_{p, \theta}^{\gamma}, \quad M^{-1}\left(\mathcal{L}-M D_{1}\right) v \in \mathbb{H}_{p, \theta}^{\gamma}, \quad D v \in \mathbb{H}_{p, \theta}^{\gamma+1}, \\
M^{2 / p-1} \bar{u}_{0} \in L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta}^{\gamma+1-2 / p}\right)
\end{gathered}
$$

It follows that

$$
\begin{equation*}
\left(\bar{f}, \bar{g}, \bar{u}_{0}\right) \in \mathbb{H}_{p, \theta}^{\gamma-1} \times \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right) \times U_{p, \theta}^{\gamma+1} \tag{3.6}
\end{equation*}
$$

Since $\gamma \geq 1$, it follows from (3.6) that the function $\bar{u}:=\mathcal{R}\left(\bar{f}, \bar{g}, \bar{u}_{0}\right)$ is well defined, belongs to $\mathfrak{H}_{p, \theta}^{\gamma+1}$, and the function $u=\tilde{u}-\bar{u}$ is of class $\mathfrak{H}_{p, \theta}^{\gamma}$ and solves (3.1). For thus constructed $u$, estimate (3.5) follows from the explicit representation and known estimates for $\mathcal{R}, \mathcal{L}, M D$.

By repeating the above argument, we consider the case $1>\gamma \geq 0$, this time using the fact that $\gamma+1 \geq 1$ and relying upon the result for $\gamma \geq 1$. One can continue in the same way and it remains to prove only the uniqueness of solutions in $\mathfrak{H}_{p, \theta}^{\gamma}$.

It suffices to consider the case $f=0, g=0, u_{0}=0$ (and $\gamma<2$ ). In this case any solution $u \in \mathfrak{H}_{p, \theta, 0}^{\gamma}$ also belongs to $\mathfrak{H}_{p, \theta, 0}^{2}$ by Lemma 3.8 and its uniqueness follows from Lemma 3.7.

The theorem is thus proved.
Remark 3.9. From the above derivation of Theorem 3.3 from Lemma 3.7 it is seen that for any fixed $\gamma, p, \theta, a, \sigma$ satisfying the conditions of Theorem 3.3, if the assertion of Theorem 3.3 holds for these $\gamma, p, \theta, a, \sigma$, then it holds for any $\gamma \in \mathbb{R}$ with the same $p, \theta, a, \sigma$.
4. Proof of Lemma 3.7. By Remarks 2.7, we may concentrate on the following form of (3.1):

$$
\begin{align*}
d u(t, x)=\left(a^{i j}(t) u_{x^{i} x^{j}}(t, x)\right. & \left.+D_{i} f^{i}(t, x)\right) d t \\
& +\left(\sigma^{i k}(t) u_{x^{i}}(t, x)+g^{k}(t, x)\right) d w^{k}(t) . \tag{4.1}
\end{align*}
$$

Next, notice that by Theorem 2.13 there is a function $\bar{u} \in \mathfrak{H}_{p, \theta}^{2}$ such that, $\left.\bar{u}\right|_{t=0}=$ $u_{0}, \partial \bar{u} / \partial t=D_{i} \bar{f}^{i}$ with $\bar{f} \in \mathbb{H}_{p, \theta}^{1}$, and appropriate estimates of $\left\|\bar{u}_{x}\right\|_{\mathbb{H}_{p, \theta}^{1}}$ and $\|\bar{f}\|_{\mathbb{H}_{p, \theta}^{1}}$ through $\left\|u_{0}\right\|_{U_{p, \theta}^{2}}$ hold. This implies that in the equation

$$
d u=\left(a^{i j} u_{x^{i} x^{j}}+\left(a^{i j} \bar{u}_{x^{j}}+f^{i}-\bar{f}^{i}\right)_{x^{i}}\right) d t+\left(\sigma^{i k} u_{x^{i}}+\left(\sigma^{i k} \bar{u}_{x^{i}}+g^{k}\right)\right) d w_{t}^{k}
$$

we have $a^{i j} \bar{u}_{x^{j}}+f^{i}-\bar{f}^{i} \in \mathbb{H}_{p, \theta}^{1}(\tau)$ and $\sigma^{i \cdot} \bar{u}_{x^{i}}+g \in \mathbb{H}_{p, \theta}^{1}\left(\tau, l_{2}\right)$. Also, obviously if we can solve the above equation in $\mathfrak{H}_{p, \theta, 0}^{2}(\tau)$, then by adding to the solution the function
$\bar{u}$ we get a solution of (4.1) with initial data $u_{0}$. Therefore, in the proof of Lemma 3.7 without loss of generality, we may and will confine ourselves only to the case $u_{0} \equiv 0$.

Finally, obviously we may assume that $\tau \leq T$, where the constant $T<\infty$, and we start by proving the following a priori estimate.

Lemma 4.1. Assume that there exists a constant $\delta_{2}>0$ such that

$$
\begin{equation*}
(p-1)(d+p-1-\theta) \bar{a}^{11}-p(d+p-2-\theta) a^{11} \geq \delta_{2} \tag{4.2}
\end{equation*}
$$

for all $\omega$ and $t$. Then for any $u \in \mathfrak{H}_{p, \theta, 0}^{2}(\tau)$,

$$
\begin{equation*}
\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)} \leq N\left(\left\|M\left(\tilde{\mathbb{D}}-a^{i j} D_{i} D_{j}\right) u\right\|_{\mathbb{L}_{p, \theta}(\tau)}+\left\|\left(\tilde{\mathbb{S}}-\sigma^{i \cdot} D_{i}\right) u\right\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}\right), \tag{4.3}
\end{equation*}
$$

where $N$ depends only on $\delta_{0}, \delta_{2}, d$, and $\underset{\sim}{p}$.
Proof. For any $\gamma$ the operators $M \tilde{\mathbb{D}}$ and $\tilde{\mathbb{S}}$ are obviously continuous on $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ with values in $\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)$ and $\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$, respectively. By Remark 2.5 the same is true for $M^{-1}: \mathfrak{H}_{p, \theta}^{\gamma}(\tau) \rightarrow \mathbb{H}_{p, \theta}^{\gamma}(\tau)$. By Definition 2.2 and Lemma 1.3 the operators

$$
M D_{i} D_{j}: \mathfrak{H}_{p, \theta}^{\gamma}(\tau) \rightarrow \mathbb{H}_{p, \theta}^{\gamma-2}(\tau), \quad \sigma^{i k} D_{i}: \mathfrak{H}_{p, \theta}^{\gamma}(\tau) \rightarrow \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)
$$

are bounded. By Theorem 2.9, it follows that we need to prove only (4.3) for functions $u$ belonging to set (2.3) with sufficiently large $n$.

Take such a function $u$ and define $f$ and $g$ according to (3.3). By Sobolev's embedding theorem, if $n$ is large, then $f$ and $g$ are continuous in $x$, have compact supports in $x$, and

$$
E \int_{0}^{\tau} \sup _{x}|f(t, x)|^{p} d t<\infty, \quad E \int_{0}^{\tau} \sup _{x}|g(t, x)|_{l_{2}}^{p} d t<\infty
$$

It follows easily that $u$ satisfies (3.1) pointwise, that is, for almost any $\omega$ for all $x \in \mathbb{R}_{+}^{d}$ and $t \in[0, \tau]$.

Next we define $c=2+\theta-d-p$, apply Itô's formula to $\left(x^{1}\right)^{c}|u(t, x)|^{p}$, and find almost surely for all $x \in \mathbb{R}_{+}^{d}$

$$
\begin{gather*}
\left(x^{1}\right)^{c}|u(\tau, x)|^{p}=\int_{0}^{\tau}\left[p\left(x^{1}\right)^{c}|u|^{p-2} u a^{i j} u_{x^{i} x^{j}}\right. \\
\left.+p\left(x^{1}\right)^{c-1}|u|^{p-2} u f+\frac{1}{2} p(p-1)\left(x^{1}\right)^{c}|u|^{p-2} \sum_{k}\left(\sigma^{i k} u_{x^{i}}+g^{k}\right)^{2}\right] d s \\
+\int_{0}^{\tau} p\left(x^{1}\right)^{c}|u|^{p-2} u\left(\sigma^{i k} u_{x^{i}}+g^{k}\right) d w_{s}^{k} \tag{4.4}
\end{gather*}
$$

We take expectations of both parts of this equality, noticing that

$$
\begin{gather*}
E\left[\int_{0}^{\tau}|u|^{2 p-2} \sum_{k}\left|\sigma^{i k} u_{x^{i}}+g^{k}\right|^{2} d s\right]^{1 / 2}  \tag{4.5}\\
\leq N T E \sup _{s \leq \tau}|u|^{p-1}\left|u_{x}\right|+N E \sup _{s \leq \tau}|u|^{p-1}\left[\int_{0}^{\tau}|g|_{l_{2}}^{2}\right]^{1 / 2} .
\end{gather*}
$$

Here, for instance, by Hölder's inequality the last expectation is less than

$$
\left(E \sup _{s \leq \tau}|u|^{p}\right)^{(p-1) / p}\left(T^{(p-2) / 2} E \int_{0}^{\tau}|g|_{l_{2}}^{p} d s\right)^{1 / p}<\infty
$$

Therefore, the left-hand side of (4.5) is finite and the stochastic integral will disappear after taking expectations in (4.4). After this we integrate with respect to $x$ over $\mathbb{R}_{+}^{d}$. By the way, owing to the fact that $x$-supports of all functions $u, f$, and $g$ belong to some $G_{k}$ and the fact that even the $p$ th power of sup's over $x$ of these functions are integrable over ( $0, \tau \rrbracket$, we see that all integrals converge absolutely. Hence, by using Fubini's theorem and integrating by parts, we get from (4.4) that

$$
\begin{gathered}
0 \leq E \int_{0}^{\tau} \int_{\mathbb{R}_{+}^{d}}\left[-p(p-1)\left(x^{1}\right)^{c}|u|^{p-2} \bar{a}^{i j} u_{x^{i}} u_{x^{j}}\right. \\
-c\left(x^{1}\right)^{c-1} a^{i 1}\left(|u|^{p}\right)_{x^{i}}+p(p-1)\left(x^{1}\right)^{c}|u|^{p-2} g^{k} \sigma^{i k} u_{x^{i}} \\
\left.+p\left(x^{1}\right)^{c-1}|u|^{p-1}|f|+\frac{1}{2} p(p-1)\left(x^{1}\right)^{c}|u|^{p-2}|g|_{l_{2}}^{2}\right] d x d t .
\end{gathered}
$$

Next, we use Young's inequality to get relations like

$$
\begin{gathered}
\left(x^{1}\right)^{c-1}|u|^{p-1}|f| \leq \varepsilon\left(x^{1}\right)^{\theta-d}\left|u / x^{1}\right|^{p}+N\left(x^{1}\right)^{\theta-d}|f|^{p}, \\
g^{k} \sigma^{i k} u_{x^{i}} \leq N|g|_{l_{2}}\left|u_{x}\right| \leq \varepsilon \bar{a}^{i j} u_{x^{i}} u_{x^{j}}+N|g|_{l_{2}}^{2},
\end{gathered}
$$

where $\varepsilon>0$ is arbitrary and $N$ depends only on $\varepsilon, \delta_{0}$, and $p$. Then we get

$$
\begin{gathered}
0 \leq E \int_{0}^{\tau} \int_{\mathbb{R}_{+}^{d}}\left[(\varepsilon-p(p-1))\left(x^{1}\right)^{c}|u|^{p-2} \bar{a}^{i j} u_{x^{i}} u_{x^{j}}\right. \\
\left.+(\varepsilon+c(c-1)) a^{11}\left(x^{1}\right)^{\theta-d}\left|u / x^{1}\right|^{p}+N\left(x^{1}\right)^{\theta-d}|f|^{p}+N\left(x^{1}\right)^{\theta-d}|g|_{l_{2}}^{p}\right] d x d t
\end{gathered}
$$

By Corollary 6.2 of [5] for any $t$

$$
\int_{\mathbb{R}_{+}^{d}}\left(x^{1}\right)^{c}|u|^{p-2} \bar{a}^{i j} u_{x^{i}} u_{x^{j}} \geq \bar{a}^{11}(1-c)^{2} p^{-2} \int_{\mathbb{R}_{+}^{d}}\left(x^{1}\right)^{\theta-d}\left|u / x^{1}\right|^{p} d x
$$

Hence,

$$
\begin{gathered}
E \int_{0}^{\tau}\left\{\bar{a}^{11}[p(p-1)-\varepsilon](1-c)^{2} p^{-2}+a^{11}[c(1-c)-\varepsilon]\right\}\left\|M^{-1} u\right\|_{0, p, \theta}^{p} d t \\
\leq N\left(\|f\|_{\mathbb{L}_{p, \theta}(\tau)}^{p}+\|g\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{p}\right)
\end{gathered}
$$

It remains only to observe that for $\varepsilon$ small enough from (4.2) we get that

$$
\bar{a}^{11}[p(p-1)-\varepsilon](1-c)^{2} p^{-2}+a^{11}[c(1-c)-\varepsilon]
$$

$$
\begin{gathered}
\geq-(1-c) p^{-1} \delta_{2} / 2+\bar{a}^{11}(p-1)(1-c)^{2} p^{-1}+a^{11} c(1-c) \\
=-(1-c) p^{-1} \delta_{2} / 2+(1-c) p^{-1}\left[(p-1)(d+p-1-\theta) \bar{a}^{11}-p(d+p-2-\theta) a^{11}\right] \\
\geq(1-c) p^{-1} \delta_{2} / 2
\end{gathered}
$$

The lemma is proved.
We divide the remaining part of the proof of Lemma 3.7 into the following subcases:
(1) $\sigma \equiv 0$;
(2) general case.
4.1. Case $\boldsymbol{\sigma} \equiv \mathbf{0}$. Observe that in this case $\bar{a}=a$ and (4.2) becomes

$$
a^{11}(\theta-d+1) \geq \delta_{2}
$$

which is satisfied for $\delta_{2}$ sufficiently small because we always assume that $\theta>d-1$ (and, for that matter, $\theta<p+d-1$ ). Therefore, estimate (4.3) holds. Of course, this estimate implies uniqueness.

To prove existence again use (4.3) and proceed as in the proof of Lemma 4.2 of [6] or Lemma 5.7 of [5]. Since this can be done in quite a straightforward way, we give only a sketch.

First, bearing in mind the a priori estimate and the method of continuity, we see that it suffices to consider the case $a^{i j}=\delta^{i j}$. Furthermore, owing to Theorem 2.10 and Lemma 4.1 we may and will additionally assume that

$$
f \in L_{p}\left(\Omega, C\left((0, \tau], C_{0}^{n}\left(G_{k}\right)\right)\right), \quad g \in L_{p}\left(\Omega, C\left((0, \tau], C_{0}^{n}\left(G_{k}\right)\right)\right)
$$

Continue $f$ and $g$ across $x^{1}=0$ so that $f$ becomes an even smooth function and $g$ an odd smooth function of $x^{1}$. By Theorem 3.2 of [3] or Theorem 5.1 of [4] there exists a unique solution $u \in \mathcal{H}_{p}^{n}(\tau)$ of (3.1) considered in the whole $\mathbb{R}^{d}$ with zero initial condition. If $n$ is large enough, $u$ is smooth with respect to $x$ and satisfies (3.1) pointwise. From the uniqueness, it follows that $u(t, x)=0$ for $x^{1}=0$. Next use the fact that the functions $f$ and $g$ have compact support and that outside this support $u$ satisfies the deterministic equation $d u=\Delta u d t$. Then as in the proof of Lemma 4.2 of [6] we derive that $u \in \mathfrak{H}_{p, \theta, 0}^{2}(\tau)$. Using Lemma 3.8 with $\gamma=2$ and $\mu=0$ and Lemma 4.1 we conclude that $u$ belongs to $\mathfrak{H}_{p, \theta, 0}^{2}(\tau)$, satisfies (3.1), and estimate (3.5) holds for $\gamma=2$ and $u_{0}=0$. This proves Lemma 3.7 in our first particular case.
4.2. General case. The left inequality in (3.4) means that

$$
\delta_{1}(p-1)(d+p-1-\theta)>p(d+p-2-\theta)
$$

which by virtue of Assumption 3.2 implies (4.2) with

$$
\delta_{2}=\delta_{0}\left[\delta_{1}(p-1)(d+p-1-\theta)-p(d+p-2-\theta)\right]>0
$$

Therefore, a priori estimate (4.3) holds. Using Lemma 3.8 with $\gamma=2$ and $\mu=0$, we get that estimate (3.5) holds for $\gamma=2$ and $u_{0}=0$. In particular, we get the uniqueness.

Furthermore, the same estimate with the same constant $N$ holds if we take $\lambda \sigma^{i k}$ instead of $\sigma^{i k}$ if $|\lambda| \leq 1$. Now to get the result in our present case from the case $\sigma \equiv 0$ it remains only to use the method of continuity (cf., for instance, the end of the proof of Theorem 5.1 of [4]).
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