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#### Abstract

Equations of the form $d u=\left(a u_{x x}+f_{x}\right) d t+\sum_{k}\left(\sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k}$ are considered for $t>0$ and $x>0$. The unique solvability of these equations is proved in weighted Sobolev spaces with fractional positive or negative derivatives, summable to the power $p \in[2, \infty)$.
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Introduction. We are considering the equation

$$
d u=\left(a u_{x x}+f_{x}\right) d t+\sum_{k=1}^{\infty}\left(\sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k}
$$

in one space dimension for $x>0$ and $t>0$ with some initial condition at $t=0$ and zero boundary condition at $x=0$. Here $w_{t}^{k}$ are independent one-dimensional Wiener processes and $f$ and $g^{k}$ are some given functions of $(\omega, t, x)$. The functions $a$ and $\sigma^{k}$ are assumed to depend only on $\omega$ and $t$. Such equations with a finite number of the processes $w_{t}^{k}$ appear, for instance, in nonlinear filtering problems for partially observable diffusions (see [11]). Considering infinitely many $w_{t}^{k}$ turns out to be instrumental in treating equations for measure valued processes, for instance, driven by space-time white noise (see [8] or [6]).

Our main goal is to prove solvability of such equations in spaces similar to Sobolev spaces, in which derivatives are understood as generalized functions, the number of derivatives may be fractional or negative, and underlying power of summability is $p \in[2, \infty)$.

The motivation for this goal is explained in detail in [5] or [8], where an $L_{p}$-theory is developed for the equations in the whole space. We only mention that if $p=2$, the theory was developed long ago and an account of it can be found, for instance, in [11]. The case of equations in domains is also treated in [11]. However, the solvability is only proved in spaces $W_{2}^{1}$ of functions having one generalized derivative in $x$ square summable in $(\omega, t, x)$. It turns out that going to better smoothness of solutions is not possible in spaces $W_{2}^{n}$ and one needs to consider Sobolev spaces with weights, allowing derivatives to blow up near the boundary. The theory of solvability in Hilbert spaces like $W_{2}^{n}$ with weights is developed in [1] and [10], where $n$ is an integer. Here we show what happens if one takes a fractional or negative number of derivatives and replaces 2 with any $p \geq 2$. By the way, according to [2], it is not possible to take $p<2$ when stochastic terms are present in the equation.

[^0]Unlike the above mentioned works, we only concentrate on the one-dimensional case. There are several reasons for that, the main being that even in the case of Hilbert spaces in [1] the central estimates are first proved in the one-dimensional case and after this there is still a rather long way to go to get to multidimensional domains. Our treatment of the one-dimensional case is long itself.

One of main difficulties in developing the theory presented below was finding right spaces. The idea was to find a scale of spaces like in [11], [5], or [8] generated by fractional powers of a certain operator, which is $1-\Delta$ in [11], [5], and [8]. From the results of [1] and [10] one can guess that $x D=x \partial / \partial x$ should be such an operator in our case. Elliptic second-order operators are more appropriate if one wants to define fractional powers and expects them to have nice properties. Therefore, our first attempt was to try the operator $L=x D(x D)+x D-c$, which is formally selfadjoint for any constant $c$. However, after having constructed the theory we noticed that the same spaces can be defined as images of spaces from [5] or [8] under certain linear mapping. This made using the results from [5] and [8] easier and allowed us to avoid developing solvability theory for $L$ and investigating the semigroup and the resolvent associated with this operator.

In [11], [5], and [8] the solution is sought for in the same scale of spaces (at least as far as the space variables are concerned) as the one to which the free terms $f$ and $g$ belong. Surprisingly enough this is not the case in our situation, and this causes many difficulties practically at each step. The origin of all unusual features of our theory lies in the fact that there are no operators commuting with $\partial / \partial x$ and generating our scale of spaces. To give one more example of what is unusual we state the following theorem, which can be obtained from Theorem 3.2 after changing variables $v(t, x)=e^{x(\alpha-1)} u\left(t, e^{x}\right)$, where $\alpha=\theta / p$.

Theorem 0.1. Let $\alpha \in(0,1), p \in(1, \infty), T \in(0, \infty]$, and $f \in L_{p}([0, \infty) \times \mathbb{R})$. Then in the class of functions $v(t, x), t \in[0, T], x \in \mathbb{R}$ such that

$$
\int_{0}^{T} \int_{\mathbb{R}}\left[\left|v_{x}\right|^{p}+|v|^{p}\right] d x d t<\infty
$$

the equation

$$
\begin{equation*}
e^{2 x} v_{t}=v_{x x}+(1-2 \alpha) v_{x}-(1-\alpha) \alpha v+f_{x} \tag{0.1}
\end{equation*}
$$

on $(0, T) \times \mathbb{R}$ with zero initial condition has a unique solution. In addition, this solution satisfies

$$
\int_{0}^{T} \int_{\mathbb{R}}\left[\left|v_{x}\right|^{p}+|v|^{p}\right] d x d t \leq N(\alpha, p) \int_{0}^{T} \int_{\mathbb{R}}|f|^{p} d x d t
$$

Surprising in this theorem is that if we replace $e^{2 x}$ with 1 in (0.1), then the result becomes well known and is true for any finite $T$ (now with $N$ depending on $T$ too). The presence of $e^{2 x}$ makes (0.1) degenerate, and usually results for degenerate equations differ very much from those for nondegenerate cases. Actually, we do not know much about (0.1). In particular, it would be interesting to know whether Theorem 0.1 remains true if we replace the term $(1-2 \alpha) v_{x}$ in $(0.1)$ with $b v_{x}$ where $b$ is an arbitrary constant.

The article is organized as follows. In section 1 we introduce and investigate basic spaces with weights of functions of $x \in(0, \infty)$. Section 2 is devoted to stochastic Banach spaces of functions of $(\omega, t, x)$ satisfying zero boundary condition at $x=0$.

This condition is expressed by means of requirement (2.1). In section 3 we prove our main Theorem 3.2 about unique solvability of our equations. The reader will see the very core of our technique in the proof of Lemma 3.6. Rather long section 4 contains the proof of the main particular case of Theorem 3.2, which is stated as Lemma 3.5.

1. Sobolev spaces with weights. For $\gamma \in \mathbb{R}$ and $p \in(1, \infty)$ let $H_{p}^{\gamma}=H_{p}^{\gamma}(\mathbb{R})$ be the spaces of Bessel potentials (see, for instance, [13]) which are formally given by $H_{p}^{\gamma}=\Lambda^{-\gamma} L_{p}(\mathbb{R})$, where $\Lambda:=\left(1-D^{2}\right)^{1 / 2}$ and $D=d / d x$. One knows that the elements of $H_{p}^{\gamma}$ are distributions and $C_{0}^{\infty}=C_{0}^{\infty}(\mathbb{R})$ is dense in $H_{p}^{\gamma}$. Let $\mathcal{D}(\mathbb{R})$ and $\mathcal{D}\left(\mathbb{R}_{+}\right)$be the sets of all distributions on $C_{0}^{\infty}(\mathbb{R})$ and $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, respectively, where $\mathbb{R}_{+}=(0, \infty)$. If $f \in \mathcal{D}\left(\mathbb{R}_{+}\right)$and $\theta \in \mathbb{R}$, then the expression $h(x):=f\left(e^{x}\right) e^{x \theta / p}$ is well defined and is a distribution on $\mathbb{R}$. Indeed, the action of $h$ on a test function $\phi \in C_{0}^{\infty}(\mathbb{R})$ is defined as $(h, \phi)=(f, \psi)$, where $\psi(x):=\phi(\log x) x^{\theta / p-1}$. We denote $h=Q_{p, \theta} f$ in this way defining a one-to-one operator

$$
Q_{p, \theta}: f(x) \rightarrow f\left(e^{x}\right) e^{x \theta / p}
$$

Definition 1.1. We write $f \in H_{p, \theta}^{\gamma}\left(=H_{p, \theta}^{\gamma}\left(\mathbb{R}_{+}\right)\right)$if and only if $Q_{p, \theta} f=h \in H_{p}^{\gamma}$. We write $L_{p, \theta}=H_{p, \theta}^{0}$. For $f \in H_{p, \theta}^{\gamma}$ we define

$$
\|f\|_{H_{p, \theta}^{\gamma}}=\left\|Q_{p, \theta} f\right\|_{H_{p}^{\gamma}}
$$

Remark 1.2. Since $H_{p}^{\gamma}$ is a Banach space, so is $H_{p, \theta}^{\gamma}$ with the norm introduced above. Also since $C_{0}^{\infty}(\mathbb{R})$ is dense in $H_{p}^{\gamma}$, the set $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$is dense in $H_{p, \theta}^{\gamma}$.

Remark 1.3. Define $\Lambda_{p, \theta}^{\gamma}=Q_{p, \theta}^{-1} \Lambda^{\gamma} Q_{p, \theta}$. Then for any $\gamma, \mu, \theta \in \mathbb{R}$ the operator $\Lambda_{p, \theta}^{\gamma}$ is an isometric operator from $H_{p, \theta}^{\mu}$ onto $H_{p, \theta}^{\mu-\gamma}$.

Indeed, by definition,

$$
\begin{aligned}
\left\|\Lambda_{p, \theta}^{\gamma} u\right\|_{H_{p, \theta}^{\mu-\gamma}} & =\left\|Q_{p, \theta} \Lambda_{p, \theta}^{\gamma} u\right\|_{H_{p}^{\mu-\gamma}}=\left\|\Lambda^{\gamma} Q_{p, \theta} u\right\|_{H_{p}^{\mu-\gamma}} \\
& =\left\|Q_{p, \theta} u\right\|_{H_{p}^{\mu}}=\|u\|_{H_{p, \theta}^{\mu}} .
\end{aligned}
$$

Remark 1.4. The norm in $H_{p, \theta}^{\gamma}$ contains norms of, so to speak, $\gamma$ derivatives of $u$. However, it scales in the same way for any $\gamma$. We mean that, due to translation invariance of norms in $H_{p}^{\gamma}$, for any constant $a>0$ and $u \in H_{p, \theta}^{\gamma}$,

$$
\|u(a \cdot)\|_{H_{p, \theta}^{\gamma}}^{p}=a^{-\theta}\|u\|_{H_{p, \theta}^{\gamma}}^{p}
$$

Remark 1.5. Define $M$ as the operator of multiplying by $x, M: u(x) \rightarrow x u(x)$. It turns out that for any $\gamma \in \mathbb{R}$ the operator $M D$ is a bounded operator from $H_{p, \theta}^{\gamma}$ into $H_{p, \theta}^{\gamma-1}$ and if, in addition, $\theta \neq 0$, then $M D$ maps $H_{p, \theta}^{\gamma}$ onto $H_{p, \theta}^{\gamma-1}$ and its inverse is also bounded.

Indeed, an easy computation shows that

$$
Q_{p, \theta} M D u=L Q_{p, \theta} u, \quad M D u=Q_{p, \theta}^{-1} L Q_{p, \theta} u
$$

where $L v=D v-v \theta / p$. One knows (see, for instance, p. 263 in [12]) that for any constant $\nu$ the operator $v \rightarrow D v+\nu v$ is a bounded operator from $H_{p}^{\gamma}$ into $H_{p}^{\gamma-1}$ and if $\nu$ is real and $\nu \neq 0$, then it maps $H_{p}^{\gamma}$ onto $H_{p}^{\gamma-1}$ and its inverse is bounded. This and the definition of $H_{p, \theta}^{\gamma}$ obviously imply our assertion.

Remark 1.6. Functions in $H_{p, \theta}^{\gamma}$ are different from those in $H_{p}^{\gamma}$ only in what concerns their behavior near zero and infinity. More precisely, if $[a, b] \subset \mathbb{R}_{+}$and $f=0$ outside $[a, b]$, then by the results on changing variables and pointwise multipliers (see Theorem 4.3.2 and Corollary 4.2.2 of [13]) $\|f\|_{H_{p, \theta}^{\gamma}} \leq N\|f\|_{H_{p}^{\gamma}} \leq N\|f\|_{H_{p, \theta}^{\gamma}}$, where $N$ is independent of $f$.

It is convenient here also to notice that for the same $f$ we have

$$
\|f\|_{H_{p}^{\gamma}} \leq N\|D f\|_{H_{p}^{\gamma-1}} \leq N\|f\|_{H_{p}^{\gamma}}
$$

with $N$ independent of $f$.
Indeed, the inequality on the right is known to be true even for any $f \in H_{p}^{\gamma}$. As far as the left inequality is concerned, by Remark 1.5 we have

$$
\|f\|_{H_{p}^{\gamma}} \leq N\|f\|_{H_{p, 1}^{\gamma}} \leq N\|M D f\|_{H_{p, 1}^{\gamma-1}} \leq N\|\eta D f\|_{H_{p}^{\gamma-1}}
$$

where $\eta \in C_{0}^{\infty}(\mathbb{R})$ and $\eta(x)=x$ on $[a, b]$. It only remains to remember (see [13]) that such $\eta$ is a pointwise multiplier in any space $H_{p}^{\gamma-1}$.

Remark 1.7. Upon noticing that $D M u=M D u+u$, as in Remark 1.5 we conclude that for any $\gamma \in \mathbb{R}$ the operator $D M$ is a bounded operator from $H_{p, \theta}^{\gamma}$ into $H_{p, \theta}^{\gamma-1}$ and if, in addition, $\theta \neq p$, then $D M$ maps $H_{p, \theta}^{\gamma}$ onto $H_{p, \theta}^{\gamma-1}$ and its inverse is also bounded.

Remark 1.8. Let $\theta \neq 0, u \in \bigcup_{\mu} H_{p, \theta}^{\mu}$, and $M D u \in H_{p, \theta}^{\gamma}$. Then $u \in H_{p, \theta}^{\gamma+1}$ and $\|u\|_{H_{p, \theta}^{\gamma+1}} \leq N\|M D u\|_{H_{p, \theta}^{\gamma}}$.

Indeed, by Remark 1.5 there is $v \in H_{p, \theta}^{\gamma+1}$ such that $M D v=M D u$ and $\|v\|_{H_{p, \theta}^{\gamma+1}} \leq$ $N\|M D u\|_{H_{p, \theta}^{\gamma}}$. Then $v^{\prime}=u^{\prime}$ and $v-u=c$, where $c$ is a constant. Since $v, u \in H_{p, \theta}^{\mu, \theta}$ for some $\mu$, we have $c \in H_{p, \theta}^{\mu}$, which is only possible if $c=0$. Therefore, $u=v \in H_{p, \theta}^{\gamma+1}$.

Remark 1.9. Let $\theta \neq p, u \in \bigcup_{\mu} H_{p, \theta}^{\mu}$, and $D M u \in H_{p, \theta}^{\gamma}$. Then $u \in H_{p, \theta}^{\gamma+1}$ and $\|u\|_{H_{p, \theta}^{\gamma+1}} \leq N\|D M u\|_{H_{p, \theta}^{\gamma}}$.

Indeed, one can repeat the argument in Remark 1.8 relying on Remark 1.7 instead of Remark 1.5 and noticing that from the equality $D M v=D M u$ it follows that $v-u=c / x$, where $c$ is a constant.

Remark 1.5 and the observation that $H_{p, \theta}^{0}=L_{p, \theta}$ is just an $L_{p}$-space of functions on $\mathbb{R}_{+}$with measure $m_{\theta}(d x)=x^{\theta-1} d x$ yield inequalities (1.1) in the following useful result, which can also be restated in a natural way on the basis of Remark 1.7.

THEOREM 1.10. If $\gamma$ is an integer satisfying $\gamma \geq 1$ and $\theta \neq 0$, then for any $u \in H_{p, \theta}^{\gamma}$ we have

$$
\begin{align*}
&\left\|(M D)^{\gamma} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)} \leq N\|u\|_{H_{p, \theta}^{\gamma}} \leq N\left\|(M D)^{\gamma} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)}  \tag{1.1}\\
& \sum_{n=1}^{\gamma}\left\|M^{n} D^{n} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)} \leq N\|u\|_{H_{p, \theta}^{\gamma}} \leq N \sum_{n=1}^{\gamma}\left\|M^{n} D^{n} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)}
\end{align*}
$$

where $N$ is independent of $u$. Thus, the space $H_{p, \theta}^{\gamma}$ can also be defined as a closure of the set $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$with respect to either of the norms

$$
\left\|(M D)^{\gamma} \cdot\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)}, \quad \sum_{n=1}^{\gamma}\left\|M^{n} D^{n} \cdot\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)}
$$

To prove (1.2) observe that for any integer $k \geq 1$,

$$
\begin{equation*}
(M D)^{k}=\sum_{n=1}^{k} c^{k, n} M^{n} D^{n} \tag{1.3}
\end{equation*}
$$

where $c^{k, n}$ are some constants and $c^{k, k}=1$. This and the inequality on the right in (1.1) give us the inequality on the right in (1.2). On the other hand, one can solve the triangular system (1.3) with respect to $M^{n} D^{n}$. Then from the inequality on the left in (1.1) we get

$$
\begin{gathered}
\sum_{n=1}^{\gamma}\left\|M^{n} D^{n} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)} \leq N \sum_{n=1}^{\gamma}\left\|(M D)^{n} u\right\|_{L_{p}\left(\mathbb{R}_{+}, m_{\theta}\right)} \\
\leq N \sum_{n=1}^{\gamma}\|u\|_{H_{p, \theta}^{n}} \leq N\|u\|_{H_{p, \theta}^{\gamma}}
\end{gathered}
$$

which proves the inequality on the left in (1.2).
The following theorem will play the most important role in obtaining results for equations on $\mathbb{R}_{+}$from those on $\mathbb{R}$.

ThEOREM 1.11. Let $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right), \gamma, \theta \in \mathbb{R}$, and $p \in(1, \infty)$. Then there exists a constant $N$ depending only on $\zeta, \gamma, p$, and $\theta$ such that, for any $u \in H_{p, \theta}^{\gamma}$,

$$
\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta u\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma}}^{p} \leq N\|u\|_{H_{p, \theta}^{\gamma}}^{p}
$$

In addition, if there is a $\delta>0$ such that

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} e^{(n-x) \theta}\left|\zeta\left(e^{x-n}\right)\right|^{p} \geq \delta \tag{1.4}
\end{equation*}
$$

for all $x \in[0,1]$, then

$$
\|u\|_{H_{p, \theta}^{\gamma}}^{p} \leq N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta u\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma}}^{p}
$$

where $N$ depends on $\delta$ as well.
Proof. Since the functions $\zeta(x) u\left(e^{n} x\right)$ vanish outside the support of $\zeta$, by the change of variables (see Theorem 4.3.2 in [13])

$$
e^{n \theta}\left\|\zeta u\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma}}^{p} \leq N e^{n \theta}\left\|\zeta\left(e^{\cdot}\right) u\left(e^{\cdot+n}\right)\right\|_{H_{p}^{\gamma}}^{p}
$$

with $N$ independent of $n, u$. By translation invariance of the norm in $H_{p}^{\gamma}$ the last expression equals

$$
e^{n \theta}\left\|\zeta\left(e^{\cdot-n}\right) u\left(e^{\cdot}\right)\right\|_{H_{p}^{\gamma}}^{p}=\left\|\eta\left(e^{\cdot-n}\right) Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p}
$$

where $\eta\left(e^{x-n}\right)=\zeta\left(e^{x-n}\right) e^{(n-x) \theta / p}$. Next it is easy to find a finite $m$ such that for $x \in[0,1]$,

$$
\begin{gathered}
I(x):=\sum_{n=-\infty}^{\infty}\left|\eta\left(e^{x-n}\right)\right|^{p}=\sum_{n=-\infty}^{\infty}\left|\zeta\left(e^{x-n}\right)\right|^{p} e^{(x-n) \theta} \\
=\sum_{|n| \leq m}\left|\zeta\left(e^{x-n}\right)\right|^{p} e^{(x-n) \theta}
\end{gathered}
$$

It follows that $I(x)$ is bounded on $[0,1]$. On the other hand $I(x)$ is obviously periodic with period 1 . Thus $I(x)$ is bounded on $\mathbb{R}$. The same is true for

$$
\sum_{n=-\infty}^{\infty}\left|\left(\eta\left(e^{x-n}\right)\right)^{\prime}\right|^{p}, \quad \sum_{n=-\infty}^{\infty}\left|\left(\eta\left(e^{x-n}\right)\right)^{\prime \prime}\right|^{p}
$$

and so on. By Theorem 2.2 and Remark 2.1 of [2]

$$
\sum_{n=-\infty}^{\infty}\left\|\eta\left(e^{--n}\right) Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p} \leq N\left\|Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p}
$$

which yields our first assertion.
To prove the second one we use the same resources as above and get

$$
\begin{aligned}
& \left\|Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p} \leq N \sum_{n=-\infty}^{\infty}\left\|\eta\left(e^{\cdot-n}\right) Q_{p, \theta} u\right\|_{H_{p}^{\gamma}}^{p}=N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta\left(e^{\cdot-n}\right) u\left(e^{\cdot}\right)\right\|_{H_{p}^{\gamma}}^{p} \\
& =N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta\left(e^{\cdot}\right) u\left(e^{\cdot+n}\right)\right\|_{H_{p}^{\gamma}}^{p} \leq N \sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\zeta u\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma}}^{p}
\end{aligned}
$$

The theorem is proved.
Remark 1.12. Similar to properties of $I(x)$ in the above proof, we find that if $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$and $\beta \in \mathbb{R}$, then $\sum_{n} e^{(n+x) \beta} \zeta\left(e^{n+x}\right)$ is bounded on $\mathbb{R}$, which after substituting $\log x$ in place of $x$ implies that $\sum_{n} e^{n \beta} \zeta\left(e^{n} x\right) \leq N x^{-\beta}$ on $\mathbb{R}_{+}$.

The following theorem is used in establishing some properties of our stochastic Banach spaces.

Theorem 1.13. Recall that the operator $M$ is defined by $M u(x)=x u(x)$ and let $\theta, \gamma \in \mathbb{R}, \theta \neq p$. Then

$$
\begin{equation*}
M^{-1} u \in H_{p, \theta}^{\gamma+1} \Longleftrightarrow D u \in H_{p, \theta}^{\gamma} \text { and } M^{-1} u \in \bigcup_{\mu} H_{p, \theta}^{\mu} \tag{1.5}
\end{equation*}
$$

In addition, under either one of the above conditions

$$
\begin{equation*}
\left\|M^{-1} u\right\|_{H_{p, \theta}^{\gamma+1}} \leq N\|D u\|_{H_{p, \theta}^{\gamma}} \leq N\left\|M^{-1} u\right\|_{H_{p, \theta}^{\gamma+1}} \tag{1.6}
\end{equation*}
$$

Proof. If $M^{-1} u \in H_{p, \theta}^{\gamma+1}$, then by Remark 1.7 we have

$$
D u=D M\left(M^{-1} u\right) \in H_{p, \theta}^{\gamma}
$$

and the right inequality in (1.6) holds. On the other hand, under the condition on the right in (1.5) we have

$$
D M\left(M^{-1} u\right) \in H_{p, \theta}^{\gamma} \quad \text { and } \quad M^{-1} u \in \bigcup_{\mu} H_{p, \theta}^{\mu},
$$

which by Remark 1.9 yields $M^{-1} u \in H_{p, \theta}^{\gamma+1}$ and the inequality on the left in (1.6). The theorem is proved.

The following result will also be used in the future.

Lemma 1.14. For any constants $p, \theta, \alpha$ we have

$$
\begin{gather*}
Q_{p, \theta}^{-1} D Q_{p, \theta}=b I+M D, \quad Q_{p, \theta}^{-1} D^{2} Q_{p, \theta}=(b I+M D)^{2}, \quad D M=M D+I \\
M^{\alpha} \Lambda_{p, \theta}^{2} M^{-\alpha}=\Lambda_{p, \theta}^{2}+c_{1} I+c_{2} M D, \quad M \Lambda_{p, \theta}^{2}-\Lambda_{p, \theta}^{2} M=M P_{1} \\
\Lambda_{p, \theta}^{2} D-D \Lambda_{p, \theta}^{2}=P_{1} D  \tag{1.7}\\
\Lambda_{p, \theta}^{2} D M-D \Lambda_{p, \theta}^{2} M=P_{1} D M, \quad \Lambda_{p, \theta}^{2} D^{2} M-D^{2} \Lambda_{p, \theta}^{2} M=4 D P_{2}
\end{gather*}
$$

where $b=\theta / p, I$ is the identity operator, $c_{i}$ are certain constants, and

$$
P_{1}:=(2 b+1) I+2 M D, \quad P_{2}:=b D M+(M D)(D M)
$$

Furthermore, for any $\theta, \gamma \in \mathbb{R}$ there exists a constant $N=N(\gamma, \theta, p)$ such that for any $u \in H_{p, \theta}^{\gamma+2}$,

$$
\begin{equation*}
\left\|P_{1} u\right\|_{H_{p, \theta}^{\gamma+1}}+\left\|P_{2} u\right\|_{H_{p, \theta}^{\gamma}} \leq N\|u\|_{H_{p, \theta}^{\gamma+2}} \tag{1.8}
\end{equation*}
$$

Indeed, equalities (1.7) are checked out by straightforward computations and (1.8) follows immediately from Remarks 1.5 and 1.7.
2. Stochastic Banach spaces on $\mathbb{R}_{+}$. Let $(\Omega, \mathcal{F}, P)$ be a complete probability space, $\left(\mathcal{F}_{t}, t \geq 0\right)$ be an increasing filtration of $\sigma$-fields $\mathcal{F}_{t} \subset \mathcal{F}$ containing all $P$-null subsets of $\Omega$, and $\mathcal{P}$ be the predictable $\sigma$-field generated by $\left(\mathcal{F}_{t}, t \geq 0\right)$. Let $\left\{w_{t}^{k} ; k=\right.$ $1,2, \ldots\}$ be a family of independent one-dimensional $\mathcal{F}_{t}$-adapted Wiener processes defined on $(\Omega, \mathcal{F}, P)$. We are going to use the Banach spaces $\mathbb{H}_{p}^{\gamma}(\tau), \mathbb{H}_{p}^{\gamma}\left(\tau, l_{2}\right)$, and $\mathcal{H}_{p}^{\gamma}(\tau)$ introduced in [5] or [8], where we take $d=1$. Also throughout the remaining part of the paper $\theta \neq 0, \theta \neq p$, and $p \geq 2$ unless another range of $p$ is specified explicitly.

Definition 2.1. Let $\tau$ be a stopping time, $f$ and $g^{k}, k=1,2 \ldots$, be $\mathcal{D}\left(\mathbb{R}_{+}\right)$-valued $\mathcal{P}$-measurable functions defined on $\left(0, \tau \rrbracket\right.$. We write $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$ if and only if $Q_{p, \theta} f \in \mathbb{H}_{p}^{\gamma}(\tau)$ and $Q_{p, \theta} g \in \mathbb{H}_{p}^{\gamma}\left(\tau, l_{2}\right)$, respectively. We also denote

$$
\begin{aligned}
& \|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}=\left\|Q_{p, \theta} f\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}, \quad\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}=\left\|Q_{p, \theta} g\right\|_{\mathbb{H}_{p}^{\gamma}\left(\tau, l_{2}\right)}, \\
& \mathbb{H}_{p, \theta}^{\gamma}=\mathbb{H}_{p, \theta}^{\gamma}(\infty), \quad \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)=\mathbb{H}_{p, \theta}^{\gamma}\left(\infty, l_{2}\right), \quad \mathbb{L}_{\ldots} \ldots=\mathbb{H}_{\ldots}^{0} \ldots
\end{aligned}
$$

In the case $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau), g \in \mathbb{H}_{p, \theta}^{\gamma+1}\left(\tau, l_{2}\right)$ we write $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma}(\tau)$ and

$$
\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma}(\tau)}=\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma+1}\left(\tau, l_{2}\right)}
$$

Finally, we introduce spaces of initial data. We write $u_{0} \in U_{p, \theta}^{\gamma}$ if and only if $M^{2 / p-1} u_{0} \in L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta}^{\gamma-2 / p}\right)$ and denote

$$
\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma}}^{p}=E\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{\gamma-2 / p}}^{p}
$$

Definition 2.2. For a $\mathcal{D}\left(\mathbb{R}_{+}\right)$-valued function $u$ defined on $\Omega \times[0, \infty)$ with $u(0, \cdot) \in U_{p, \theta}^{\gamma+1}$ and

$$
\begin{equation*}
M^{-1} u \in \bigcup_{\mu} \bigcap_{T>0} \mathbb{H}_{p, \theta}^{\mu}(\tau \wedge T) \tag{2.1}
\end{equation*}
$$

we write $u \in \mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$ if and only if $u_{x} \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and there exists $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma-1}(\tau)$ such that for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$we have

$$
\begin{equation*}
(u(t, \cdot), \phi)=(u(0, \cdot), \phi)+\int_{0}^{t}\left(M^{-1} f(s, \cdot), \phi\right) d s+\sum_{k=1}^{\infty} \int_{0}^{t}\left(g^{k}(s, \cdot), \phi\right) d w_{s}^{k} \tag{2.2}
\end{equation*}
$$

for all $t \leq \tau$ at once with probability one. In this situation we also write $M^{-1} f=\tilde{\mathbb{D}} u$, $g=\widetilde{\mathbb{S}} u$,

$$
d u=M^{-1} f d t+g^{k} d w_{t}^{k}
$$

and define $\mathfrak{H}_{p, \theta, 0}^{\gamma+1}(\tau)=\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau) \cap\{u: u(0, \cdot)=0\}$,

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)}^{p}=\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}^{p}+\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma,-1}(\tau)}^{p}+\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma+1}}^{p} \tag{2.3}
\end{equation*}
$$

As always, we drop $\tau$ in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\mathcal{F}_{p, \theta}^{\gamma}(\tau)$ if $\tau=\infty$.
Remark 2.3 (cf. Remark 3.3 in [8]). Given $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, there exists only one pair of functions $f$ and $g$ in Definition 2.2. Therefore, the notation $M^{-1} f=\tilde{\mathbb{D}} u, g=\tilde{\mathbb{S}} u$, and (2.3) make sense.

It is also worth noting that the last series in (2.2) converges uniformly in $t$ on each interval $[0, \tau \wedge T], T \in(0, \infty)$, in probability.

Remark 2.4. It follows from Theorem 1.13 that, in Definition 2.2, the two requirements (2.1) and $u_{x} \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ can be replaced with only one: $M^{-1} u \in \mathbb{H}_{p, \theta}^{\gamma+1}(\tau)$. In addition,

$$
\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma+1}(\tau)} \leq N\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)} \leq N\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma+1}(\tau)}
$$

where $N=N(\gamma, \theta, p)$.
Remark 2.5. The space $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ is not $Q_{p, \theta}^{-1} \mathcal{H}_{p}^{\gamma}(\tau)$. However, obviously $\phi u$ lies in $Q_{p, \theta}^{-1} \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$if $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. By Theorem 3.7 of [8] this easily implies that if $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}=0$, then $u$ is indistinguishable from zero.

Of course, we identify elements of $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ which are indistinguishable.
Remark 2.6. The spaces $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ are Banach spaces.
Indeed, their completeness is obtained as follows. If $u_{n}$ is a Cauchy sequence in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $M^{-1} u_{n}$ is a Cauchy sequence in $\mathbb{H}_{p, \theta}^{\gamma}(\tau)$ by Remark 2.4 and hence it converges to some $M^{-1} u \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$. Also, $M \tilde{\mathbb{D}} u_{n} \rightarrow f$ and $\tilde{\mathbb{S}} u_{n} \rightarrow g$ for some $(f, g) \in \mathcal{F}_{p, \theta}^{\gamma-2}(\tau)$.

Next, for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$the sequence $\phi u_{n}$ is a Cauchy sequence in $\mathcal{H}_{p}^{\gamma}(\tau)$, which is a Banach space by Theorem 3.7 of [8]. This easily implies that $u$ has a modification $\bar{u}$ such that $\phi \bar{u}$ belongs to $\mathcal{H}_{p}^{\gamma}(\tau)$ for any $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, and $\bar{u}$ satisfies (2.2), so that $\bar{u} \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. One treats $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ similarly.

Remark 2.7. By Remark 1.5 it follows that $f \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ if and only if there exists a unique $h \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ such that $M^{-1} f=D h$. In addition, the norms of $f$ and $h$ are equivalent. Hence, one obtains the same space $\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$ if in Definition 2.2 one replaces $M^{-1} f$ with $f_{x}$ and instead of the condition $(f, g) \in \mathcal{F}^{\gamma-1}(\tau)$ requires $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau), g \in \mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$. In this case one obtains an equivalent norm by replacing $\|(f, g)\|_{\mathcal{F}_{p, \theta}^{\gamma-1}(\tau)}^{p}$ in (2.3) with

$$
\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}^{p}
$$

Remark 2.8. If $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $v:=M D u \in \mathfrak{H}_{p, \theta}^{\gamma-1}(\tau)$ and

$$
\|M D u\|_{\mathfrak{H}_{p, \theta}^{\gamma-1}(\tau)} \leq N(\gamma, \theta, p)\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}
$$

Indeed, we have $M^{-1} v=D u \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$, which by Remark 2.4 gives us a part of the needed properties of $v$. Also by Remark $2.7, d u=f_{x} d t+g^{k} d w_{t}^{k}$ with $f \in \mathbb{H}_{p, \theta}^{\gamma-1}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)$, so that $d v=(M D f-f)_{x} d t+M D g^{k} d w_{t}^{k}$, where by Remark 1.5

$$
\begin{aligned}
\|M D f-f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)} & \leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}, \quad\|M D g\|_{\mathbb{H}_{p, \theta}^{\gamma-2}\left(\tau, l_{2}\right)} \leq N\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)} \\
\left\|M^{2 / p-1} v(0, \cdot)\right\|_{H_{p, \theta}^{\gamma-1-2 / p}} & =\left\|M D\left(M^{2 / p-1} u(0, \cdot)\right)-(2 / p-1) M^{2 / p-1} u(0, \cdot)\right\|_{H_{p, \theta}^{\gamma-1-2 / p}} \\
& \leq N\left\|M^{2 / p-1} u(0, \cdot)\right\|_{H_{p, \theta}^{\gamma-2 / p}}
\end{aligned}
$$

Remark 2.9. From Remark 1.3 we have

$$
\left\|\Lambda_{p, \theta}^{\gamma} u\right\|_{\mathbb{H}_{p, \theta}^{\mu}(\tau)}=\|u\|_{\mathbb{H}_{p, \theta}^{\mu+\gamma}(\tau)}
$$

The assertions of the following theorem are straightforward corollaries of Remark 2.4 and of two Sobolev theorems. One says that $H_{p}^{\gamma} \subset \mathcal{C}^{\delta}$ if $\delta:=\gamma-1 / p>0$, where $\mathcal{C}^{\delta}=\mathcal{C}^{\delta}(\mathbb{R})$ is the Zygmund space (which differs from the usual Hölder space $C^{\delta}=C^{\delta}(\mathbb{R})$ only if $\delta$ is an integer; see [13]). The second one says that $H_{p}^{\gamma} \subset H_{q}^{\mu}$ if $\mu<\gamma$ and $\gamma-1 / p=\mu-1 / q$. These theorems are easily rewritten in terms of our spaces $H_{p, \theta}^{\gamma}=Q_{p, \theta}^{-1} H_{p}^{\gamma}$.

THEOREM 2.10. (i) If $\alpha:=\gamma-1 / p>0$ and $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then $Q_{p, \theta} M^{-1} u \in$ $L_{p}\left(\left(0, \tau \rrbracket, \mathcal{C}^{\alpha}\right)\right.$, where $\mathcal{C}^{\alpha}$ is the Zygmund space. In addition,

$$
E \int_{0}^{\tau}\left\|Q_{p, \theta} M^{-1} u(t, \cdot)\right\|_{\mathcal{C}^{\alpha}}^{p} d t \leq N(d, \gamma, p)\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}
$$

(ii) If $\mu<\gamma, \gamma-1 / p=\mu-1 / q$, and $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$, then

$$
E \int_{0}^{\tau}\left\|M^{-1} u(t, \cdot)\right\|_{H_{q, \theta q / p}^{\mu}}^{p} d t \leq N(d, \gamma, \mu, p)\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} .
$$

In order to prove the solvability even of the simplest equations we need the following embedding theorem. However, the way in which the right-hand side of (2.4) depends on $T$ will not be used.

Theorem 2.11. Let $T \in(0, \infty)$ be a constant and let $\tau \leq T$. Then for any function $u \in \mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$, we have

$$
\begin{equation*}
E \sup _{t \leq \tau}\|u(t, \cdot)\|_{H_{p, \theta}^{\gamma-1}}^{p} \leq N(p, \theta, \gamma) T^{(p-2) / p}\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} . \tag{2.4}
\end{equation*}
$$

To prove this theorem we use the following fact, which is similar to Remark 2.2 of [5] or Remark 4.11 of [8].

Lemma 2.12. Let $T \in(0, \infty)$ be a constant and let $\tau \leq T$. Let $u \in \mathcal{H}_{p, 0}^{\gamma}(\tau)$ and $d u=f d t+g^{k} d w_{t}^{k}$. Then for any constant $c>0$,

$$
\begin{gather*}
E \sup _{t \leq \tau}\left\|u_{x}(t, \cdot)\right\|_{H_{p}^{\gamma-2}}^{p} \leq N(p) T^{(p-2) / 2}\left(c\left\|u_{x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}\right. \\
\left.\quad+c^{-1}\|f\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}+\left\|g_{x}\right\|_{\mathbb{H}_{p}^{\gamma-2}\left(\tau, l_{2}\right)}^{p}\right) . \tag{2.5}
\end{gather*}
$$

Proof. As always, it suffices to prove (2.5) for any particular $\gamma$ and $\tau=T$ (regarding $\tau$ see, for instance, the proof of Theorem 7.1 in [8]). We take $\gamma=2$. Then (2.5) becomes

$$
\begin{gather*}
E \sup _{t \leq T}\left\|u_{x}(t, \cdot)\right\|_{L_{p}}^{p} \leq N(p) T^{(p-2) / 2}\left(c\left\|u_{x x}\right\|_{\mathbb{L}_{p}(T)}^{p}\right. \\
\left.+c^{-1}\|f\|_{\mathbb{L}_{p}(T)}^{p}+\left\|g_{x}\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) . \tag{2.6}
\end{gather*}
$$

It suffices to prove this inequality for $c=1$. Indeed, for any constant $a>0$ we have $d u(t, a x)=f(t, a x) d t+g^{k}(t, a x) d w_{t}^{k}$ and if (2.6) holds with $c=1$, then

$$
\begin{gathered}
a^{p-1} E \sup _{t \leq T}\left\|u_{x}(t, \cdot)\right\|_{L_{p}}^{p}=E \sup _{t \leq T}\left\|(u(t, a \cdot))_{x}\right\|_{L_{p}}^{p} \\
\leq N T^{(p-2) / 2}\left(\left\|(u(\cdot, a \cdot))_{x x}\right\|_{\mathbb{L}_{p}(T)}^{p}+\|f(\cdot, a \cdot)\|_{\mathbb{L}_{p}(T)}^{p}+\left\|(g(\cdot, a \cdot))_{x}\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) \\
=N T^{(p-2) / 2}\left(a^{2 p-1}\left\|u_{x x}\right\|_{\mathbb{L}_{p}(T)}^{p}+a^{-1}\|f\|_{\mathbb{L}_{p}(T)}^{p}+a^{p-1}\left\|g_{x}\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) .
\end{gathered}
$$

This proves (2.6) with $a^{p}$ in place of $c$.
We further transform (2.6) with $c=1$ by denoting $v=u_{x}$ and $h^{k}=g_{x}^{k}$, so that $d v=f_{x} d t+h^{k} d w_{t}^{k}$ and $v \in \mathcal{H}_{p, 0}^{1}(T)$. We see that we only need to prove that

$$
\begin{gather*}
E \sup _{t \leq T}\|v(t, \cdot)\|_{L_{p}}^{p} \leq N(p) T^{(p-2) / 2}\left(\left\|v_{x}\right\|_{\mathbb{L}_{p}(T)}^{p}\right. \\
\left.+\|f\|_{\mathbb{L}_{p}(T)}^{p}+\|h\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) . \tag{2.7}
\end{gather*}
$$

By Theorem 2.1 of [5] or Theorem 4.10 of [8] and by the observation that $d v=$ $\left(v_{x x}+\left(f-v_{x}\right)_{x}\right) d t+h^{k} d w_{t}^{k}$, for any $\lambda, T>0$ we have

$$
E \sup _{t \leq T}\left(e^{-p \lambda t}\|v(t, \cdot)\|_{L_{p}}^{p}\right) \leq N\left(\left\|e^{-\lambda t} \bar{f}\right\|_{\mathbb{L}_{p}(T)}^{p}+\left\|e^{-\lambda t} h\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right),
$$

where $N=N(p, \lambda)$ and $\bar{f}=f-v_{x}$. For $\lambda=1 / p$ this yields

$$
E \sup _{t \leq T}\|v(t, \cdot)\|_{L_{p}}^{p} \leq N e^{T}\left(\|\bar{f}\|_{\mathbb{L}_{p}(T)}^{p}+\|h\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) .
$$

By using the self-similarity of the equation $d v=\left(v_{x x}+\bar{f}_{x}\right) d t+h^{k} d w_{t}^{k}$ (that is, by considering equations like (3.6)), for any constant $c>0$ we get

$$
E \sup _{t \leq T}\left\|v\left(c^{2} t, c \cdot\right)\right\|_{L_{p}}^{p} \leq N e^{T}\left(\left\|c \bar{f}\left(c^{2} t, c \cdot\right)\right\|_{\mathbb{L}_{p}(T)}^{p}+\left\|c h\left(c^{2} t, c \cdot\right)\right\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right)
$$

with $N=N(p)$. Changing variables we obtain

$$
E \sup _{t \leq T}\|v(t, \cdot)\|_{L_{p}}^{p} \leq N e^{T / c^{2}} c^{p-2}\left(\|\bar{f}\|_{\mathbb{L}_{p}(T)}^{p}+\|h\|_{\mathbb{L}_{p}\left(T, l_{2}\right)}^{p}\right) .
$$

For $c^{2}=T$ this is even a little bit stronger than (2.7) and the lemma is proved.

Proof of Theorem 2.11. For an appropriate $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$we have

$$
\begin{equation*}
E \sup _{t \leq \tau}\|u(t, \cdot)\|_{H_{p, \theta}^{\gamma-1}}^{p} \leq N \sum_{n=-\infty}^{\infty} e^{n \theta} E \sup _{t \leq \tau}\left\|\zeta u\left(t, e^{n} \cdot\right)\right\|_{H_{p}^{\gamma-1}}^{p} \tag{2.8}
\end{equation*}
$$

Let $d u=f_{x} d t+g^{k} d w_{t}^{k}$. Then

$$
d\left(\zeta(x) u\left(t, e^{n} x\right)\right)=\zeta(x)\left(f_{x}\right)\left(t, e^{n} x\right) d t+\zeta(x) g^{k}\left(t, e^{n} x\right) d w_{t}^{k}
$$

By Lemma 2.12 for $u_{n}(t, x):=\zeta(x) u\left(t, e^{n} x\right), f_{n}(t, x):=\zeta(x)\left(f_{x}\right)\left(t, e^{n} x\right), g_{n}(t, x):=$ $\zeta(x) g\left(t, e^{n} x\right)$, and $c=e^{-n p}$ we have

$$
\begin{gather*}
E \sup _{t \leq \tau}\left\|u_{n x}(t, \cdot)\right\|_{H_{p}^{\gamma-2}}^{p} \leq N T^{(p-2) / 2}\left(e^{-n p}\left\|u_{n x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}\right. \\
\left.\quad+e^{n p}\left\|f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}+\left\|g_{n x}\right\|_{\mathbb{H}_{p}^{\gamma-2}\left(\tau, l_{2}\right)}^{p}\right) \tag{2.9}
\end{gather*}
$$

To transform this inequality notice that all the functions $u_{n}(t, x)$ as functions of $x$ have supports inside the support of $\zeta$ which is bounded. Therefore (see Remark 1.6),

$$
\left\|\zeta u\left(t, e^{n} \cdot\right)\right\|_{H_{p}^{\gamma-1}}=\left\|u_{n}(t, \cdot)\right\|_{H_{p}^{\gamma-1}} \leq N\left\|u_{n x}(t, \cdot)\right\|_{H_{p}^{\gamma-2}}
$$

Furthermore, $\left\|g_{n x}\right\|_{H_{p}^{\gamma-2}\left(l_{2}\right)} \leq\left\|g_{n}\right\|_{H_{p}^{\gamma-1}\left(l_{2}\right)}$ and

$$
\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|g_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}\left(\tau, l_{2}\right)}^{p} \leq N\|g\|_{\mathbb{H}_{p, \theta}^{\gamma-1}\left(\tau, l_{2}\right)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}
$$

Also,

$$
\begin{gathered}
\sum_{n=-\infty}^{\infty} e^{n(\theta+p)}\left\|f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p}=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|\left(M^{-1} \zeta\right)(M D f)\left(\cdot, e^{n} \cdot\right)\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p} \\
\leq N\|M D f\|_{\mathbb{H}_{p, \theta}^{\gamma-2}(\tau)}^{p} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma-1}(\tau)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p} \\
\sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|u_{n x x}\right\|_{\mathbb{H}_{p}^{\gamma-2}(\tau)}^{p} \leq \sum_{n=-\infty}^{\infty} e^{n(\theta-p)}\left\|u_{n}\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}^{p} \\
=\sum_{n=-\infty}^{\infty} e^{n \theta}\left\|(M \zeta)\left(M^{-1} u\right)\left(\cdot, e^{n} \cdot\right)\right\|_{\mathbb{H}_{p}^{\gamma}(\tau)}^{p} \\
\leq N\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}^{p} \leq N\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}(\tau)}^{p}
\end{gathered}
$$

By combining this with (2.9) and (2.8) we get (2.4). The theorem is proved.
As always the main role is played by the spaces $\mathfrak{H}_{p, \theta, 0}^{\gamma}(\tau)$ of functions with zero initial conditions. In connection with this it is worth noting that while constructing our theory we could replace

$$
\begin{equation*}
\|u(0, \cdot)\|_{U_{p, \theta}^{\gamma+1}}^{p}:=E\left\|M^{2 / p-1} u(0, \cdot)\right\|_{H_{p, \theta}^{\gamma+1-2 / p}}^{p} \tag{2.10}
\end{equation*}
$$

with

$$
\inf \left\{\left\|v_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma+1}}^{p}+\|M \tilde{\mathbb{D}} v\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p}+\|\tilde{\mathbb{S}} v\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}: u-v \in \mathfrak{H}_{p, \theta, 0}^{\gamma+1}\right\} .
$$

Such an axiomatic approach to defining a norm of $u(0, \cdot)$ yields, of course, the solvability results for the widest possible class of initial data, namely, for those which are extendible at least in some way for $t>0$. However, in applications we often want to know how to describe "admissible" initial data by knowing only their analytic properties. A partial answer to this question is given in the following theorem, which also shows why we use the norm given by (2.10).

THEOREM 2.13. If $0<\theta<p$ and $\gamma=2$ and $1<p<\infty$, then for every $u_{0}$ satisfying $M^{2 / p-1} u_{0} \in H_{p, \theta}^{\gamma-2 / p}$ there exists a deterministic $u \in \mathfrak{H}_{p, \theta}^{\gamma}$ such that $d u=D^{2} u d t,\left.u\right|_{t=0}=u_{0}$, and

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma}}^{p} \leq N(p, \gamma, \theta)\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{\gamma-2 / p}}^{p} \tag{2.11}
\end{equation*}
$$

Proof. If $u_{0} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$, then there is a unique function $u(t, x)$ which is bounded in $\mathbb{R}_{+}^{2}$ together with all its derivatives and which is a unique bounded solution of the heat equation $\partial u / \partial t=D^{2} u, t>0$ in $\mathbb{R}_{+}^{2}$ with initial condition $u(0, x)=u_{0}(x)$ and boundary condition $u(t, 0)=0$. Observe that $u$ is given by $u(t, \cdot)=p_{t} * \bar{u}_{0}$, where $p_{t}(x)=(4 \pi t)^{-1 / 2} \exp \left(-|x|^{2} /(4 t)\right)$ and $\bar{u}_{0}$ is an odd extension of $u_{0}$ on $\mathbb{R}$. By the way, from this representation it follows that $u(t, x) \rightarrow 0$ exponentially fast as $x \rightarrow \infty$ and the same is true for any derivative of $u$.

Next, we observe that $\partial|u(t, x)|^{p} / \partial t=p|u|^{p-2} u D^{2} u$, multiply this equality by $x^{c}$, with $c:=\theta+1-p \in(1-p, 1)$, and integrate by parts, and also use $|u(t, x)| \leq N|x|$, $|u(t, x)|^{p-1} x^{c} \leq N x^{\theta},|u(t, x)|^{p} x^{c-1} \leq N x^{\theta}$ for $x$ close to zero. Finally we fix $T \in$ $(0, \infty)$ and find that

$$
\begin{align*}
& \int_{\mathbb{R}_{+}} x^{c}|u(T, x)|^{p} d x-\int_{\mathbb{R}_{+}} x^{c}\left|u_{0}(x)\right|^{p} d x=\int_{0}^{T} \int_{\mathbb{R}_{+}} p x^{c}|u|^{p-2} u D^{2} u d x d t \\
& \quad=-c \int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-1} D\left(|u|^{p}\right) d x d t-p(p-1) I=c(c-1) J-p(p-1) I \tag{2.12}
\end{align*}
$$

where

$$
I:=\int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c}|u|^{p-2}(D u)^{2} d x d t, \quad J:=\int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-2}|u|^{p} d x d t
$$

To estimate $I$ from below through $J$, denote $v:=|u|^{p / 2}$ and observe that we have $|u|^{p-2}(D u)^{2}=(2 / p)^{2}(D v)^{2}$ and by Minkowski's inequality

$$
\begin{gathered}
\int_{0}^{\infty} x^{c-2}|u|^{p} d x=\int_{0}^{\infty} x^{c-2} v^{2} d x=\int_{0}^{\infty} x^{c}\left(\int_{0}^{1} v^{\prime}(y x) d y\right)^{2} d x \\
\leq\left(\int_{0}^{1} d y\left(\int_{0}^{\infty} x^{c}\left(v^{\prime}(y x)\right)^{2} d x\right)^{1 / 2}\right)^{2}=\int_{0}^{\infty} x^{c}\left(v^{\prime}(x)\right)^{2} d x\left(\int_{0}^{1} y^{b} d y\right)^{2},
\end{gathered}
$$

where $b=-1 / 2-c / 2>-1$. By evaluating the last integral we get

$$
\begin{equation*}
\int_{0}^{\infty} x^{c-2}|u|^{p} d x \leq p^{2}(1-c)^{-2} \int_{0}^{\infty} x^{c}|u|^{p-2}(D u)^{2} d x \tag{2.13}
\end{equation*}
$$

Hence $p(p-1) I \geq q^{-1}(1-c)^{2} J$, where $1 / q=1-1 / p$, and from (2.12) we get

$$
\begin{equation*}
\left[q^{-1}(1-c)^{2}-c(c-1)\right] J \leq \int_{\mathbb{R}_{+}} x^{c}\left|u_{0}(x)\right|^{p} d x=\left\|M^{2 / p-1} u_{0}\right\|_{L_{p, \theta}}^{p} \tag{2.14}
\end{equation*}
$$

Here $L_{p, \theta} \supset H_{p, \theta}^{2-2 / p}$ with the corresponding inequality for the norms since $2-2 / p>0$.
Also, one can easily check that $q^{-1}(1-c)^{2}-c(c-1)>0$ for $0<\theta<p$ and therefore, after passing to the limit as $T \rightarrow \infty$, we obtain the following intermediate estimate:

$$
\begin{equation*}
\int_{0}^{\infty}\left\|M^{-1} u(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{2-2 / p}}^{p} . \tag{2.15}
\end{equation*}
$$

An attentive reader might have noticed that the above derivation of (2.13) and (2.15) falls into some trouble if $1<p<2$. Indeed, then we get terms containing $|u|$ to a negative power and also the absolute continuity of $v$ is not clear. However, the following fact is true even if $1<p<2$ :
(i) the functions $|u|^{p / 2}$ and $|u|^{p-2} u u_{x}$ are absolutely continuous on $\mathbb{R}$;
(ii) almost everywhere on $\mathbb{R}(\infty \cdot 0:=0)$

$$
\begin{gathered}
\left(|u|^{p / 2}\right)_{x}=\frac{p}{2}|u|^{p / 2-2} u u_{x} \\
\left(|u|^{p-2} u u_{x}\right)_{x}=|u|^{p-2} u u_{x x}+(p-1)|u|^{p-2}\left(u_{x}\right)^{2} .
\end{gathered}
$$

Above we have only used this fact. However, we do not prove (i) and (ii). Instead, we show how to get (2.15) for $1<p<2$ by using an approximation argument.

For $\varepsilon>0$ define $G_{\varepsilon}(s)=\left(s^{2}+\varepsilon\right)^{p / 2}-\varepsilon^{p / 2}$. As it is easy to see, we have $\left|G_{\varepsilon}(u)\right| \leq\left(1+\varepsilon^{p / 2}\right)|u|^{p}$ and, for $|u| \leq 1$,

$$
\left|G_{\varepsilon}^{\prime}(u)\right|=p\left(u^{2}+\varepsilon\right)^{p / 2-1}|u| \leq N(\varepsilon)|u| \leq N(\varepsilon)|u|^{p-1}
$$

Also $G_{\varepsilon}^{\prime \prime} \geq 0$. Hence, owing to $\partial G_{\varepsilon}(u) / \partial t=G_{\varepsilon}^{\prime}(u) D^{2} u$ and introducing

$$
v(t, x):=\int_{0}^{u(t, x)}\left(G_{\varepsilon}^{\prime \prime}(s)\right)^{1 / 2} d s
$$

we get as above

$$
\begin{gathered}
\int_{\mathbb{R}_{+}} x^{c} G_{\varepsilon}(u(T, x)) d x-\int_{\mathbb{R}_{+}} x^{c} G_{\varepsilon}\left(u_{0}(x)\right) d x \\
=c(c-1) \int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-2} G_{\varepsilon}(u) d x d t-\int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c}\left(v^{\prime}\right)^{2} d x d t \\
\leq c(c-1) \int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-2} G_{\varepsilon}(u) d x d t-4^{-1}(1-c)^{2} \int_{0}^{T} \int_{\mathbb{R}_{+}} x^{c-2} v^{2} d x d t
\end{gathered}
$$

By letting $\varepsilon \downarrow 0$, noticing that $\lim _{\varepsilon \downarrow 0} G_{\varepsilon}^{\prime \prime}(s)=p(p-1)|s|^{p-2}$ and $c<1$, and using Fatou's lemma, we again arrive at (2.14) and (2.15).

Next, take a function $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$and notice that for $u_{n}(t, x):=u\left(e^{2 n} t, e^{n} x\right)$ we have

$$
\begin{equation*}
\frac{\partial}{\partial t}\left(\zeta u_{n}\right)=\left(\zeta u_{n}\right)_{x x}-2\left(\zeta_{x} u_{n}\right)_{x}+\zeta_{x x} u_{n} \tag{2.16}
\end{equation*}
$$

Hence by inequalities (IV.3.1) and (IV.3.2) in [9] (also see Remark 2.3.2 in [13]) for any $n$ we obtain

$$
\begin{gathered}
\int_{0}^{\infty}\left\|\left(\zeta u_{n}\right)_{x x}(t, \cdot)\right\|_{H_{p}^{-1}}^{p} d t \leq N\left\|\zeta u_{n}(0, \cdot)\right\|_{H_{p}^{1-2 / p}}^{p} \\
\quad+\int_{0}^{\infty}\left\|\left(\left(2 \zeta_{x} u_{n}\right)_{x}-\zeta_{x x} u_{n}\right)(t, \cdot)\right\|_{H_{p}^{-1}}^{p} d t
\end{gathered}
$$

We make the change of variable $t$ replacing it with $e^{2 n} t$; then we multiply through the inequality by $e^{2 n-n p+\theta n}$ and observe that by Remark 1.6

$$
\left\|\left(\zeta u_{n}\right)_{x x}\right\|_{H_{p}^{-1}} \geq N\left\|\left(\zeta u_{n}\right)_{x}\right\|_{L_{p}} \geq N\left\|\zeta u_{n x}\right\|_{L_{p}}-N\left\|\zeta_{x} u_{n}\right\|_{L_{p}}
$$

where $N=N(\zeta, p)$. Also use the fact that

$$
\left\|\left(2 \zeta_{x} u_{n}\right)_{x}-\zeta_{x x} u_{n}\right\|_{H_{p}^{-1}} \leq 2\left\|\left(\zeta_{x} u_{n}\right)_{x}\right\|_{H_{p}^{-1}}+N\left\|\zeta_{x x} u_{n}\right\|_{L_{p}} \leq N\left\|\eta u_{n}\right\|_{L_{p}}
$$

where $N=N(\zeta, p, \eta)$ and $\eta$ is a more or less arbitrary function of class $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$with support covering that of $\zeta$.

Then we get

$$
\begin{gathered}
\int_{0}^{\infty} \sum_{n} e^{\theta n}\left\|\zeta u_{x}\left(t, e^{n} \cdot\right)\right\|_{L_{p}}^{p} d t \leq N \sum_{n} e^{\theta n}\left\|\xi\left(M^{2 / p-1} u_{0}\right)\left(e^{n} \cdot\right)\right\|_{H_{p}^{1-2 / p}}^{p} \\
+N \int_{0}^{\infty} \sum_{n} e^{\theta n}\left\|\eta_{1} M^{-1} u\left(t, e^{n} \cdot\right)\right\|_{L_{p}}^{p} d t
\end{gathered}
$$

where $\xi=M^{1-2 / p} \zeta$ and $\eta_{1}$ is a function of type $\eta$. For the right choice of $\zeta$ we rewrite the last inequality as

$$
\begin{equation*}
\int_{0}^{\infty}\left\|u_{x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{1-2 / p}}^{p}+N \int_{0}^{\infty}\left\|M^{-1} u(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \tag{2.17}
\end{equation*}
$$

Next, we use (2.16) and inequalities (IV.3.1) and (IV.3.2) in [9] to write

$$
\begin{aligned}
& \int_{0}^{\infty}\left\|\left(\zeta u_{n}\right)_{x x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|\zeta u_{n}(0, \cdot)\right\|_{H_{p}^{2-2 / p}}^{p} \\
& \quad+\int_{0}^{\infty}\left\|\left(\left(2 \zeta_{x} u_{n}\right)_{x}-\zeta_{x x} u_{n}\right)(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t
\end{aligned}
$$

If $\eta_{1}$ and $\eta_{2}$ are functions of class $C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$with supports covering that of $\zeta$, then, for the same reasons as before, this inequality yields

$$
\begin{aligned}
& \int_{0}^{\infty}\left\|\zeta u_{n x x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|\zeta u_{n}(0, \cdot)\right\|_{H_{p}^{2-2 / p}}^{p} \\
+ & \int_{0}^{\infty}\left\|\eta_{1} u_{n x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t+\int_{0}^{\infty}\left\|\eta_{2} u_{n}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t
\end{aligned}
$$

and

$$
\begin{gathered}
\int_{0}^{\infty}\left\|M u_{x x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t \leq N\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{2-2 / p}}^{p} \\
+N \int_{0}^{\infty}\left\|u_{x}(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t+N \int_{0}^{\infty}\left\|M^{-1} u(t, \cdot)\right\|_{L_{p, \theta}}^{p} d t
\end{gathered}
$$

Together with (2.15), (2.17), and the equation $\partial u / \partial t=M^{-1}\left(M u_{x x}\right)$ the last inequality implies that $u \in \mathfrak{H}_{p, \theta}^{2}$ and that (2.11) holds with $\gamma=2$.

Actually, above we have constructed a mapping $u_{0} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right) \rightarrow u \in \mathfrak{H}_{p, \theta}^{\gamma}$. If we introduce an operator $\Pi: u_{0} \rightarrow u$, then what is proved means that (for $\gamma=2$ )

$$
\begin{equation*}
\left\|\Pi u_{0}\right\|_{\mathfrak{H}_{p, \theta}^{\gamma}} \leq N(p, \theta)\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{\gamma-2 / p}} \tag{2.18}
\end{equation*}
$$

if $u_{0} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$. Remembering that $\mathfrak{H}_{p, \theta}^{\gamma}$ is a Banach space and relying on the usual continuity argument based on (2.18), we see that $\Pi$ can be extended on all $u_{0}$ satisfying $M^{2 / p-1} u_{0} \in H_{p, \theta}^{\gamma-2 / p}$ in such a way that $\partial \Pi u_{0} / \partial t=D^{2} \Pi u_{0},\left.\Pi u_{0}\right|_{t=0}=u_{0}$, and (2.18) holds. The theorem is proved.

Remark 2.14. We will see from Theorem 3.2 that Theorem 2.13 holds for any $\gamma \in \mathbb{R}$ and the solution is unique in $\mathfrak{H}_{p, \theta}^{\gamma}$.

In connection with this it is interesting to notice that Theorem 2.13 without weights and on $\mathbb{R}$ instead of $\mathbb{R}_{+}$cannot hold for all $1<p<2$ if $\gamma=1$. For instance, if $1<p<3 / 2$, then, for the solution $u$ of the equation $d u=D^{2} u d t, t>0, x \in \mathbb{R}$, with initial condition given by the delta function, we have $u(0, \cdot) \in H_{p}^{1-2 / p}$, but the $p$ th power of the function $u_{x}$ is not integrable over $\mathbb{R}^{+} \times \mathbb{R}$.
3. SPDEs with constant coefficients on $\mathbb{R}_{+}$. Take a stopping time $\tau$. On $\mathbb{R}_{+}$we will be dealing with the following equation:

$$
\begin{equation*}
d u=\left(a u_{x x}+f_{x}\right) d t+\left(\sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k}, \quad t \in(0, \tau) \tag{3.1}
\end{equation*}
$$

where $f$ and $g^{k}$ are given $\mathcal{D}\left(\mathbb{R}_{+}\right)$-valued $\mathcal{P}$-measurable functions, $a$ and $\sigma^{k}$ are given real-valued $\mathcal{P}$-measurable functions, $u$ is an unknown $\mathcal{D}\left(\mathbb{R}_{+}\right)$-valued function, and the equation is understood in the sense of distributions as follows. We say that $u$ is a solution of (3.1) with given initial condition $u_{0}$ if for any test function $\phi \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$ we have

$$
\begin{align*}
(u(t, \cdot), \phi)= & \left(u_{0}, \phi\right) \\
& +\int_{0}^{t}\left[a(s)\left(u(s, \cdot), \phi_{x x}\right)-\left(f(s, \cdot), \phi_{x}\right)\right] d s \\
& +\sum_{k=1}^{\infty} \int_{0}^{t}\left[-\sigma^{k}(s)\left(u, \phi_{x}\right)+\left(g^{k}, \phi\right)\right] d w_{t}^{k} \tag{3.2}
\end{align*}
$$

for all $t \leq \tau$ with probability one, where all integrals are assumed to have sense and the last series is also assumed to converge uniformly on each interval of time $[0, T \wedge \tau]$ in probability, where $T$ is any finite constant.

Remark 3.1. If a function $u$ belongs to $\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$, then it satisfies (3.1) with $f=(M D)^{-1} M \tilde{\mathbb{D}} u-a D u$ and $g^{k}=\tilde{\mathbb{S}}^{k} u-\sigma^{k} D u$. In addition (see Remark 1.5), we have $f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau)$ and $g \in \mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$. Below we show that under an additional assumption on $a$ and $\sigma$ the mapping $u \rightarrow(f, g)$ is onto.

We always assume that for some constants $K \geq \delta>0$ and all $\omega, t$ we have

$$
K \geq 2 a \geq 2 a-|\sigma|_{l_{2}}^{2} \geq \delta
$$

Here is the main result of this section.
ThEOREM 3.2. (i) Let $0<\theta<p, 1<p<\infty, \gamma \in \mathbb{R}, f \in \mathbb{H}_{p, \theta}^{\gamma}(\tau), g \in \mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)$, and $u_{0} \in U_{p, \theta}^{\gamma+1}$. (ii) Assume that one of the following conditions is satisfied:
(a) $p \geq 2$ and $\theta \in[p-1, p)$;
(b) $p \geq 2$ and $\sigma \equiv 0$;
(c) $\sigma \equiv 0$ and $g \equiv 0$.

Then (3.1) with initial data $u_{0}$ has a unique solution in class $\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$. In addition, for this solution it holds that

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}\right) \tag{3.3}
\end{equation*}
$$

where $N=N(\gamma, \theta, p, K, \delta)$. Finally, the uniqueness holds even if we replace condition (a) with: $p \geq 2$ and $\theta \in(0, p)$.

Remark 3.3. In a subsequent paper on equations in $\mathbb{R}_{+}^{d}$ we will show that condition (a) can be relaxed to be $p \geq 2$ and $1 \leq \theta<p$. This could be done here too if one uses interpolation with respect to $\theta$ and the result of [7], where the case $\theta=1$ is treated. However, there is a small gap in the arguments proving (2.9) of [7], so that strictly speaking we cannot use the result of [7].

Remark 3.4. Notice that when conditions (b) or (c) are satisfied, $\theta$ may be any number in $(0, p)$.

It is also worth noting that if $\theta \geq p$ or $\theta \leq 0$, then the statement of Theorem 3.2 is false even in the case of the heat equation. This can be shown by simple examples.

The proof of this theorem is based on two lemmas, the first of which we prove in section 4.

Lemma 3.5. Theorem 3.2 holds if $\gamma=1$.
Lemma 3.6. Let assumption (i) of Theorem 3.2 be satisfied and let $\mu \leq \gamma$. Assume that either $p \geq 2$ or $\sigma \equiv g \equiv 0$. Let $\theta_{1} \in \mathbb{R}$ and let $u \in \mathfrak{H}_{p, \theta_{1}}^{\mu+1}(\tau)$ be a solution of (3.1) with initial condition $u_{0}$. Assume that $M^{-1} u \in \mathbb{H}_{p, \theta}^{\mu+1}(\tau)$. Then $u \in \mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)$ and

$$
\|u\|_{\mathfrak{H}_{p, \theta}^{\gamma+1}(\tau)} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}(\tau)}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(\tau, l_{2}\right)}+\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\mu}(\tau)}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}\right)
$$

where $N=N(\gamma, \mu, \theta, p)$.
Proof. For simplicity of notation we will only consider the case $\tau \equiv \infty$. The reader can easily make the necessary changes for general $\tau$.

By virtue of (3.2) we have (2.2) with $x\left(a u_{x x}+f_{x}\right)$ instead of $f$ and $\sigma^{k} u_{x}+g^{k}$ instead of $g^{k}$. Upon taking into account the assumptions on $f$ and $g$ and remembering Remark 1.5 , we conclude that we only need to prove that

$$
\begin{equation*}
\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p}+\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\mu}}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}^{p}\right) . \tag{3.4}
\end{equation*}
$$

Since $\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\nu}} \leq\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\mu}}$ for $\nu \leq \mu$, it suffices to prove (3.4) with some $\nu \leq \mu$ in place of $\mu$. This shows that we may assume that $\gamma-\mu$ is an integer. Also we can go from $\mu$ up to $\gamma$ in several steps each time getting an increase by one. Therefore, without loss of generality we may and will assume that $\gamma=\mu+1$, so that (3.4) becomes

$$
\begin{equation*}
\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p}+\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+\theta}}^{p}\right) . \tag{3.5}
\end{equation*}
$$

Take a function $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$with $M \zeta$ satisfying condition (1.4). One can easily check that the functions $u_{n}(t, x):=u\left(e^{2 n} t, e^{n} x\right)$ satisfy the equation

$$
\begin{equation*}
d u_{n}=\left(a_{n} u_{n x x}+f_{n}\right) d t+\left(\sigma_{n}^{k} u_{n x}+g_{n}^{k}\right) d w_{t}^{k}(n), \tag{3.6}
\end{equation*}
$$

where

$$
\begin{aligned}
& a_{n}(t)=a\left(e^{2 n} t\right), \quad \sigma_{n}^{k}(t)=\sigma^{k}\left(e^{2 n} t\right), \quad w_{t}^{k}(n)=e^{-n} w_{e^{2 n} t}, \\
& f_{n}(t, x)=e^{2 n}\left(f_{x}\right)\left(e^{2 n} t, e^{n} x\right), \quad g_{n}^{k}(t, x)=e^{n} g^{k}\left(e^{2 n} t, e^{n} x\right) .
\end{aligned}
$$

Observe that for any $n$, the processes $w_{t}^{k}(n)$ are independent Wiener processes. From (3.6) we get

$$
\begin{equation*}
d\left(\zeta u_{n}\right)=\left(a_{n}\left(\zeta u_{n}\right)_{x x}+\bar{f}_{n}\right) d t+\left(\sigma_{n}^{k}\left(\zeta u_{n}\right)_{x}+\bar{g}_{n}^{k}\right) d w_{t}^{k}(n), \tag{3.7}
\end{equation*}
$$

where

$$
\bar{f}_{n}=\zeta f_{n}-2 a_{n} \zeta_{x} u_{n x}-a_{n} \zeta_{x x} u_{n}, \quad \bar{g}_{n}^{k}=\zeta g_{n}^{k}-\sigma_{n}^{k} \zeta_{x} u_{n} .
$$

Since $M^{-1} u \in \mathbb{H}_{p, \theta}^{\gamma}$, it is easy to see that for any $\eta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$we have $\eta u_{n} \in \mathbb{H}_{p}^{\gamma}$ and $\eta u_{n x} \in \mathbb{H}_{p}^{\gamma-1}$, so that $\bar{f}_{n} \in \mathbb{H}_{p}^{\gamma-1}$ and $\bar{g}_{n} \in \mathbb{H}_{p}^{\gamma}\left(l_{2}\right)$. By Theorem 2.1 of [5] or Theorem 4.10 of [8] for $p \geq 2$ (with uniqueness in $\mathcal{H}_{p}^{\gamma}(\tau)$ and existence in $\mathcal{H}_{p}^{\gamma+1}(\tau)$, here we use $\left.\zeta u_{n} \in \mathcal{H}_{p}^{\gamma}(\tau)\right)$, (3.7) implies that

$$
\begin{equation*}
\left\|\left(\zeta u_{n}\right)_{x x}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \leq N\left(\left\|\bar{f}_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}+\left\|\bar{g}_{n}\right\|_{\mathbb{H}_{p}^{\gamma}\left(l_{2}\right)}^{p}+E\left\|\zeta u_{0}\left(e^{n}\right)\right\|_{H_{p}^{\gamma+1-2 / p}}^{p}\right), \tag{3.8}
\end{equation*}
$$

where $u_{0 n}(x)=u_{0}\left(e^{n} x\right)$. Actually, Theorem 2.1 of [5] or Theorem 4.10 of [8] treats the case $u_{0}=0$. One deals with arbitrary $u_{0}$ as in the beginning of the proof of Theorem 5.1 of [8] by just subtracting the solution of the heat equation $\partial v / \partial t=v_{x x}$ with initial condition $u_{0}$. Owing to the fact that supports of all functions $\zeta u_{n}$ coincide with that of $\zeta$, from (3.8) by Remark 1.6, we get

$$
\begin{equation*}
\left\|\zeta u_{n}\right\|_{\mathbb{H}_{p}^{\gamma+1}}^{p} \leq N\left(\left\|\bar{f}_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}+\left\|\bar{g}_{n}\right\|_{\mathbb{H}_{p}^{\gamma}\left(l_{2}\right)}^{p}+E\left\|\zeta u_{0}\left(e^{n}\right)\right\|_{H_{p}^{\gamma+1-2 / p}}^{p}\right) . \tag{3.9}
\end{equation*}
$$

The same conclusions are true if $1<p<2$ and $\sigma \equiv g \equiv 0$, which can be seen from section 9, Chapter IV of [9] or from the proof of Theorem 2.1 of [5] or Theorem 4.10 of [8], where one can take any $p \in(1, \infty)$ if $\sigma \equiv g \equiv 0$. In particular, in all cases $\zeta u_{n} \in \mathbb{H}_{p}^{\gamma+1}$ and (3.9) holds.

Now we multiply (3.9) through by $e^{(2-p+\theta) n}$ and sum up over all $n$. We also use

$$
\begin{aligned}
& \sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\zeta f_{n}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}=\sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|e^{2 n}\left(f_{x}\right)\left(e^{2 n} \cdot, e^{n} \cdot\right) \zeta\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \\
& =\sum_{n=-\infty}^{\infty} e^{\theta n}\left\|e^{n}\left(f_{x}\right)\left(\cdot, e^{n} \cdot\right) \zeta\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}=\sum_{n=-\infty}^{\infty} e^{\theta n}\left\|\left(M f_{x}\right)\left(\cdot, e^{n} \cdot\right) M^{-1} \zeta\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \\
& \leq N\left\|M f_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}, \\
& \sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\zeta g_{n}\right\|_{\mathbb{H}_{p}^{\gamma}\left(l_{2}\right)}^{p}=\sum_{n=-\infty}^{\infty} e^{\theta n}\left\|g\left(\cdot, e^{n} \cdot\right) \zeta\right\|_{\mathbb{H}_{p}^{\gamma}\left(l_{2}\right)}^{p} \leq N\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p}, \\
& \sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\zeta_{x} u_{n x}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p}=\sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|e^{n}\left(u_{x}\right)\left(e^{2 n} \cdot, e^{n} \cdot\right) \zeta_{x}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \\
& =\sum_{n=-\infty}^{\infty} e^{\theta n}| |\left(u_{x}\right)\left(\cdot, e^{n} \cdot\right) \zeta_{x}\left\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \leq N\right\| u_{x} \|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p}, \\
& \sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\left.\zeta_{x x} u_{n}\right|_{\mathbb{H}_{p}^{\gamma-1}} ^{p}=\sum_{n=-\infty}^{\infty} e^{\theta n}| |\left(M^{-1} u\right)\left(\cdot, e^{n} \cdot\right) M \zeta_{x x}\right\|_{\mathbb{H}_{p}^{\gamma-1}}^{p} \\
& \leq N\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p} \leq N\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma-1}}^{p} .
\end{aligned}
$$

Similarly, we estimate $\zeta_{x} u_{n}$, we notice that

$$
\begin{aligned}
\sum_{n} & e^{(2-p+\theta) n} E\left\|\zeta u_{0}\left(e^{n} \cdot\right)\right\|_{H_{p}^{\gamma+1-2 / p}}^{p} \\
& =\sum_{n} e^{\theta n} E\left\|\left(M^{2 / p-1} u_{0}\right)\left(e^{n} \cdot\right) M^{1-2 / p} \zeta\right\|_{H_{p}^{\gamma+1-2 / p}}^{p} \\
& \leq N E\left\|M^{2 / p-1} u_{0}\right\|_{H_{p, \theta}^{\gamma+1-2 / p}}^{p}=N\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}^{p},
\end{aligned}
$$

and we get

$$
\sum_{n=-\infty}^{\infty} e^{(2-p+\theta) n}\left\|\zeta u_{n}\right\|_{\mathbb{H}_{p}^{\gamma+1}}^{p} \leq I
$$

where $I$ is the right-hand side of (3.5). Here the left-hand side equals

$$
\sum_{n=-\infty}^{\infty} e^{\theta n}\left\|\left(M^{-1} u\right)\left(\cdot, e^{n} \cdot\right) M \zeta\right\|_{\mathbb{H}_{p}^{\gamma+1}}^{p} \geq N^{-1}\left\|M^{-1} u\right\|_{\mathbb{H}_{p, \theta}^{\gamma+1}}^{p} \geq N^{-1}\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}
$$

and the lemma is proved.

Proof of Theorem 3.2. For simplicity of notation we only consider the case $\tau \equiv \infty$. Actually, as it is easy to see, the statement of existence for $\tau \equiv \infty$ implies the statement of existence for other $\tau$, and the proof of uniqueness for general $\tau$ can be done in the same way as in the case $\tau \equiv \infty$.

Case $\gamma \geq 1$. The uniqueness follows from Lemma 3.5 and the fact that $\mathfrak{H}_{p, \theta, 0}^{2} \supset$ $\mathfrak{H}_{p, \theta, 0}^{\gamma+1}$, which implies that the difference of two solutions belongs to $\mathfrak{H}_{p, \theta, 0}^{2}$. The existence and estimate (3.3) follow from Lemmas 3.5 and 3.6 (applied with $\mu=1$ ) and the observation that by Lemma 3.5

$$
\begin{gathered}
\left\|u_{x}\right\|_{\mathbb{H}_{p, \theta}^{1}}^{p} \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{1}}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{1}\left(l_{2}\right)}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{2}}^{p}\right) \\
\quad \leq N\left(\|f\|_{\mathbb{H}_{p, \theta}^{\gamma}}^{p}+\|g\|_{\mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)}^{p}+\left\|u_{0}\right\|_{U_{p, \theta}^{\gamma+1}}^{p}\right) .
\end{gathered}
$$

Case $\gamma<1$. Denote by $\mathcal{R}$ the operator which maps $\left(f, g, u_{0}\right)$ with $f \in \mathbb{H}_{p, \theta}^{\gamma}$, $g \in \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right)$, and $u_{0} \in U_{p, \theta}^{\gamma+1}$ into the solution $u \in \mathfrak{H}_{p, \theta}^{\gamma+1}$ of (3.1) with initial data $u_{0}$. So far we know that $\mathcal{R}$ is well defined in spaces $\mathbb{H}_{p, \theta}^{\gamma} \times \mathbb{H}_{p, \theta}^{\gamma}\left(l_{2}\right) \times U_{p, \theta}^{\gamma+1}$ for $\gamma \geq 1$. If $\gamma<1$, as a candidate for the solution of (3.1) we try

$$
\tilde{u}=\Lambda_{p, \theta}^{n} \mathcal{R}\left(\Lambda_{p, \theta}^{-n} f, \Lambda_{p, \theta}^{-n} g, M^{1-2 / p} \Lambda_{p, \theta}^{-n} M^{2 / p-1} u_{0}\right)
$$

where $n+\gamma \geq 1$ and (see Remark 1.3)

$$
\left(\Lambda_{p, \theta}^{-n} f, \Lambda_{p, \theta}^{-n} g, M^{1-2 / p} \Lambda_{p, \theta}^{-n} M^{2 / p-1} u_{0}\right) \in \mathbb{H}_{p, \theta}^{n+\gamma} \times \mathbb{H}_{p, \theta}^{n+\gamma}\left(l_{2}\right) \times U_{p, \theta}^{n+\gamma+1}
$$

If the operators $\Lambda_{p, \theta}, M^{2 / p-1}$, and $D$ were commuting, then our candidate would be an exact solution of (3.1). Since this is not the case, we need an additional argument based on Lemma 1.14.

Take $n=2$ and first let $1>\gamma \geq 0$. Then by what we know in the case $\gamma \geq 1$, we have

$$
\begin{gathered}
v:=\mathcal{R}\left(\Lambda_{p, \theta}^{-2} f, \Lambda_{p, \theta}^{-2} g, M^{1-2 / p} \Lambda_{p, \theta}^{-2} M^{2 / p-1} u_{0}\right) \in \mathfrak{H}_{p, \theta}^{\gamma+3} \\
d v=\left(a v_{x x}+\left(\Lambda_{p, \theta}^{-2} f\right)_{x}\right) d t+\left(\sigma^{k} v_{x}+\Lambda_{p, \theta}^{-2} g^{k}\right) d w_{t}^{k}
\end{gathered}
$$

We apply $\Lambda_{p, \theta}^{2}$ to both parts of this equality, or in other words we substitute $\left(\Lambda_{p, \theta}^{2}\right)^{*} \phi$, where $\left(\Lambda_{p, \theta}^{2}\right)^{*}$ is the formal adjoint to $\Lambda_{p, \theta}^{2}$, in place of $\phi$ in (3.2). Now our candidate becomes

$$
\tilde{u}=\Lambda_{p, \theta}^{2} v
$$

We claim that $\tilde{u}$ belongs to $\mathfrak{H}_{p, \theta}^{\gamma+1}$ and there exists

$$
\begin{equation*}
\left(\bar{f}, \bar{g}, \bar{u}_{0}\right) \in \mathbb{H}_{p, \theta}^{\gamma+1} \times \mathbb{H}_{p, \theta}^{\gamma+1}\left(l_{2}\right) \times U_{p, \theta}^{\gamma+2} \tag{3.10}
\end{equation*}
$$

such that

$$
\begin{gather*}
d \tilde{u}=\left(a \tilde{u}_{x x}+f_{x}+\bar{f}_{x}\right) d t+\left(\sigma^{k} \tilde{u}_{x}+g^{k}+\bar{g}^{k}\right) d w_{t}^{k}  \tag{3.11}\\
\tilde{u}(0, \cdot)=u_{0}+\bar{u}_{0}
\end{gather*}
$$

Indeed, by Remarks 2.4 and 2.8 and Lemma 1.14 we easily get that

$$
\begin{gathered}
\tilde{u} \in \mathfrak{H}_{p, \theta}^{\gamma+1}, \quad M^{-1} v \in \mathbb{H}_{p, \theta}^{\gamma+3}, \quad M^{-1} \tilde{u}=\Lambda_{p, \theta}^{2} M^{-1} v+P_{1} M^{-1} v \in \mathbb{H}_{p, \theta}^{\gamma+1} \\
D \tilde{u}=\Lambda_{p, \theta}^{2} D v+P_{1} D v \in \mathbb{H}_{p, \theta}^{\gamma}
\end{gathered}
$$

and that $\tilde{u}$ satisfies (3.11) with

$$
\bar{f}=4 P_{2} M^{-1} v+((2 b-1) I+2 M D) \Lambda_{p, \theta}^{-2} f, \quad \bar{g}^{k}=\sigma^{k} P_{1} D v
$$

Obviously, $\bar{f}$ and $\bar{g}$ are as in (3.10). Also by Lemma 1.14 at $t=0$,

$$
\begin{gathered}
M^{2 / p-1} \tilde{u}=M^{2 / p-1} \Lambda_{p, \theta}^{2} M^{1-2 / p}\left(M^{2 / p-1} v\right) \\
=\Lambda_{p, \theta}^{2} M^{2 / p-1} v+c_{1} M^{2 / p-1} v+c_{2} M D M^{2 / p-1} v=: M^{2 / p-1} u_{0}+M^{2 / p-1} \bar{u}_{0}
\end{gathered}
$$

where

$$
M^{2 / p-1} \bar{u}_{0} \in L_{p}\left(\Omega, \mathcal{F}_{0}, H_{p, \theta}^{\gamma+2-2 / p}\right)
$$

This finishes the proofs of (3.10) and our claim.
Since $\gamma+1 \geq 1$, it follows from (3.10) that the function $\bar{u}:=\mathcal{R}\left(\bar{f}, \bar{g}, \bar{u}_{0}\right)$ is well defined, belongs to $\mathfrak{H}_{p, \theta}^{\gamma+2}$, and the function $u=\tilde{u}-\bar{u}$ is of class $\mathfrak{H}_{p, \theta}^{\gamma+1}$ and solves (3.1). For thus constructed $u$ estimate (3.3) follows from the explicit representation and known estimates for $\mathcal{R}, P_{i}, M D$.

By repeating the above argument, we consider the case $0>\gamma \geq-1$, this time using the fact that $\gamma+1 \geq 0$ and relying upon the result for $\gamma \geq 0$. One can continue in the same way, and it only remains to prove the uniqueness of solutions in $\mathfrak{H}_{p, \theta}^{\gamma+1}$.

It suffices to consider the case $f=0, g=0, u_{0}=0$ (and $\gamma<1$ ). In this case any solution $u \in \mathfrak{H}_{p, \theta, 0}^{\gamma+1}$ also belongs to $\mathfrak{H}_{p, \theta, 0}^{2}$ by Lemma 3.6 and its uniqueness follows from Lemma 3.5.

The theorem is thus proved.
Remark 3.7. In the above argument one can use $(M D)^{2}$ instead of $\Lambda_{p, \theta}^{2}$, which would make the argument shorter. We prefer $\Lambda_{p, \theta}^{2}$ bearing in mind a generalization to a multidimensional case.

Remark 3.8. From the above derivation of Theorem 3.2 from Lemma 3.5 it is seen that, if the assertions of Theorem 3.2 hold for some particular $\gamma, p, \theta, a$, and $\sigma$ satisfying the conditions of Theorem 3.2, then they hold for any $\gamma \in \mathbb{R}$ with the same $p, \theta, a, \sigma$.
4. Proof of Lemma 3.5. First notice that by Theorem 2.13 for almost every $\omega$ the function $\bar{u}:=\Pi u_{0}$ is well defined, $\bar{u} \in \mathfrak{H}_{p, \theta}^{2},\left.\bar{u}\right|_{t=0}=u_{0}, \partial \bar{u} / \partial t=\bar{f}_{x}$ with $\bar{f} \in \mathbb{H}_{p, \theta}^{1}$, and an appropriate estimate of $\left\|\bar{u}_{x}\right\|_{\mathbb{H}_{p, \theta}^{1}}$ and $\|\bar{f}\|_{\mathbb{H}_{p, \theta}^{1}}$ through $\left\|u_{0}\right\|_{U_{p, \theta}^{2}}$ holds. This implies that in the equation

$$
d u=\left(a u_{x x}+\left(a \bar{u}_{x}+f-\bar{f}\right)_{x}\right) d t+\left(\sigma^{k} u_{x}+\left(\sigma^{k} \bar{u}_{x}+g^{k}\right)\right) d w_{t}^{k}
$$

we have $a \bar{u}_{x}+f-\bar{f} \in \mathbb{H}_{p, \theta}^{1}$ and $\sigma \bar{u}_{x}+g \in \mathbb{H}_{p, \theta}^{1}\left(l_{2}\right)$. Also, obviously if we can solve the above equation in $\mathfrak{H}_{p, \theta, 0}^{2}$, then by adding to the solution the function $\bar{u}$ we get a solution of (3.1) with initial data $u_{0}$. Therefore, in the proof of Lemma 3.5 without loss of generality, we may and will confine ourselves only to the case $u_{0} \equiv 0$.

Furthermore, we may assume that $a \equiv 1$. Indeed, to get the result for the general case one only needs to use a random time change. Namely, let us define

$$
\begin{gathered}
\psi(t)=\int_{0}^{t} a(s) d s, \quad \tau(t)=\inf \{s \geq 0: \psi(s) \geq t\} \\
\tilde{w}_{k}(t)=\int_{0}^{\tau(t)} \sqrt{a(s)} d w_{k}(s), \quad \tilde{f}(t, x)=f(\tau(t), x) / a(\tau(t)) \\
\tilde{\sigma}(t)=\sigma(\tau(t)) / \sqrt{a(\tau(t))}, \quad \tilde{g}(t, x)=g(\tau(t), x) / \sqrt{a(\tau(t))} \\
\tilde{u}(t, x)=u(\tau(t), x)
\end{gathered}
$$

Direct computations (see, for instance, Lemma IV.2.2 and Theorem IV.2.3 in [3]) show that $\tilde{w}_{k}(t)$ are independent Wiener processes and also that $u$ is a solution of (3.1) if and only if $\tilde{u}$ is a solution of

$$
d \tilde{u}=\left(\tilde{u}_{x x}+\tilde{f}\right) d t+\left(\tilde{\sigma}_{k} \tilde{u}_{x}+\tilde{g}_{k}\right) d \tilde{w}_{k}(t)
$$

Therefore, we easily get the desired result for general $a$ from the result for $a \equiv 1$. Finally, obviously we may assume that $\tau \leq T$ where the constant $T<\infty$. Thus, we may and will assume that $u_{0}=0, a \equiv 1$, and unless stated explicitly otherwise $\tau \leq T$.

We divide the proof of the lemma in this case into the following subcases:

1. $p \geq 2$ and $\theta \in[p-1, p)$, existence;
2. $p \geq 2$ and $\theta \in(0, p)$, uniqueness;
3. $p \geq 2$ and $\sigma \equiv 0$;
4. $\sigma \equiv 0$ and $g \equiv 0$.
4.1. Case $\boldsymbol{p} \geq 2$ and $\boldsymbol{\theta} \in[\boldsymbol{p}-\mathbf{1}, \boldsymbol{p})$. Existence. We use the following simple lemma.

Lemma 4.1. Let functions $f, h$ be defined on $\mathbb{R}_{+}$, be locally absolutely continuous, and satisfy

$$
\begin{equation*}
\int_{0}^{\infty}|f(x) g(x)| d x<\infty \tag{4.1}
\end{equation*}
$$

Then

$$
\int_{0}^{\infty} x f(x) g^{\prime}(x) d x=-\int_{0}^{\infty} x f^{\prime}(x) g(x) d x-\int_{0}^{\infty} f(x) g(x) d x
$$

if at least one of the sides of this equality makes sense.
This fact easily follows if one integrates by parts between $a, b$ with $0<a<b<\infty$ and then lets $a \downarrow 0$ and $b \rightarrow \infty$ after noticing that (4.1) implies that

$$
\liminf _{a \downarrow 0}|a f(a) g(a)|=\liminf _{b \rightarrow \infty}|b f(b) g(b)|=0
$$

Denote by $\mathcal{E}$ the collection of functions of the form

$$
f(t, x)=\sum_{i=1}^{m} I_{\left(\tau_{i-1}, \tau_{i} \rrbracket\right.}(t) f_{i}(x)
$$

where $f_{i} \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$and $\tau_{i}$ are stopping times, $\tau_{i} \leq \tau_{i+1} \leq \tau$. The set $\mathcal{E}$ is dense in $\mathbb{H}_{p, \theta}^{1}(\tau)$, which follows from a similar fact for spaces $\mathbb{H}_{p}^{\gamma}$ (see [5] or [8]) and the definition of $\mathbb{H}_{p, \theta}^{\gamma}(\tau)$. Also, the collection of sequences $g=\left(g_{k}\right)$, such that each $g_{k}$ belongs to $\mathcal{E}$ and only finitely many of $g_{k}$ are different from 0 , is dense in $\mathbb{H}_{p, \theta}^{1}\left(\tau, l_{2}\right)$. It follows that in the proof of existence and estimate (3.3) we may assume that $f$ and $g$ are of this type.

Next, we use an argument from [7]. We continue $f(t, x)$ to be an even function and $g(t, x)$ to be an odd function of $x \in \mathbb{R}$. Also take an infinitely differentiable odd function $\alpha(x)$ such that $\alpha(x)=1$ for large $x, \alpha(x)=0$ for $|x| \leq 2$ and on $\mathbb{R}$ consider the equation

$$
\begin{equation*}
d u=\left(u_{x x}+f_{x}\right) d t+\left(\alpha \sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k} \tag{4.2}
\end{equation*}
$$

The following lemma is proved in the end of this subsection.
Lemma 4.2. In $\mathcal{H}_{p}^{0}(\tau)$ there exists a unique solution $u$ of (4.2) with zero initial condition. Moreover, $u \in \mathfrak{H}_{p, \theta}^{0}(\tau)$ and

$$
\begin{equation*}
\|u\|_{\mathfrak{H}_{p, \theta}^{0}(\tau)} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{1}(\tau)}+N\|g\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}, \tag{4.3}
\end{equation*}
$$

where $N$ is independent of $\tau, f$, and $g$.
Now notice that the equation

$$
\begin{equation*}
d u=\left(u_{x x}+f_{x}\right) d t+\left(\alpha_{n} \sigma^{k} u_{x}+g^{k}\right) d w_{t}^{k} \tag{4.4}
\end{equation*}
$$

where $\alpha_{n}(x)=\alpha\left(e^{n} x\right)$, also has a solution $u \in \mathfrak{H}_{p, \theta}^{0}(\tau)$ for which (4.3) holds with the same $N$. To prove this, it suffices to use scaling properties of the norms in $H_{p, \theta}^{\gamma}$ (see Remark 1.4) and to observe that if $u$ is a solution of (4.2), then the function $u_{n}(t, x)=u\left(e^{2 n} t, e^{n} x\right)$ satisfies (3.6) with the same $f_{n}, g_{n}$, and $w_{t}(n)$ and with $a_{n}=1$ and $\sigma_{n}(t)=\alpha\left(e^{n} x\right) \sigma\left(e^{2 n} t\right)$.

Denote $u_{n}$ the solution of (4.4). Then $u_{n}$ satisfies (4.3) and, in particular, $M^{-1} u_{n}$ form a bounded sequence in $\mathbb{L}_{p, \theta}(\tau)$. Denote $u$ a weak limit of a subsequence of $u_{n}$. As in the proof of Theorem 3.11 of [8] we get that $u \in \mathfrak{H}_{p, \theta}^{0}(\tau)$. Then passing to the limit in (4.4) and observing that $\alpha\left(e^{n} x\right) \rightarrow 1$ for $x>0$, we get that $u$ satisfies (3.1) and estimate (4.3). It follows from Lemma 3.6 that $u \in \mathfrak{H}_{p, \theta}^{2}(\tau)$ and (3.3) holds with $\gamma=1$ and $u_{0}=0$. This finishes the proof of existence.

Proof of Lemma 4.2. The existence and uniqueness of solution $u \in \mathcal{H}_{p}^{1}(\tau)$ of (4.2) is asserted in Theorem 3.2 of [5] or Theorem 5.1 of [8]. Therefore, we only need to prove that $u \in \mathfrak{H}_{p, \theta}^{0}(\tau)$ and that (4.3) holds.

By the definition of the norm in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ and by Remarks 2.4 and 2.7, it is sufficient to show that $M^{-1} u \in \mathbb{L}_{p, \theta}(\tau)$ and

$$
\begin{equation*}
\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p} \leq N\|f\|_{\mathbb{H}_{p, \theta}^{1}(\tau)}^{p}+N\|g\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{p} \tag{4.5}
\end{equation*}
$$

Owing to our choice of $f$ and $g$, from [5] or [8] we know that $u \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$ and, in particular, for almost any $\omega$, the function $u(t, x)$ is infinitely differentiable with respect to $x$ and all its derivatives are continuous in $t$. This implies that (4.2) holds pointwise (a.s.). In addition, by uniqueness the function $u(t, x)$ is odd with respect to $x$, so that, in particular, $u(t, 0)=0$.

Again by choice of $f$ and $g$, the function $u$ satisfies the heat equation $u_{t}=u_{x x}$ for $0<x<2$ with zero initial and zero boundary value for $x=0$. If we set $u(t, x)=0$
for $t<0$, then it satisfies the heat equation for all $t \leq T$ and $0<x<2$. For such functions it is well known (see, for instance, the maximum principle and Theorem 8.4.4 in [4]) that for any integer $n \geq 0$,

$$
\sup _{0<x<1, t \leq T}\left|D^{n} u(t, x)\right| \leq N(n) \sup _{t \leq T}|u(t, 2)| .
$$

Therefore, for $\theta>0$,

$$
E \int_{0}^{\tau} \int_{0}^{1}|u / x|^{p} x^{\theta-1} d x d t \leq N E \sup _{0<x<1, t \leq T}\left|u_{x}\right|^{p} \leq N E \sup _{t \leq \tau}|u(t, 2)|^{p}
$$

In addition, as has been mentioned above, we have $u \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. By embedding theorems (see [5] or [8])

$$
E \sup _{[0, \tau] \times \mathbb{R}_{+}}|u|^{p}<\infty
$$

which proves that, for any $\theta>0$, we have $M^{-1} u \eta \in \mathbb{L}_{p, \theta}(\tau)$ if $\eta=\eta(x)$ is smooth and vanishes for $x \geq 1$. In the same way it is proved that for any integer $n \geq 0$ and $\theta>0$,

$$
\begin{equation*}
E \int_{0}^{\tau} \int_{0}^{1}\left|D^{n} u\right|^{p} x^{\theta-1} d x d t<\infty \tag{4.6}
\end{equation*}
$$

On the other hand, $\left|M^{-1} u\right|^{p} x^{\theta-1} \leq|u|^{p}$ if $x \geq 1$ and $\theta \leq p+1$. Hence, $M^{-1} u \in$ $\mathbb{L}_{p, \theta}(\tau)$ not only for $\theta \in[p-1, p)$ but for all $\theta \in(0, p+1]$.

Next, we claim that, actually, for any $\theta \in(0, p+1]$ and $\gamma \geq 0$, we have

$$
\begin{equation*}
u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau) . \tag{4.7}
\end{equation*}
$$

To prove this claim, let $\zeta \in C^{\infty}(\mathbb{R})$ be such that $\zeta(x)=1$ for $x \leq 1 / 2$ and $\zeta(x)=0$ for $x \geq 1$. We want to apply Theorem 1.10 to prove that $\zeta u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. Notice that we already know that $M^{-1} \zeta u \in \mathbb{L}_{p, \theta}(\tau)$. Also from (4.6) it follows that $M^{n} D^{n}(\zeta u)_{x} \in \mathbb{L}_{p, \theta}$ for any integer $n$. Hence the inclusion $\zeta u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ follows indeed from Theorem 1.10.

To prove the claim it only remains to prove that $v:=(1-\zeta) u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$. Observe that $u \in \mathcal{H}_{p}^{\gamma}(\tau)$ and $v \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. Also, $v$ satisfies

$$
\begin{equation*}
d v=\left(v_{x x}+\bar{f}\right) d t+\left(\alpha \sigma^{k} v_{x}+\bar{g}^{k}\right) d w_{t}^{k} \tag{4.8}
\end{equation*}
$$

where

$$
\bar{f}=(1-\zeta) f_{x}+2 \zeta_{x} u_{x}+\zeta_{x x} u, \quad \bar{g}^{k}=(1-\zeta) g^{k}+\alpha \sigma^{k} \zeta_{x} u
$$

Now, consider the following equation on $\mathbb{R}$ :

$$
\begin{aligned}
d \tilde{u}=( & \left.\tilde{u}_{x x}-2 \tilde{u}_{x} \tanh x+\left(2 \tanh ^{2} x-1\right) \tilde{u}+\bar{f} \cosh x\right) d t \\
& +\left(\alpha \sigma^{k} \tilde{u}_{x}-\alpha \sigma^{k} \tilde{u} \tanh x+\bar{g}^{k} \cosh x\right) d w_{t}^{k}
\end{aligned}
$$

with zero initial condition. Because of compactness of supports of $\bar{f}$ and $\bar{g}$, by already cited results from [5] or [8] there is a unique solution $\tilde{u}$ in class $\mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. Of
course, $\tilde{u} / \cosh x \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. In addition, one can easily check that $\tilde{u} / \cosh x$ satisfies (4.8). By the uniqueness of solutions of (4.8) in class $\mathcal{H}_{p}^{\gamma}(\tau)$, we conclude that $v=\tilde{u} / \cosh x$ and, in particular, $v \cosh x \in \mathcal{H}_{p}^{\gamma}(\tau)$ for any $\gamma$. Now the fact that $v \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ for any $\gamma$ follows easily from the observation that $v=0$ if $x \leq 1$ and $x^{n} / \cosh x$ is bounded.

Next we remember that (4.2) holds pointwise and we apply Itô's formula to $|u(t, x)|^{p} x^{c}$, where $c=\theta+1-p$. We get that, for any $x \in \mathbb{R}_{+}$and $t \leq \tau$, a.s.

$$
\begin{equation*}
\int_{0}^{t} I(s, x) d s+\sum_{k} \int_{0}^{t} p x^{c}|u|^{p-2} u\left(\alpha \sigma^{k} u_{x}-g^{k}\right) d w_{s}^{k}=|u(t, x)|^{p} x^{c} \geq 0 \tag{4.9}
\end{equation*}
$$

where

$$
\begin{gathered}
I:=p x^{\theta-1} G(v)\left(x u_{x x}\right)+p x^{\theta-1} G(v)\left(x f_{x}\right)+b x^{\theta-1} \sum_{k}|v|^{p-2}\left(\alpha \sigma^{k} u_{x}-g^{k}\right)^{2} \\
b:=p(p-1) / 2, \quad v:=u / x, \quad G(r):=|r|^{p-2} r .
\end{gathered}
$$

It follows that for any $x \in \mathbb{R}_{+}$there is a sequence of stopping times $\tau(n) \uparrow \tau$ localizing the stochastic integral in (4.9) so that

$$
\begin{equation*}
E \int_{0}^{\tau(n)} I(s, x) d s \geq 0 \tag{4.10}
\end{equation*}
$$

It turns out that for almost any $x \in \mathbb{R}_{+}$, here one can replace $\tau(n)$ with $\tau$ and integrate with respect to $x$ over $\mathbb{R}_{+}$. To prove this it suffices to prove that

$$
\begin{equation*}
E \int_{0}^{\tau} \int_{\mathbb{R}_{+}}|I(s, x)| d x d s<\infty \tag{4.11}
\end{equation*}
$$

Observe that (4.7) for $\gamma=2$ means that

$$
\begin{equation*}
M^{-1} u, u_{x}, M u_{x x} \in \mathbb{L}_{p, \theta}(\tau) \tag{4.12}
\end{equation*}
$$

which implies (4.11) since by Hölder's inequality

$$
\begin{gathered}
E \int_{0}^{\tau} \int_{0}^{\infty}|G(v)|\left|x u_{x x}\right| x^{\theta-1} d x d t \\
=E \int_{0}^{\tau} \int_{0}^{\infty}|u(t, x) / x|^{p-1}\left|x u_{x x}(t, x)\right| x^{\theta-1} d x d t \\
\leq\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p-1}| | M u_{x x} \|_{\mathbb{L}_{p, \theta}(\tau)} \\
E \int_{0}^{\tau} \int_{0}^{\infty}|G(v)|\left|x f_{x}\right| x^{\theta-1} d x d t \leq\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p-1}\left\|M f_{x}\right\|_{\mathbb{L}_{p, \theta}(\tau)} \\
E \int_{0}^{\tau} \int_{0}^{\infty}|v|^{p-2}\left|u_{x}\right|^{2} x^{\theta-1} d x d t \leq\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(T)}^{p-2}\left\|u_{x}\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{2} \\
E \int_{0}^{\tau} \int_{0}^{\infty}|v|^{p-2}|g|_{l_{2}}^{2} x^{\theta-1} d x d t \leq\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p-2} \mid g g \|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{2}
\end{gathered}
$$

Having thus proved (4.11), from (4.10) we conclude

$$
\begin{equation*}
E \int_{0}^{\tau} \int_{\mathbb{R}_{+}} I(s, x) d x d s \geq 0 \tag{4.13}
\end{equation*}
$$

While estimating the integral with respect to $x$ in (4.13) we integrate by parts after noticing that (4.12) also implies that

$$
E \int_{0}^{\tau} \int_{0}^{\infty}\left|G(u) \| u_{x}\right| x^{\theta-1} d x d t<\infty
$$

By Lemma 4.1 for almost all $(\omega, t) \in(0, \tau \rrbracket$ we get

$$
\begin{gathered}
p \int_{0}^{\infty} x^{\theta-1} G(v)\left(x u_{x x}\right) d x=p \int_{0}^{\infty} x^{c} G(u) u_{x x} d x \\
=-p(p-1) \int_{0}^{\infty}|u|^{p-2}\left|u_{x}\right|^{2} x^{c} d x-c \int_{0}^{\infty} x^{c-1}\left(|u|^{p}\right)_{x} d x \\
=-p(p-1) \int_{0}^{\infty}|u|^{p-2}\left|u_{x}\right|^{2} x^{c} d x+c(c-1) \int_{0}^{\infty}\left|M^{-1} u\right|^{p} x^{\theta-1} d x .
\end{gathered}
$$

Furthermore,

$$
\begin{gathered}
\left|\int_{0}^{\infty} x^{\theta-1} G(v)\left(x f_{x}\right) d x\right| \leq\|v\|_{L_{p, \theta}}^{p-1}\left\|M f_{x}\right\|_{L_{p, \theta}} \\
\quad \leq \varepsilon\left\|M^{-1} u\right\|_{L_{p, \theta}}^{p}+N(\varepsilon, p)\|f\|_{H_{p, \theta}^{1}}^{p},
\end{gathered}
$$

where $\varepsilon>0$ is arbitrary. Finally, while estimating the terms in (4.13) which came from stochastic integrals we also use

$$
\left(\alpha \sigma^{k} u_{x}-g^{k}\right)^{2} \leq(1+\varepsilon)\left|\sigma^{k}\right|^{2}\left|u_{x}\right|^{2}+\left(1+\varepsilon^{-1}\right)\left|g^{k}\right|^{2}
$$

Then from (4.13) we conclude that for any $\varepsilon>0$,

$$
\begin{align*}
& p(p-1) E \int_{0}^{\tau} \int_{0}^{\infty}\left[(1+\varepsilon)|\sigma|_{l_{2}}^{2} / 2-1\right]|u|^{p-2}\left|u_{x}\right|^{2} x^{c} d x d t \\
& +[(\theta+1-p)(\theta-p)+\varepsilon] E \int_{0}^{\tau} \int_{0}^{\infty}\left|M^{-1} u\right|^{p} x^{\theta-1} d x d t \\
& \quad+N(\varepsilon, p)\left(\left\|\left.f\right|_{\mathbb{H}_{p, \theta}^{1}(\tau)} ^{p}+\right\| g \|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{p}\right) d x d t \geq 0 . \tag{4.14}
\end{align*}
$$

Now comes the only place where we need $\theta \in[p-1, p)$. This condition implies that $(\theta+1-p)(\theta-p) \leq 0$. Also $|\sigma|_{l_{2}}^{2} \leq 2-\delta$. By using (2.13) we conclude that the first term in (4.14) is strong enough if $\varepsilon$ is small and (4.14) implies (4.5). This brings the proof of Lemma 4.2 to an end.
4.2. Case $\boldsymbol{p} \geq 2$ and $\boldsymbol{\theta} \in(\mathbf{0}, \boldsymbol{p})$. Uniqueness. Suppose that $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ is a solution of

$$
\begin{equation*}
d u=u_{x x} d t+\sigma^{k} u_{x} d w_{t}^{k} \tag{4.15}
\end{equation*}
$$

with zero initial condition. By Lemma 3.6 it follows that $u \in \mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ for all $\gamma$ and also $u \zeta \in \mathcal{H}_{p}^{\gamma}(\tau)$ for all $\zeta \in C_{0}^{\infty}\left(\mathbb{R}_{+}\right)$. Hence we again have (4.12) and the equation is satisfied pointwise. For $\theta \in[p-1, p)$, this makes it possible to estimate the norm $\|u\|_{\mathfrak{H}_{p, \theta}^{0}(\tau)}$ using the same computations as in Lemma 4.2. Since now $f=g_{k}=0$, the result is $\|u\|_{\mathfrak{H}_{p, \theta}^{1}(\tau)}=0$.

Next notice that, for any $\theta \in(0, p)$, there exists $\theta_{1} \in(p-1, p)$ such that $\theta<$ $\theta_{1}<\theta+p$. Also as above, for any $\gamma$ any solution of (4.15) in $\mathfrak{H}_{p, \theta}^{\gamma}(\tau)$ with zero initial condition also belongs to $\mathfrak{H}_{p, \theta}^{1}(\tau)$. Hence, the following result implies the uniqueness for general $\theta \in(0, p)$.

Lemma 4.3. Let $\gamma, \theta_{1}$, and $p$ be such that the first two assertions of Theorem 3.2 hold for $u_{0} \equiv 0$, any stopping time $\tau$, and these $\gamma, \theta_{1}$, and $p$ (for instance, $\gamma=1$, $\theta_{1} \in[p-1, p)$, and $\left.p \geq 2\right)$. Let $q \geq p, \theta \neq 0$, and $\theta \neq q$ satisfy $\theta / q<\theta_{1} / p \leq \theta / q+1$. Let $\tau$ be a stopping time and $u \in \mathfrak{H}_{q, \theta, 0}^{1}(\tau)$ satisfy (3.1) with some $f \in \mathbb{L}_{p, \theta_{1}}(\tau)$ and $g \in \mathbb{L}_{p, \theta_{1}}\left(\tau, l_{2}\right)$. Then $u \in \mathfrak{H}_{p, \theta_{1}, 0}^{1}(\tau)$.

Proof. By Remark 3.8 we may assume that $\gamma=0$. Let $v$ be the unique solution of (3.1) in $\mathfrak{H}_{p, \theta, 0}^{1}(\tau)$ with given $f$ and $g$. To prove the lemma we prove that $u=v$.

Let $\kappa$ be an infinitely differentiable function such that $\kappa(x)=1$ for $|x| \leq 1$ and $\kappa(x)=0$ for $|x| \geq 2$. Define $\kappa_{n}=\kappa(x / n)$.

First we prove that for any $n$,

$$
\begin{equation*}
u \kappa_{n} \in \mathfrak{H}_{p, \theta_{1}, 0}^{1}(\tau) . \tag{4.16}
\end{equation*}
$$

To this end observe that

$$
\begin{gather*}
E \int_{0}^{\tau} \int_{0}^{\infty}\left|\left(u \kappa_{n}\right)_{x}\right|^{p} x^{\theta_{1}-1} d x d t \leq 2^{p-1} E \int_{0}^{\tau} \int_{0}^{\infty}\left|u_{x} \kappa_{n}\right|^{p} x^{\theta_{1}-1} d x d t \\
+2^{p-1} E \int_{0}^{\tau} \int_{0}^{\infty}\left|u \kappa_{n x}\right|^{p} x^{\theta_{1}-1} d x d t \tag{4.17}
\end{gather*}
$$

where by Hölder's inequality the first term on the right is less than a constant times

$$
\begin{gathered}
E \int_{0}^{\tau} \int_{0}^{2 n}\left|u_{x} x^{(\theta-1) / q}\right|^{p} x^{\theta_{1}-1-(\theta-1) p / q} d x d t \\
\leq\left(E \int_{0}^{\tau} \int_{0}^{2 n}\left|u_{x}\right|^{q} x^{\theta-1} d x d t\right)^{p / q} T^{1-p / q}\left(\int_{0}^{2 n} x^{c} d x\right)^{1-p / q}
\end{gathered}
$$

with

$$
c=\left[\theta_{1}-1-(\theta-1) p / q\right] q /(q-p)=\frac{q p}{(q-p)}\left(\frac{\theta_{1}}{p}-\frac{\theta}{q}\right)-1
$$

Since $c>-1$, the first term on the right in (4.17) is finite. One can similarly treat the second term after noticing that $\left|u \kappa_{n x}\right| \leq N|u / x|$ and $u / x \in \mathbb{L}_{q, \theta}(\tau)$. The same argument yields $u \kappa_{n} / x \in \mathbb{L}_{p, \theta_{1}}(\tau)$ and this proves (4.16).

Now, let $\bar{u}=u-v$. By what we have just proved, $\bar{u} \kappa_{n}$ belongs to $\mathfrak{H}_{p, \theta_{1}, 0}^{1}(\tau)$. Also $\bar{u} \kappa_{n}$ satisfies the following equation similar to (3.7)

$$
d\left(\bar{u} \kappa_{n}\right)=\left(a\left(\bar{u} \kappa_{n}\right)_{x x}+\bar{f}_{n x}\right) d t+\left(\sigma^{k}\left(\bar{u} \kappa_{n}\right)_{x}+\bar{g}_{n}^{k}\right) d w_{t}^{k}
$$

where

$$
\begin{aligned}
& \bar{f}_{n}(t, x)=a(t) \int_{x}^{\infty}\left[2 \kappa_{n x}(y) \bar{u}_{x}(t, y)+\kappa_{n x x}(y) \bar{u}(t, y)\right] d y \\
& =-2 a \kappa_{n x} \bar{u}+(M D)^{-1}\left(M a \kappa_{n x x} \bar{u}\right), \quad \bar{g}^{k}=-\sigma^{k} \kappa_{n x} \bar{u}
\end{aligned}
$$

Hence, by our assumptions and Remark 1.5

$$
\begin{equation*}
\left\|\bar{u} \kappa_{n}\right\|_{\mathfrak{H}_{p, \theta_{1}}^{1}(\tau)} \leq N| | \kappa_{n x} \bar{u}\left\|_{\mathbb{L}_{p, \theta_{1}}(\tau)}+N| | M \kappa_{n x x} \bar{u}\right\|_{\mathbb{L}_{p, \theta_{1}}(\tau)} . \tag{4.18}
\end{equation*}
$$

Here, for instance, $\left(\kappa_{n x} \leq N / n\right)$

$$
\begin{gathered}
\left\|\kappa_{n x} \bar{u}\right\|_{\mathbb{L}_{p, \theta_{1}}(\tau)}^{p} \leq N n^{-p} E \int_{0}^{\tau} \int_{n}^{2 n}|\bar{u}|^{p} x^{\theta_{1}-1} d x d t \\
\leq N E \int_{0}^{\tau} \int_{n}^{2 n}|v / x|^{p} x^{\theta_{1}-1} d x d t+N n^{\theta_{1}-p-1} E \int_{0}^{\tau} \int_{n}^{2 n}|u|^{p} d x d t
\end{gathered}
$$

The first term on the right tends to zero as $n \rightarrow \infty$ since $v / x \in \mathbb{H}_{p, \theta_{1}}^{0}(\tau)$. To prove the same for the second term use Hölder's inequality to get that it is less than

$$
\begin{align*}
& N T^{1-p / q} n^{\theta_{1}-p-p / q}\left(E \int_{0}^{\tau} \int_{n}^{2 n}|u|^{q} d x d t\right)^{p / q} \\
& \quad \leq N n^{c}\left(E \int_{0}^{\tau} \int_{n}^{2 n}|u|^{q} x^{\theta-1} d x d t\right)^{p / q} \tag{4.19}
\end{align*}
$$

where $c=\theta_{1}-p-p / q-(\theta-1) p / q \leq 0$ by virtue of $\theta_{1} / p \leq 1+\theta / q$. Theorem 2.11 implies that the right-hand side of (4.19) tends to zero as $n \rightarrow \infty$.

In the same way using the fact that $\left|M \kappa_{n x x}\right| \leq N / n$ we get that the second term on the right in (4.18) tends to zero as well. Thus (use Theorem 2.11)

$$
\begin{gathered}
E \sup _{t \leq \tau} \int_{0}^{\infty}|\bar{u}(t, x)|^{p} x^{\theta_{1}-1} d x d t \leq \liminf _{n \rightarrow \infty} E \sup _{t \leq \tau}\left\|\bar{u}(t, \cdot) \kappa_{n}\right\|_{H_{p, \theta_{1}}^{0}}^{p} \\
\leq N \liminf _{n \rightarrow \infty}\left\|\bar{u} \kappa_{n}\right\|_{\mathfrak{H}_{p, \theta_{1}}^{1}(\tau)}^{p}=0
\end{gathered}
$$

The lemma is proved.
4.3. Case $\sigma \equiv \mathbf{0}$ and $\boldsymbol{p} \geq \mathbf{2}$. Uniqueness follows directly from section 4.2. To prove existence notice that as has been emphasized in section 4.1 the only place where we used $\theta \in[p-1, p)$ is right after (4.14). But in our present situation $\sigma \equiv 0$ and from (4.14) and (2.13) we conclude that

$$
\begin{gather*}
{\left[p^{-1}(p-1)(p-\theta)^{2}+(\theta+1-p)(p-\theta)+\varepsilon\right]\left\|M^{-1} u\right\|_{\mathbb{L}_{p, \theta}(\tau)}^{p}} \\
\leq N(\varepsilon, p)\left(\|f\|_{\mathbb{H}_{p, \theta}^{1}}^{p}+\|g\|_{\mathbb{L}_{p, \theta}\left(\tau, l_{2}\right)}^{p}\right) \tag{4.20}
\end{gather*}
$$

Observe that the condition $0<\theta<p$ is equivalent to $p^{-1}(p-1)(p-\theta)^{2}+(\theta+1-$ $p)(p-\theta)>0$. Therefore, for $\varepsilon$ small enough we again get (4.5). This takes care of the existence.
4.4. Case $\boldsymbol{\sigma} \equiv \mathbf{0}$ and $\boldsymbol{g} \equiv \mathbf{0}$. Actually, this is the case of the heat equation without any stochastic terms. In this case Lemma 3.6 is available for any $p>1$ and as in section 4.1, to prove existence, it suffices to prove (4.5) for $f$ as in section 4.1. This time we get (4.20) with $\varepsilon=0$ even for $1<p<2$, which is proved by the same approximating argument as in the proof of Theorem 2.13 right after (2.15). Hence, we have existence.

The uniqueness is proved as in the beginning of section 4.2 observing that this time we do not need condition $\theta \in[p-1, p)$ to be satisfied and yet have (4.20).

This finishes the proof of Lemma 3.5.

## REFERENCES

[1] N. V. Krylov, A $W_{2}^{n}$-theory of the Dirichlet problem for SPDE in general smooth domains, Probab. Theory Related Fields, 98 (1994), pp. 389-421.
[2] N. V. Krylov, A generalization of the Littlewood-Paley inequality and some other results related to stochastic partial differential equations, Ulam Quart., 2 (1994), pp. 16-26.
[3] N. V. Krylov, Introduction to the Theory of Diffusion Processes, AMS, Providence, RI, 1995.
[4] N. V. Krylov, Lectures on Elliptic and Parabolic Equations in Hölder Spaces, AMS, Providence, RI, 1996.
[5] N. V. Krylov, On $L_{p}$-theory of stochastic partial differential equations in the whole space, SIAM J. Math. Anal., 27 (1996), pp. 313-340.
[6] N. V. Krylov, On SPDEs and superdiffusions, Ann. Probab., 25 (1997), pp. 1789-1809.
[7] N. V. Krylov, One-dimensional SPDEs with constant coefficients on the positive half axis, in Proceedings of Steklov Mathematical Institute Seminar, Statistics and Control of Stochastic Processes, The Liptser Festschrift, Yu. Kabanov, B. Rozovskii, A. Shiryaev, eds., World Scientific, River Edge, NJ, 1997, pp. 243-251.
[8] N. V. Krylov, An analytic approach to SPDEs, in Stochastic Partial Differential Equations. Six Perspectives, Mathematical Surveys and Monographs, AMS, Providence, RI, to appear.
[9] O. A. Ladyzhenskaya, V. A. Solonnikov, and N. N. Ural'tceva, Linear and Quasi-Linear Parabolic Equations, Nauka, Moscow, 1967 (in Russian); AMS, Providence, RI, 1968 (in English).
[10] S. LAPIC, On the first initial-boundary problem for SPDEs on domains with limited smoothness at the boundary, Potential Anal., submitted.
[11] B. L. Rozovskir, Stochastic Evolution Systems, Kluwer, Dordrecht, 1990.
[12] E. Stein, Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Integrals, Princeton University Press, Princeton, NJ, 1993.
[13] H. Triebel, Theory of Function Spaces II, Birkhäuser-Verlag, Basel, Boston, Berlin, 1992.


[^0]:    *Received by the editors September 8, 1997; accepted for publication (in revised form) March 20, 1998; published electronically November 23, 1998.
    http://www.siam.org/journals/sima/30-2/32690.html
    ${ }^{\dagger} 127$ Vincent Hall, University of Minnesota, Minneapolis, MN 55455 (krylov@math.umn.edu). The work of this author was partially supported by NSF grant DMS-9625483.
    ${ }^{\ddagger}$ Department of Mathematics, M.I.T., Room 2-247, 77 Massachusetts Avenue, Cambridge, MA 02139-4307 (lototsky@math.mit.edu). The work of this author was partially supported by the NSF through the Institute for Mathematics and Its Applications.

