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ABSTRACT

In recent years we have witnessed tremendous progress in our understanding of
unimolecular reactions on a fully state-resolved level. Here we describe recent
state-resolved experimental studies of resonances in unimolecular reactions, fo-
cusing on the transition from isolated to overlapping resonances. Depending on
the well depth and extent of intramolecular vibrational energy redistribution, the
resonances can exhibit properties ranging from mode- and state-selective to sta-
tistical behavior. In the statistical limit the resonances are usually overlapped,
and interference effects may become prominent. We use recent studies of HCO,
HFCO, and CH3O to examine the transition from mode-selective to statistical
behavior in the isolated regime. Experimental and theoretical studies of NO2,
including photofragment yield spectra, fully resolved NO quantum state distribu-
tions, and decomposition rates are used to examine unimolecular decomposition
in the regime of overlapping resonances.

INTRODUCTION

Resonances are important features of many fields in chemistry and physics,
including nuclear reactions (1, 2), electron-atom and electron-molecule scat-
tering (3, 4a–d), photoionization (3–5), molecular photodissociation (6, 7), and
atom-molecule or bimolecule scattering (3, 8a,b). In nuclear physics, for ex-
ample, the role of resonances in the decomposition of a compound nucleus has
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long been recognized (1, 2, 9). In the 1960s, Ericson (10a,b) predicted that
interferences resulting from overlap between resonances would cause spectra
obtained for different final states to fluctuate with respect to line positions,
shapes, and intensities. These predictions were later verified experimentally
and the phenomenon is now known as Ericson fluctuations (10a,b).

Work on resonances and interference in their couplings to continua later in-
spired Mies & Krauss to apply the resonant scattering approach to unimolecular
decomposition rates (11). They demonstrated that upon averaging over thermal
initial conditions (typical of early activation experiments), interference effects
were washed out and the averaged rates agreed with thermal rates obtained from
statistical theories (11). Recently, it has become possible to extend the state-
to-state experimental methods used to characterize direct photodissociation to
study reactions proceeding via complex intermediates with deep potential wells.
As the well depth increases, so does the importance of intramolecular vibra-
tional energy redistribution (IVR) and overlapping resonances, until the fully
ergodic limit best described by statistical theories is reached. However, at a
quantum dynamical level, these chaotic systems are described by distinct reso-
nances that undergo interference and exhibit fluctuations. The fluctuations arise
from the evolution of wave functions representing random but specific nuclear
motions directing them toward the transition state (TS) and on to final products.

Quantum state–resolved experiments have provided insights into the connec-
tion between resonance scattering and statistical behavior, and it is the purpose
of this review to examine recent advances in this area. Excellent reviews of the-
oretical studies of this subject have recently appeared (12a–c), and therefore we
limit ourselves to experimental investigations. We have chosen systems that
highlight the decomposition of molecules exhibiting (a) isolated resonances
that can be assigned normal or local mode (i.e. zero-order) labels (e.g. HCO),
(b) isolated resonances with increasing degree of IVR up to the chaotic limit
(e.g. HFCO, CH3O), and (c) overlapping resonances in the chaotic regime
(e.g. NO2). Our goal is not to provide an exhaustive review; rather, the choice
of molecules is dictated by the wish to best illustrate specific themes of this
review and to avoid systems that have been recently reviewed. The reader is
encouraged to peruse reviews and original articles describing the detailed and in-
sightful state-to-state studies of the unimolecular decomposition of molecules
such as H2CO (13a–21), NCNO (22–27), H2O2 (28–37), HN3 (38–41), and
CH2CO (13a,b, 42–49) that created much of the foundation needed for the
understanding of the issues discussed here.

In the absence of additional line-broadening mechanisms, the spectrum of an
isolated resonance (or discrete state embedded in and coupled to a dissociation
continuum) shows a Lorentzian line shape of width0 = (2πcτ )−1, whereτ is
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the resonance lifetime. The resonances are isolated if the average energy width
0 is much smaller than the inverse level densityρ−1, i.e. 0ρ � 1. We also
consider isolated neighboring resonances that overlap but are coupled to differ-
ent and noninteracting continua (50). An isolated resonance is characterized
by (a) its energy,ER, which reflects the inner or bound region of the potential
energy surface (PES); (b) its width,0R, which uniquely specifies the resonance
lifetime and is determined by the coupling strength to the continuum; and (c)
the quantum state distributions of the product(s), which reflect scattering from
the resonance to the product states via the TS. Each resonance has a unique
width and is associated with a unique final state distribution; however, when
discussing the discrete states that are coupled to the continuum, it is common
to refer to the extent of IVR that controls mode-specific vs statistical behavior
(51, 52). For mode-specific behavior, the resonances can be assigned unique
quantum numbers by using a zero-order Hamiltonian and basis set (51), and the
resonance widths and final state distributions show a systematic dependence
on these labels. In contrast, the statistical case embodies random rather than
systematic dependences (52), since resonance assignments are possible only in
terms of rigorously conserved labels, i.e. total angular momentum (J), parity,
and rovibronic symmetry. As examples of isolated resonances in unimolecular
reactions, we describe recent state-resolved studies of HCO, HFCO, and CH3O
that cover the range from negligible to significant IVR.

The resonance widths are typically determined from total or partial absorp-
tion spectra [the so-called photofragment yield (PHOFRY), photofragment
excitation (PHOFEX), or action spectra]. In this method (13a,b, 26a,b, 53),
molecules are optically excited to energies in excess of the dissociation thresh-
old, and nascent fragments are then detected state selectively. The final state-
selected spectra reflect probabilities both for absorption and dissociation into
the monitored fragment state (6). For an isolated resonance, the partial and total
absorption spectra show identical Lorentzian line shapes (6). The peak intensity
in each partial spectrum reflects the branching ratio for that product state, i.e.

σ(E, f ) = σtot(E)
0f

0
. 1.

In Equation 1 the total decay width0 is the sum of partial widths0f for each
product statef:

0 =
∑

f

0f . 2.

Note that for an isolated resonance in the weak coupling limit the final state
distribution is constant across the absorption line (6).

In contrast, when neighboring resonances overlap and couple to a common
continuum, interference can modify line positions, shapes, and widths, giving
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Figure 1 Photofragment yield (PHOFRY) spectrum of jet-cooled FNO in the region of the
S1(10ν3) ← S1(000) transition. The dots represent the experimentally determined yield of a
specific NO quantum state,v = 1 andJ = 41.5, as a function of photolysis laser frequency. The
solid line is the sum of individual fits of each feature to a Fano line shape function.

rise to asymmetric line shapes commonly known as Fano profiles (54). For
an illustrative example, consider the case of a single resonance embedded in a
continuum in which interference arises as a result of simultaneous excitation of
the resonance and continuum, as recently observed in the photodissociation
of FNO (55, 56). Figure 1 shows a S1 ← S0 state-specific PHOFRY spectrum
of jet-cooled FNO; note the marked asymmetry of several of the absorption fea-
tures. Although in this case the resonances overlap, they interact only weakly,
and the spectrum can be simulated by a simple (incoherent) superposition of
five Fano line shape functions (4b, 54–61), each characterized by an asymmetry
parameter,q. Note thatq is signed, and a feature appears asymmetric whenq
is near, but not equal to, zero. For largeq (≥ 10) a feature appears Lorentzian.

The source of the asymmetric line shapes observed in Figure 1 is revealed by
time-dependent calculations on a two-dimensional PES (fixed6 FNO), which
show that optical excitation accesses the region near a small barrier to dissocia-
tion on the S1 surface, which has a shallow well (58a,b). Following excitation,
the initial wave packet splits into two parts: One is temporarily trapped in the
well, while the other exits directly on the repulsive side of the barrier. It is the
interference between these direct and indirect paths that leads to asymmetric
line shapes in the frequency domain. Such interference can produce a marked
final state dependence of the resonance line shapes. For FNO the resonance
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line shapes change very little for differentJ levels within the same vibrational
level (57). However, marked changes are observed for levels of the sameJ in
different vibrational manifolds (Figure 2). Here the resonance width is similar
in the two spectra displayed in each panel, but theq parameter reverses sign, al-
though it is of similar magnitude. The final state dependence of the line shapes
is also seen in dynamical calculations (59, 60).

Figures 1 and 2 show that interference between individual resonances and
continua can produce both non-Lorentzian line shapes and a marked final state
dependence of the line shape in PHOFRY spectra. In this example the reso-
nances overlap but interact only weakly. Consider now the case of interacting
overlapping resonances, i.e. overlapping resonances coupled to the same con-
tinuum (50). If the final states are uncorrelated, each may derive from a different
combination of resonance amplitudes and phases, giving rise to different in-
terference patterns. Thus, the PHOFRY spectra for different final states may
show markedly different line positions, shapes, and widths, as indeed has been
recently observed in state-specific PHOFRY spectra of NO2 (62–67) (Figure 3).
Asymmetric line shapes that result from interference among overlapping res-
onances were first observed by Moore and coworkers in Stark level-crossing
spectra of D2CO (13b). Here, we focus primarily on recent experimental and
theoretical studies of NO2 above dissociation threshold (D0) that aid in under-
standing unimolecular decomposition in the regime of overlapping resonances.

Figure 2 Photofragment yield (PHOFRY) spectrum of jet-cooled FNO in the region of the S1(200)
← S1(000) transition. The two panels show spectra obtained for specific NO quantum states with
the same total angular momentum (J = 26.5 or 29.5) but different quanta of vibrational excitation
(v = 2 vsv = 1). Note the marked change in the resonance line shape between the two spectra in
each panel.
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Figure 3 Representative NO2 infrared (IR)-visible PHOFRY spectra at an excess energyE† =
2000–2500 cm−1 that were obtained by monitoring NO levels with the same quanta of vibrational
excitation but (a) of significantly differentJ and (b) of similar J. Note the marked change in peak
intensities, shapes, and widths between the two spectra in each panel.

EXPERIMENTAL METHODOLOGIES

State-resolved studies require both reactant and product quantum state selec-
tion. The latter is readily achieved for selected fragments via laser-induced
fluorescence (LIF) or resonance-enhanced multiphoton ionization (REMPI)
detection, e.g. complete quantum state specification is possible for a diatom
such as NO (68, 69). For preparation of reactants in specific quantum states
with total energy in excess of reaction threshold, the combination of expansion
or jet-cooling (70), which in principle allows the selection of a single (i.e. the
energetically lowest) state of the unexcited reactant, and double-resonance ex-
citation via methods such as stimulated emission pumping (SEP) (71–75) and
infrared (IR)-visible double resonance (36, 37, 62, 64, 65a,b, 76, 77) (Figure 4)
is particularly powerful. For example, our studies of NO2 (62, 64, 65a,b) feature
a combination of jet-cooling and double-resonance IR-visible excitation (Fig-
ure 4b), in which specific rotational states in the (101← 000) band are excited
with tunable IR radiation from a LiNbO3 optical parametric oscillator (OPO),
and the vibrationally excited molecules are further excited with a tunable laser
to energies aboveD0.

As evident from the studies reviewed here, SEP is a powerful tool for the
study of high-lying vibrational states of polyatomic molecules (71–75). In the
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traditional implementation, fluorescence dip–detected SEP (FD-SEP) (71–75)
“dump” transitions are detected as depletions in the spontaneous fluorescence
from the “pump” laser-prepared excited state. Recently, background-free SEP
variants based on resonant four-wave mixing (RFWM) have been developed
(78–82). The RFWM-SEP methods typically feature nonlinear scaling in both
sample number density and the optical cross sections of the pump and dump
transitions and are less general than FD-SEP (81, 82). However, the RFWM-
SEP methods are less susceptible to saturation broadening and thus provide
more accurate line width measurements (81, 82). Other new experimental tech-
niques for obtaining total absorption or absorption-like spectra of dissociative
molecular states include fluorescence dip–detected optical-optical double reso-
nance (83, 84); variants of the RFWM technique, such as degenerate four-wave
mixing (85–87) and laser-induced grating (88–90) spectroscopies; and cav-
ity ring-down spectroscopy (91). At present only a few applications of these
methods to the spectroscopy of dissociative states have been reported (83–89);

Figure 4 Schematic illustration of the state-selected unimolecular reaction of a triatomic molecule
initiated via double-resonance optical excitation with (a) stimulated emission pumping (SEP) and
(b) IR-visible double resonance. Following reaction, the quantum state distribution of the diatomic
fragment is interrogated via LIF.
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however, these techniques and their variants will surely profoundly impact the
study of resonances in photofragmentation.

In the case of double-resonance excitation, PHOFRY or product-detected
stimulated emission (PDSE) spectra are obtained by scanning the photolysis
(dump in PDSE) wavelength for fixed preexcitation (pump) and probe wave-
lengths (62, 64, 65a,b, 92). In our studies of NO2, such spectra are used to
deduce information on thermal averaging through comparisons with spectra
obtained via one-photon excitation under similar experimental conditions (63–
65b). Although PHOFRY or PDSE spectra inherently contain information on
the quantum state distribution of the fragments, these distributions are usu-
ally obtained by fixing the excitation wavelength(s) and scanning the probe
laser to detect products in specific quantum states (e.g. vibrational, rotational,
spin-orbit,3-doublet). Quantum state populations can be extracted from the
experimental intensities via knowledge of the relevant Franck-Condon and
Hönl-London factors, accounting for fragment alignment (µ − J correlation)
in the case of fast reactions (93).

ISOLATED RESONANCES IN UNIMOLECULAR
REACTIONS: FROM MODE-SPECIFIC
TO STATISTICAL BEHAVIOR

The unimolecular reactions of HCO, HFCO, and CH3O provide excellent op-
portunities to examine unimolecular decomposition in the regime of isolated
resonances. Their dissociative ground PESs feature small threshold energies for
reaction (∼ 20–50 kcal/mol), and the level density in the region near and above
the reaction barrier is thus sparse, which calls into question the applicability of
statistical theories such as the Rice-Ramsperger-Kassel-Marcus (RRKM) the-
ory to their reactions. Experimentally, the use of SEP (Figure 4) and its variants
has allowed the study of levels below as well as above the reaction barrier in
all three systems.

HCO: Isolated Resonances with Specific Normal (Local)
Mode Labels
Numerous experimental studies have probed the ground PES of the HCO rad-
ical (81, 82, 94–110). Owing to pronounced Franck-Condon activity in the
carbonyl stretching and bending modes, single vibronic level–dispersed fluores-
cence (SVLDF) and SEP spectra obtained following excitation in theB̃ ← X̃
system have provided the most global characterization (81, 82, 103, 106–110).
High-resolution SEP measurements have been made by several groups (81, 82,
107–110). Field and coworkers examined the energies and widths of 16 bound
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and resonance states in the range 3,700–12,000 cm−1 above theX̃ state vibra-
tionless level (107), while Houston and coworkers probed 8 resonances in the
range 10,800–15,920 cm−1 and also reported nascent CO quantum state distri-
butions (108–110). Most recently, Rohlfing and coworkers used both FD- and
RFWM-SEP to characterize the energies and widths of 73 bound and resonance
states (81, 82).

The unimolecular reaction of HCO is a clear, illustrative example of mode-
and state-selective decomposition, particularly the striking dependence of the
resonance widths on the normal mode quantum numbers (ν1, ν2, ν3) (81, 82,
107–110). The narrowest widths, and thus longest lifetimes, are found for the
pure carbonyl stretching states (0,ν2, 0), which display distinctly nonmonotonic
changes as a function of energy and are still rather narrow even at high energies
(Figure 5) (82). The addition of bending excitation to these levels, i.e. excitation
of the states (0,ν2, ν3), changes the width little at lowν2 but increases the
width at highν2 (82). Plots of resonance width versusν2 display pronounced
structure in all observed progressions (82). The broadest resonances found
contain excitation in the reaction coordinate (C-H stretch) (82).

The nascent quantum state distributions of the CO fragment also exhibit
remarkable mode and state specificity (109, 110). The CO rotational state
distributions are nonstatistical and highly structured, and their overall shapes
are qualitatively similar to those observed in other CO elimination reactions with
pronounced exit-channel barriers (111–113). The structure displays a marked
dependence on both the vibrational (ν1, ν2, ν3) and rotational quantum numbers
(N, Ka , Kc) of the resonance state. In addition, the nascent CO vibrational state
distributions are consistently inverted (110).

These studies provide detailed experimental data bases that can now be com-
pared with state-of-the-art calculations, as evidenced by the extensive theo-
retical activity aimed at determining the resonance energies, widths, and CO
quantum state distributions (114–129). Detailed comparisons between experi-
ment and theory for the HCO system can be found elsewhere (12c, 82, 110, 128)
and will not be described in detail; however, we note that both time-independent
(114–125, 129) and time-dependent (126, 127) quantum mechanical calcula-
tions on ab initio PESs (114, 128) show trends in the resonance line widths
that are consistent with the experimental findings. Structured CO rotational
and inverted CO vibrational distributions have also been predicted by theory
(127). These successes depend to a large extent on the accuracy of the PESs,
and underscore the necessity of detailed knowledge of the PES in modeling
mode- and state-specific decomposition.

Similar studies of the formyl isotopomer DCO have recently begun (130,
131). Rohlfing and coworkers obtained the energies of 112 bound and resonance
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Figure 5 SEP spectra of a series of pure carbonyl stretching states (0,ν2, 0) of HCO. In each
spectrum the dump transition terminates on a single rotational state, 101, and the peak heights in
each spectrum are normalized to the same value. The dots represent the experimental data; the
solid lines are fits to single Lorentzian functions. The (0, 6, 0), (0, 7, 0), and (0, 8, 0) spectra were
obtained using RFWM-SEP; all others via FD-SEP. (Reprinted from Reference 82, with permission
of the authors.)

states of DCO (̃X ) from SVLDF spectra (130). A complex polyad structure
was observed because of near resonances among the vibrational mode frequen-
cies (i.e.ν1 ' ν2 ' 2ν3); however, zeroth-order vibrational assignments were
successfully made for 99 of the observed levels. High-resolution SEP measure-
ments will supply detailed information on the resonance energies and widths
(131) for comparisons with the detailed theoretical studies recently reported
(12c, 125, 132).

HFCO: Isolated Resonances in a Regime of Restricted IVR
In their studies of HFCO (92, 113, 133–137), Moore and coworkers reported
the first use of SEP to initiate unimolecular decomposition. Franck-Condon
activity in the carbonyl stretching and out-of-plane bending modes in the
S1 ↔ S0 electronic transition allows access via SEP to isolated metastable
levels well above the ground state dissociation barrier (∼ 17,200 cm−1) to
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HF + CO products. Strong mode specificity is observed in IVR in the dis-
sociative region; in particular, high overtone levels of the out-of-plane bending
mode display remarkable stability against IVR (136). This system is thus in-
termediate between HCO, where unique zeroth-order assignments are possible
for almost all observed resonances, and CH3O, where extensive IVR prohibits
such assignments.

While the coupling of a discrete state to a dissociative continuum necessarily
broadens the discrete absorption line, it may be impossible in a weak coupling
regime such as the tunneling regime in HFCO and CH3O (see below) to de-
convolve the homogenous line width from other broadening mechanisms (laser
bandwidth, Doppler broadening, etc). To circumvent this difficulty, Moore
and coworkers used a triple-resonance pump-dump-probe scheme to determine
lifetimes of isolated rovibrational levels 14,563–17,319 cm−1 above the vibra-
tionless level (137). Striking mode and state specificity was observed on the
basis of rotational level and vibrational symmetry. For a given vibrational level,
increasing theJ andK quantum numbers from 0 and 0 to 4 and 2, respectively,
increased the reaction rate by up to two orders of magnitude! This remark-
able behavior was explained as arising from Coriolis-induced coupling of the
optically active level, itself only weakly coupled to the reaction coordinate, to
levels containing significant excitation in that coordinate. These studies also
produced the first observation of symmetry-induced mode specificity, an effect
predicted by Miller in 1983 (138). ForJ = 0, rates for vibrational levels of
A′′ versusA′ symmetry were smaller by a factor of∼ 20 (137), reflecting the
requirement thatA′′ levels contain at least one quantum of out-of-plane bending
excitation (see below).

At energies in excess of the dissociation barrier (E > 17, 150 cm−1) the
coupling strength to the continuum rapidly increases, and the line widths are
dominated by homogeneous broadening. Here line width measurements from
high-resolution SEP spectra yielded dissociation rates for isolated resonances
located 17,823–22,537 cm−1 above the vibrationless level (137). Many of
these resonances are localized, i.e. can be uniquely assigned zeroth-order
quantum numbers, and significant mode and state specificity is observed in
the line widths. At a given energy, levels containing more quanta of excitation
in the out-of-plane bending mode dissociate more slowly, reflecting the weak
coupling of this motion to the in-plane reaction coordinate. The rotational state
dependence of the dissociation rates was found to be weaker in the higher energy
region. Recently, Choi & Moore (113) reported nascent CO quantum state
distributions. The CO rotational state distributions are nonstatistical, peaking
at J = 45–50 depending on the resonance excited, but their overall shapes
are qualitatively similar to other CO elimination reactions with pronounced exit-
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channel barriers (109–112). In contrast to HCO, a preference for CO(v = 0) is
observed, with∼ 10% yield of vibrationally excited CO product.

Several theoretical studies have examined the HFCO reaction (139–144).
The TS geometry was found to be planar in ab initio calculations (139–144), and
a modified impulsive model was successfully used in concert with the ab initio
TS geometry to rationalize the observed CO product state distributions (113). A
calculation of vibrational mode couplings along the reaction coordinate using a
reaction path Hamiltonian (144) showed that the out-of-plane bend is indeed the
most weakly coupled mode (140). It is intriguing to note that despite the small
size of this molecule and the relatively low reaction barrier, comparisons with
RRKM theory displayed significant deviations only in the tunneling regime
and for levels of lowJ (137), where IVR was found to be incomplete. By
applying RRKM theory to model dissociation rates for high rotational states
where Coriolis-induced mixing is operative, Choi & Moore derived a barrier
height consistent with ab initio calculations (137).

CH3O: Isolated Resonances in the Regime of Statistical Behavior
The methoxy radical (CH3O) is an excellent system for examining IVR and
its relationship to statistical theories of unimolecular reaction. In a series of
detailed studies, Temps and coworkers have examined the spectroscopy and
dynamics of the ground PES (145a–150). SVLDF spectra obtained following
excitation of theÃ ← X̃ system show a pronounced progression in the car-
bonyl stretching mode (ν3), allowing access via SEP to regions of the ground
state potential up to∼ 12,000 cm−1 above the vibrationless level, which is
considerably in excess of the threshold energy for H-H2CO bond fissionE0(H-
H2CO) ' 8400 cm−1. Resonance lifetimes in the tunneling regime,∼ 7500
cm−1 above the vibrationless level, were determined via the triple-resonance
pump-dump-probe scheme. In contrast to HCO and HFCO, extensive IVR
prohibits full quantum state assignments of the resonances in this region (146,
148–150). However, the strict SEP selection rules allow the study of resonances
well characterized in terms of rigorously conserved labels. Time-resolved de-
cay profiles were recorded for six such resonances—the observed rate constants
were found to vary over a factor of 30 for resonances separated in energy by
only several cm−1 (146)! However, rate constants averaged over several reso-
nances were in reasonable agreement with a RRKM calculation that included
tunneling (146, 150).

At energies in excess of the dissociation barrier (E' 10,000 cm−1) line width
measurements from high-resolution SEP spectra were used to infer dissociation
rates of isolated resonances (149, 150). Marked fluctuations in line width for
energetically close resonances were observed; however, rate constants averaged
over several resonances were in reasonable agreement with RRKM calculations
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(149, 150). We note that strong fluctuations in single-resonance lifetimes have
also been observed in Stark-level crossing studies of H2CO by Moore and
coworkers (13a,b, 16, 17a,b), where the average behavior is also consistent
with RRKM predictions. These studies, which have been extensively reviewed
elsewhere (13a), together with those of Temps and coworkers provide a beautiful
illustration of the statistical fluctuations in state-specific resonance lifetimes that
are a signature of the random coupling of individual molecular eigenstates to
the continuum in the chaotic regime. To date, no information on the product
quantum state distributions is available for the methoxy system.

NO2 DECOMPOSITION: A CASE OF OVERLAPPING
RESONANCES

Unimolecular reactions that can be described by statistical theories such as the
RRKM theory are typically characterized by overlapping, rather than isolated,
resonances (65a,b). Recently, experimental manifestations of overlapping reso-
nances have been revealed in the state-to-state unimolecular reactions of H2CO
(13a,b) and NO2 (62–67). Such studies require good initial and final state
selection, a condition that is best met for small (triatomic) molecules. On the
other hand, to justify comparisons with statistical theories the parent eigenstates
must be ergodic (i.e. IVR should be complete), a condition not easily met for
triatomic molecules (consider HCO, for example). NO2 represents the unusual
case in which all these conditions are satisfied.

The barrierless unimolecular reaction of NO2 has been studied in detail as a
function of excess energy [D0 = 25,130± 2 cm−1 (66a,b, 89, 151)]:

NO2(E†) → NO
(

25�; v; J; � = 1/2, 3/2; 3 = A′, A′′)
+ O

(
3Pj ; j = 2, 1, 0

)
,

where� and3 are the NO spin-orbit and3-doublet states, respectively. Here,
each state-selected NO product is correlated with up to three states of the O(3P)
fragment. Experimental studies include measurements of (a) unimolecular re-
action rates of monoenergetic samples (152–158) and (b) detailed product state
distributions (PSDs) including vector properties and correlated distributions
(62–67, 88, 89, 151, 159–181). As a consequence of a strong nonadiabatic
interaction in NO2 promoted by the asymmetric stretching mode, a conical in-
tersection of the optically accessible2B2 and ground2A1 surfaces occurs near
the2B2 minimum (182–206). This interaction causes the extreme complexity
of the NO2 visible absorption spectrum and leads to vibronic chaos at excita-
tion energies> 16,000 cm−1 and rovibronic chaos nearD0 (201–206). It has
been shown that eigenstates in the vicinity ofD0 are predominantly of2B2/2A1
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character, while density of state considerations dictate that these eigenstates
have a predominantly ground state character. It is well established that disso-
ciation takes place on the ground electronic surface (152–157, 179–181, 207).

AboveD0, the excited resonances usually overlap, since the condition〈0〉ρ
= N†/2π , where N† is the number of open channels in the TS, is usually
obeyed. Note thatρ refers to the reactive density of states, which changes from a
rovibronic to vibronic density with increasing energy as the decomposition time
scale becomes shorter than characteristic time scales for IVR (203, 205, 208).
Although previous studies of the decay rates and product state distributions
have shown that, on the average, the decomposition of NO is well described
by statistical theories (152–157, 179–181), in this review we focus on specific
studies that probe fluctuations and effects due to overlapping resonances. First,
we examine the relationship between spectral features in partial and total spectra
and identify applicable conditions for the random phase approximation. We
then examine the relationship between decay widths and the widths of features
in these spectra, and probe the influence of thermal (initial state) averaging.
Finally, we discuss the product state distributions and their implications for the
dissociation mechanism and the TS.

The Relationship Between Partial and Total Absorption
Spectra in the Regime of Overlapping Resonances
The experimental PHOFRY spectra show that when monitoring different final
states, the spectral features differ in positions, line widths, and intensities (62–
67). We use a simplified model to describe these observations that is based
on assumptions inherent in statistical theories: (a) the parent eigenstates are
ergodic and (b) formation and decay of the activated complex have uncorrelated
phases (64, 65a,b, 209, 210). For a given set of resonances, the probability
[Pf (E)] of producing a final statef at energyE is given by the general form (64,
65a,b, 210)

Pf (E) =
∣∣∣∣∣∑

m

Rm(E) · C f mei φf m

∣∣∣∣∣
2

=
∣∣∣∣∣∑

m

am · C f mei φf m

(E − Em) + (i 0m/2)

∣∣∣∣∣
2

, 3.

where the amplitudesCfm and phasesφfm defining the projection of the reso-
nancemon the final statef are real numbers taken as uniform random deviates in
the intervals 0–1 and 0–2π , respectively, and the amplitude of each resonance,
Rm (E), is given by (10a,b, 64, 65a,b, 210)

Rm(E) = am

(E − Em) + (i 0m/2)
. 4.

In Equation 4,Em is the resonance energy, andam is the resonance excitation
coefficient, which is proportional to0m , the resonance width. In the case

A
nn

u.
 R

ev
. P

hy
s.

 C
he

m
. 1

99
6.

47
:4

95
-5

25
. D

ow
nl

oa
de

d 
fr

om
 a

rj
ou

rn
al

s.
an

nu
al

re
vi

ew
s.

or
g

by
 U

ni
ve

rs
ity

 o
f 

So
ut

he
rn

 C
al

if
or

ni
a 

on
 0

7/
14

/1
0.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



          September 10, 1996 14:27 Annual Reviews REID.DUN ARO17-15

RESONANCES IN UNIMOLECULAR REACTIONS 509

of isolated resonances,0m is directly related to the lifetime; however, when
the resonances overlap,0m cannot be observed, and the relationship between
〈0(E )〉 andk(E) is not simple (209–211).

The expression given in Equation 3 has been obtained recently by using a
random matrix version of Feshbach’s optical model, where the coupling of the
TS to the molecular complex is modeled via a universal random matrix effective
Hamiltonian. This Hamiltonian is characterized by its resonance eigenstates
and provides the correct average unimolecular decay rate in both loose [i.e.
fragment-like (13a, 26a,b)] and tight TS cases (209, 210). The simplified de-
scription of Equation 3 yields calculated spectra qualitatively similar to ones
obtained by the more rigorous treatment found in References 209 and 210. In
analogy with the case of isolated resonances, the simplified model assumes
that the coupling matrix elements to the continuum of fragment channels are
random and that this in turn leads to randomly fluctuating decay widths obeying
a chi-square-like distribution withn degrees of freedom. Heren is the number
of states independently coupled to the zeroth-order levels (13a, 212–214); for
loose and tight TSsn equals the number of open fragment channels and the
number of energetically accessible states of the TS, respectively. In the calcu-
lations of Peskin et al (209, 210), as well as here, the excitation coefficientsam

are chosen as uniform random deviates, and the nearest neighbor level spacings
of the resonances obey a Wigner-like distribution. We assume a chi-square
distribution of decay widths (64, 65a,b) despite the fact that the distribution
progressively deviates from this form as the degree of resonance overlap in-
creases (210). We find that for a fixed〈0〉, the simulations are not sensitive to
the exact form of the width distribution (64, 65a,b, 210).

We compare in a qualitative way simulated spectra to experimental PHOFRY
spectra obtained atE† = 2000–2525 cm−1, where the degree of resonance
overlap is substantial (〈0〉ρ > 5) (64, 65a,b). We have recorded PHOFRY
spectra in this region for 15 different NO final states (64, 65a,b), some of
which are shown in Figure 3. The effects of interference are easily seen in the
marked final state dependence of the widths, positions, and shapes of spectral
features. Although not all populated NO product channels have been monitored,
qualitative conclusions about the total absorption spectrum can be inferred from
the sum of these 15 spectra, shown in Figure 6. Relative to the partial spectra,
the summed spectrum clearly exhibits (a) an increase in background, (b) broader
peaks, and (c) a decrease in the range of widths. Based on the reactive density
of states, approximately 250 vibronic resonances lie in this region (201–206,
215); however, fewer than 20 peaks are observed in either partial or summed
spectra. Consider also that the summed spectrum displays residual structure
despite the summing of seemingly rather different spectra, which indicates that
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Figure 6 NO2 IR-visible yield spectrum obtained by summing 15 individual PHOFRY spectra of
NO(v = 0, 1;J) obtained atE† = 2000–2500 cm−1.

the partial spectra are correlated. This is not surprising when one recognizes
that these spectra inherently arise from the same manifold of resonances.

Our simulated PHOFRY spectra are generated by using Equation 3 with a
preselected random set of resonances, whose number reflects a vibronic den-
sity of states. Resonance widths are assigned about〈0〉 from a chi-square-like
distribution withn degrees of freedom, wheren is the number of energetically
accessible TS levels or independent decay channels. In the regime of overlap-
ping resonances the decay ratek(E) is not related to〈0〉 in a simple manner
(209); therefore,〈0〉, ρ, andn are treated as independent parameters either
taken from calculations (207, 216) or chosen to fit experimental data (62–67,
205). To qualitatively simulate the spectra shown in Figure 3, we usen = 20,
〈0〉 = 25, andρ = 0.5. The simulations are less sensitive ton andρ and more
sensitive to〈0〉.

Given a set of resonances and an array of random coefficientsCfm andφfm ,
Equation 3 is used to generate a synthetic PHOFRY spectrum for a single
fully quantum state–resolved decay channel. In order to properly account for
the oxygen spin-orbit states and multiple parent rotational states, nine of these
spectra are used to simulate PHOFRY spectra for individual NO quantum states
(64, 65a,b). Several representative synthetic spectra are shown in the two upper
panels of Figure 7, and the sum of 15 such spectra is shown as the solid line
in the bottom panel. Note the qualitative similarities between the simulated
and experimental spectra in terms of the number of peaks, range of widths, and
differences among individual spectra.

It is instructive at this point to compare the simulated (summed) spectrum of
Figure 7 to the spectrum obtained by incoherent superposition of the underlying
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(a)

(b)

Figure 7 (a) Representative simulated spectra corresponding qualitatively to IR-visible PHOFRY
spectra of NO2 atE† = 2000–2500 cm−1. The parameters used in these simulations,n= 20,〈0〉 =
25 cm−1, andρ = 1/cm−1, were best chosen to simulate the experimental PHOFRY spectra. The
level of incoherent averaging included in the calculated spectra roughly corresponds to that involved
in the experimental IR-visible spectra when monitoring a single NO quantum state. (b) (Thick line)
Sum of 15 individual simulated spectra such as those shown in panela. (Thin line) Spectrum
obtained by incoherent superposition of the resonances used in calculating the simulated spectra
(Equation 5).

A
nn

u.
 R

ev
. P

hy
s.

 C
he

m
. 1

99
6.

47
:4

95
-5

25
. D

ow
nl

oa
de

d 
fr

om
 a

rj
ou

rn
al

s.
an

nu
al

re
vi

ew
s.

or
g

by
 U

ni
ve

rs
ity

 o
f 

So
ut

he
rn

 C
al

if
or

ni
a 

on
 0

7/
14

/1
0.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



            September 10, 1996 14:27 Annual Reviews REID.DUN ARO17-15

512 REID & REISLER

250 resonances in this spectral region, i.e.

I(E) =
∑

m

|Rm(E)|2 =
∑

m

a2
m

(E − Em)2 + (0m/2)2
. 5.

The spectrum generated by the single sum given by Equation 5 is shown as the
dotted line in Figure 7. The two spectra are quite similar, indicating that the
summation of 15 individual spectra is sufficient to average out most of the effects
of phase and interference. Thus, although minor differences between the coher-
ent and incoherent superpositions still exist, the random phase approximation
is rather justified at this level of averaging. Using Equation 3, we have success-
fully simulated the experimental PHOFRY spectra in other regions of excess
energy, as will be described in the following section (64, 65a,b, 210). In most
cases, when a large number of spectra are summed, the spectra obtained by in-
coherent superposition of the underlying resonances are reproduced quite well.

In summary, both the experimental PHOFRY spectra and the simulated spec-
tra clearly show the effects of interference due to overlapping resonances, which
are manifested as marked changes in line shapes, positions, and widths among
spectra obtained for different NO quantum states. The summation of a suf-
ficiently large number of spectra obtained by monitoring different final states
yields a spectrum similar to that obtained by incoherent superposition of all
the underlying resonances; thus the random phase approximation is usually
justified when dealing with averaged spectra. However, we note that when the
number of final channels is small (e.g. nearD0 in NO2) this approximation may
not be justified (see below).

Widths of Spectral Features in the Regime
of Overlapping Resonances
In the NO2 PHOFRY spectra taken atE† = 2000–2525 cm−1, it is clear by
inspection that the resonances are overlapped. However, as a result of (a) the
non-Lorentzian line shapes, (b) the marked final state dependence of the reso-
nance line widths, and (c) the small number of observed peaks, a meaningful
comparison between line widths and decay rates cannot be made. To exam-
ine this issue, we use simulated spectra of a region closer to threshold, where
real-time measurements ofk(E) for jet-cooled samples are available (155–157).
We note that in this region fewer channels are open and the degree of overlap,
〈0〉ρ, is necessarily smaller. We have previously shown that our model can
qualitatively simulate state-selected PHOFRY spectra even just atD0, where
despite a small degree of overlap (〈0〉ρ ∼ 0.64) interference effects are still
manifest. To understand this, we recognize that nearD0 the number of open
channelsn is smallest, and thus the decay width distribution is broadest. Al-
though the degree of overlap is smaller on the average nearD0 than at higher

A
nn

u.
 R

ev
. P

hy
s.

 C
he

m
. 1

99
6.

47
:4

95
-5

25
. D

ow
nl

oa
de

d 
fr

om
 a

rj
ou

rn
al

s.
an

nu
al

re
vi

ew
s.

or
g

by
 U

ni
ve

rs
ity

 o
f 

So
ut

he
rn

 C
al

if
or

ni
a 

on
 0

7/
14

/1
0.

 F
or

 p
er

so
na

l u
se

 o
nl

y.



         September 10, 1996 14:27 Annual Reviews REID.DUN ARO17-15

RESONANCES IN UNIMOLECULAR REACTIONS 513

energies, overlaps will still arise owing to fluctuations in the decay widths for
individual resonances.

Figure 8a displays two simulated spectra that correspond qualitatively to
PHOFRY spectra in the regionE† = 100–300 cm−1. The parameters used
in these simulations (chosen based on measured and/or calculated values) are
n = 8, ρ = 1/cm−1, and〈0〉 = 3 cm−1. The individual spectra exhibit some
differences, yet the sum of 15 such spectra still displays many sharp spectral
features, as shown in Figure 8b. Note that for this lower degree of overlap,
the summation of the individual spectra and the incoherent superposition of
the 225 underlying resonances are similar, i.e. each shows∼ 30 peaks, many
of which appear rather narrow. We have extracted widths for these features
by treating them as single Lorentzians. The average width of the individual
spectral features is 1.8± 0.1 cm−1 in the state-selected spectra and 2.6 cm−1

in the summed spectrum—a substantial broadening. The average widths of
features in the state-specific spectra are thus narrower than the input average
width (3 cm−1), reflecting both the effects of interference and a bias in favor of
narrow peaks when selecting peaks that appear isolated.

We note that the average width determined from the summed spectrum in
Figure 8b is also smaller than, but closer to, the input average width. In this
case, the number of summed channels (i.e. 15a,b) is sufficient to justify the
random phase approximation. However, as the number of summed channels
decreases (e.g. at energies closer toD0), this approximation becomes less valid
and the total absorption spectrum may retain features of the partial spectra (64,
65a,b, 209, 210). Of course, the degree of overlap is also smaller on the average
nearD0, yet even here the PHOFRY spectra of NO2 display the hallmarks of
interference that are so obvious at higher energies (64, 65a,b, 67). Thus, when
the number of open channels is small, the validity of extracting decay rates
from widths in even total absorption spectra is questionable. We note that
when resonances overlap, the average width cannot be linearly related to the
average rate, but in fact the calculated rate is always smaller than that inferred
from the average width (209). Thus, in the regime of overlapping resonances
coupled to the same continuum, extracting average unimolecular decay rates
from the widths of spectral features in final state–selected spectra is unjustified,
even when many features appear sharp and isolated.

Effects of Thermal Averaging: One-Photon PHOFRY
Spectra
The simulated and experimental PHOFRY spectra shown above demonstrate
that the degree of overlap is important in determining the magnitude of inter-
ferences in the spectra obtained for different final states and that interference
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Figure 8 (a) Representative simulated spectra corresponding qualitatively to IR-visible PHOFRY
spectra of NO2 at E† = 100–300 cm−1. The parameters used in these simulations aren = 8, 〈0〉
= 3 cm−1, andρ = 1/cm−1. (b) (Thick line) Sum of 15 individual simulated spectra such as those
shown in panela. (Thin line) Spectrum obtained by incoherent superposition of the resonances
used in calculating the simulated spectra (Equation 5).
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effects are rapidly washed out when summing over even a modest number of fi-
nal states. We also expect incoherent superpositions resulting from initial state
averaging to dampen, or even completely wash out, these effects. To investigate
this, we compare one-photon and double-resonance IR-visible PHOFRY spec-
tra obtained under identical conditions. A direct comparison of IR-visible and
one-photon PHOFRY spectra is not possible because of differences in selection
rules for the two excitation schemes (64); we therefore base our comparison
on correlations within each set of spectra. The main difference between the
two experiments is that the number of initial parent rotational levels accessed
is significantly reduced in the state-selected experiment (64).

Figures 9a and 9b display pairs of one-photon PHOFRY spectra atE† =
2150–2450 cm−1 obtained for NO levels of similarJ. The spectra in each pair
exhibit almost perfect correlation of the spectral features. Note, however, that
different features are observed when comparing the different pairs of spectra,
and thus levels of very differentJ. This illustrates the pronounced correlation
between levels of similarJ observed in the one-photon PHOFRY spectra ob-
tained in this energy region (63). This correlation is not seen in the IR-visible
spectra of this region (64, 65a,b), nor in fact do any pairs of IR-visible spectra
display the level of correlation observed in Figure 9a. We have previously
developed a quantitative measure of correlation, the correlation index, and the
indices for these spectra support this conclusion (63–65a,b).

A second major difference between IR-visible and one-photon PHOFRY
spectra is found in the resonance widths. The IR-visible PHOFRY spectra ob-
tained atE† = 2000–2500 cm−1 routinely display both narrower peaks and a
larger number of peaks discernible from the background than the one-photon
spectra. At these energies the average decay width (∼ 15–20 cm−1) (152–
154, 207, 217) is significantly larger than the rotational envelope of a vibronic
band (∼ 5 cm−1) at the characteristic rotational temperature of our experiment,
∼ 5 K (30). Excitation from different parent rotational levels thus primarily
accesses the same set of overlapped vibronic levels, with relative excitation
probabilities determined by line strength factors. Excitation from each par-
ent rotational level coherently accesses these levels, and interferences produce
specific spectral structures; however, the weightings of the resonances may
be slightly different for different initial states, resulting in somewhat different
spectra. Since excitation from different parent rotational levels is incoherent,
the observed spectrum will be an incoherent superposition, displaying broader
structures, as found above when comparing single-channel spectra versus spec-
tra (incoherently) summed over many channels. This can explain why more
narrow features are observed in IR-visible spectra and why these spectra lack
correlations. We note that a similar type of broadening is exhibited when
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Figure 9 Representative NO2 one-photon PHOFRY spectra at an excess energyE† = 2100–2450
cm−1, obtained in each panel by monitoring NO(v = 0) levels of similarJ. Note the similarity of
the two spectra in both (a) and (b), but the marked change in peak intensities, shapes, and widths
of spectra in (a) vs (b).

PHOFRY spectra obtained by monitoring O(3Pj ) states are compared to those
of NO(25�, v, J,3) states. Each O(3Pj ) spectrum is in fact a superposition of
many spectra correlated with the open NO channels, and thus exhibits much
broader spectral features (166, 168).

Product State Distributions: The Importance of the PES
The case of HCO is an example of the triumph of quantum dynamical calcula-
tions carried out on multidimensional ab initio PESs in describing the observed
trends in nascent fragment state distributions, even at a state-to-state level of
detail. Calculations of this detail are currently not available for NO2, and our
approach has been to compare the PSDs with predictions of statistical models,
which require knowledge of the PES only in the TS region. We note that for
other small molecules whose unimolecular decompositions have been studied
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Figure 10 NO(251/2,v = 0) rotational state distributions from NO2 decomposition following
IR-visible excitation at excess energies of (a) E† = 235 cm−1 and (b) E† = 400 cm−1. The top plot
in each panel displays the individual3-doublet distributions, while the bottom Boltzmann-type
plot shows the distribution summed over3-doublet level compared with the prediction of phase
space theory (PST).

state-selectively [e.g. NCNO (22–27) and CH2CO (13a,b, 42–49)] remarkable
agreement has been found with the predictions of statistical theories. Detailed
descriptions of these theories are found elsewhere (13a, 26a,b, 218–230) and
will not be elaborated upon here.

Figures 10 and 11 display selected NO(v = 0) rotational distributions at
energies near and significantly aboveD0, respectively, obtained from decom-
position of jet-cooled NO2 following both IR-visible and one-photon excitation.
As illustrated in Figure 10, the individual3-doublet distributions of the NO
fragment obtained at energies nearD0 exhibit essentially random fluctuations,
a trend observed by other workers as well (66a,b, 67, 159). However, these fluc-
tuations consistently scatter around the theoretical predictions of phase space
theory (PST). The distributions summed over3-doublet level show reduced
fluctuations and good agreement with PST, even for IR-visible excitation.

The NO(v = 0) rotational distributions shown in Figure 11, which are rep-
resentative for excess energies significantly aboveD0 (e.g. E† > 2000 cm−1),
display pronounced oscillatory structures that are well reproduced in the two
3-doublet level distributions [as well as the two NO spin-orbit states (63–65b)]
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Figure 11 NO(251/2,v = 0) rotational state distributions from NO2 decomposition following
one-photon excitation at excess energies of (a) E† = 2061 cm−1 and (b) E† = 3038 cm−1. The top
plot in each panel displays the individual3-doublet distributions, while the bottom Boltzmann-type
plot shows the distribution summed over3-doublet level compared with the prediction of PST.

and are not diminished when summing over3-doublet level. We have previ-
ously shown that these oscillations can be modeled qualitatively by mapping
bending-like wave functions associated with a tight TS into free rotor states of
the NO fragment (64, 65a,b). Thus, the change in fluctuation patterns reveals the
progressive tightening of the TS (13a, 64, 65a,b, 135). It is therefore intriguing
to note that the oscillations consistently cluster about the statistical predictions
of PST, which assumes a very loose TS. This apparent discrepancy can be rec-
onciled by recognizing that the range of rotational excitation allowed in this
mapping is a sensitive function of the TS bending angle and frequency. The TS
parameters used were based on values derived from ab initio calculations (173,
207) and happen to correspond to rotational excitations that cover the full range
allowed by energy conservation up to the highest energies studied (E† ∼ 3000
cm−1). The qualitative agreement observed with PST at these energies thus re-
flects in part the specific geometry of the tight TS and does not constitute a valid
test for the location of the TS. This underscores the importance of the PES and
illustrates an important point: Distributions that can be fit by a statistical model
do not prove that such a model correctly describes the dissociation mechanism.
We note that the observation of PST-like distributions in this case may also arise
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from exit-channel interactions beyond the TS, which can lead to population of
all levels allowed by energy and angular momentum conservation.

The relative vibrational populations of the NO fragment were measured by
us at a number of excess energies from the energetic threshold of NO(v = 1)
at E† = 1876 cm−1 to 3038 cm−1 (179, 180). Good qualitative agreement
with the predictions of variational RRKM theory is observed, although the
experimental values tend to fluctuate about the statistical predictions (65a,b,
180, 207). In contrast, the NO(25�; � = 1/2, 3/2) spin-orbit state distributions
over the same range are colder than expected by statistical models, in both the
v = 0 andv = 1 channels (179–181). Similarly, spin-orbit state distributions
that are colder than statistical are found for the O(3Pj ; j = 2, 1, 0) fragment
(166, 168). While the relative O(3Pj ) populations show marked fluctuations
with excess energy (166, 168), the overall ratio NO(251/2; v= 0, 1)/NO(253/2;
v = 0, 1)∼ 3 varies only slightly with photolysis energy over this range (180).
These trends can be understood in light of the recent work of Katagiri & Kato
(173), who calculated ab initio all 18 doubly degenerate O-NO PESs correlated
with the various NO(25�) + O(3Pj ) asymptotes. Using these potentials and
a simplified model of the dissociation, average spin-orbit state distributions of
both fragments were calculated, in good agreement with experiment. We note
that these calculations also predict the trends in correlated NO(25�) + O(3Pj )
distributions (181).

A critical examination of the NO PSDs underscores the need for ab initio
PESs in understanding trends in fragment state distributions, since PSDs can
often be modified via exit-channel interactions beyond the TS. For molecules
with distinct exit-channel barriers (e.g. HFCO, HCO), dynamical signatures
in the PSDs are usually prominent. In the absence of such barriers, the exit-
channel gradients are typically small and recoil velocities are low, especially for
products whose internal energies approachE†. As a consequence, the dynamics
in this case is rarely dominated by simple propensity rules. Energy exchange
beyond the TS needs to be better understood and is probably governed by a
subtle interplay between the size of the energy quantum to be transferred and
the relative recoil velocity.

CONCLUDING REMARKS

In recent years, we have witnessed tremendous progress in our understanding
of unimolecular reactions on a fully state-resolved level. Such progress is due
in large part to experimental advances that allow the preparation of reactants
in single quantum states and detailed measurements of observables, including
dissociation rates and correlated product quantum state distributions. These ad-
vances have led to stringent tests of the connection between resonant scattering
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and statistical behavior and afforded rigorous tests of the central assumptions of
statistical theories. For small molecules with low threshold energies for reac-
tion, IVR is usually incomplete and striking mode and state specificity is often
observed. This specificity can only be understood with detailed knowledge of
the full PES. In contrast, for larger systems where IVR is essentially complete,
marked fluctuations may be observed for specific resonances, but agreement on
the average with the predictions of statistical models is expected. The competi-
tion between IVR and decomposition rate is central to our ability to implement
bond- and mode-selective chemistry and will continue to be explored.

When resonances overlap, interference effects may become prominent. It is
important to ask how general this phenomenon is, since such effects have been
identified experimentally only for NO2 (62–67) and H2CO (13b). We have
seen that fluctuations arise even in the isolated regime; therefore, overlapping
resonances are implicated only when the partial spectra show variations in
shapes, widths, and intensities of the observed features as a function of the
monitored fragment state, or in other cases where strongly asymmetric line
shapes are observed (13b). We believe that fluctuations and oscillations due to
overlapping resonances will be observed in the unimolecular reactions of other
small molecules when one of the products is an atom and the initial state is well
defined.

Despite recent progress, there are clearly areas that require further investiga-
tion. Examples include the role of parent rotation and centrifugal barriers [e.g.
measurements ofk(E, J)], the importance of long-range forces and energy trans-
fer via exit-channel interactions, the issue of adiabaticity for different degrees of
freedom, the conservation of specific quantum numbers in the dissociation, the
manifestations of restricted IVR and its dependence onE†, and the transition
from statistics to dynamics at highE†. Many sophisticated experimental tech-
niques are now available to explore these issues at ever increasing levels of
detail, and intense theoretical effort is directed both towards multidimensional
ab initio calculations of PESs and dynamical methods for treating resonances
and their evolution. The interplay between experiment and theory is crucial
and rewarding and will lead to a deeper and comprehensive understanding of
these processes.
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