HIGHER ORDER RETURN TIMES FOR ¢-MIXING MEASURES

Nicolai T A Haydn', Gin Park?

ABSTRACT

In this paper we consider ¢-mixing measures and show that the limiting return times
distribution is compound Poisson distribution as the target sets shrink to a zero measure
set. The approach we use generalises a method given by Galves and Schmitt in 1997 for
the first entry time to higher orders.

1. INTRODUCTION

Entry times distributions have been studied mainly for the last three decades primarily
starting with a paper by Pitskel [26] for Axiom A maps using symbolic dynamics for
equilibrium states. A similar result was shortly after that also obtained by Hirata [19]
using the Laplace transform and a spectral approach to the transfer operator. He then
concluded from this Poisson distributed higher order return times invoking the weak
mixing property. Pitskel also found that at periodic points the limiting distribution of
first return time is not a straight exponential distribution but has a point mass at 0
which corresponds to the periodicity and whose value is given by the Birkhoff sum of
the normalised potential function over the period. For interval maps Collet [10] obtained
similar results.

In 1997 Galves and Schmitt [14] gave a more general result for exponentially ¢-mixing
measures in a symbolic setting where the return times distributions are determined in
cylinder neightbourhoods of points. For generic i.e. non-periodic points this then gives in
the limit an exponential distribution and at periodic points one recovers a Pitskel type
result. This method was then greatly extended by Abadi [1, 3] to a-mixing measures. By
other methods Abadi and Vergnes [2, 4]) then also proved the limiting return statistics
at generic points to be Poissonian for ¢-mixing measures. Using a more direct hands-on
approach Poisson distribution was also proven in [20] for ¢-mixing measures. Denker,
Gordin and Sharova [11] used the Chen-Stein method to find the limiting return times
distribution of toral maps. The special setting allowed to apply harmonic analysis and
found a dichotomy between generic, non-periodic, points and periodic points. In [16] we
then found that for ¥-mixing systems one gets a Poisson distribution for generic points and
in the case of periodic points one obtains a Pélya-Aeppli distribution. We used a moment
method which in the periodic case was suitably adapted and used Cauchy estimates to
get bounds on the error terms.

In [17, 13] we expanded the setting to allow the limiting set to be any null-set and
not necessarily a single point where we cover two different settings: geometric ball-like
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neighbourhoods where we assume that the invariant measure has polynomial decay of
correlations and ¢-mixing measures where we use the Chen-Stein method for compound
Poisson distribution.

In Section 2 we describe the probabilities that determine the likelihood of clusters of
a given length to occur. The main result of that section is Theorem 2.1 which allows
the parameters to be computed by a single limit rather than by executing a double limit.
For this theorem we require the mixing to be ¢-mixing rather than a-mixing in which
case the decay rate necessary would have to be very rapid. In Section 4 we then give
the convolution formula that allows to do a blocking argument for higher order returns.
The special case of no entries is the formula originally used by Galves and Schmitt and
subsequently by others. In Section 5 we use the blocking argument to related higher
order return probabilities to those on short blocks. In the final section we comment in
particular on the standard Kac scaling (with time adjustment) in case when the coefficient
a; (extremal index) is non zero.

2. RETURN TIMES AND CLUSTER PROBABILITIES

Let €2 be a measurable space with T": 2 —  and p a T-invariant probability measure.
For U C Q2 so that u(U) > 0 define the counting function Z : Q — Ny by

N-1

Z(]]V:ZXUoTj7

=0
where the cutoff functiion N depends on U and some parameter ¢ > 0. Z™(x) counts the
number of entries into U of the point = along the orbit segment of length N. If we denote
by

(r) =inf{j > 1: Tz € U}
the entry/return time for the first hit of U, then to say that 7y (z) > N is equivalent to
Z{ (z) = 0. By Kac’s theorem one has for ergodic measures p that [, 7y (x) du(x) = 1.

We assume that 2 has a finite or countable partition A. Then A" = \/;L:_O1 T A be its
n-th join. We assume that the elements of A> consist of singletons. We assume that the
measure 4 is left ¢-mixing w.r.t. partition A if there exists a decreasing function ¢(k) — 0
as k — oo so that

(u(BOT"*C) — w(B)u(C)] < ¢(k)u(B)
for all B € o(A"), C € o(J,2,) and all k € N. If the right hand side equals ¢(k)u(C)
then we say p is right ¢-mixing. We will state all results here for left ¢-mixing, but they
also all apply to the case when p is right ¢-mixing. The proofs then require some rather
obvious modifications.

If U, C Q is a sequence of nested positive measure sets whose intersection I' = (), U,
forms a zero measure set, e.g. a sigle point, then Kac’s theorem suggests that as u(U,) — 0
the associated return times 7y, diverge to infinity at a rate which on average is of the
order ﬁ The limiting set [' however can display some periodic like behaviour within
its neighbourhoods in which case we will get very short returns that are not scaled as
Kac’s formula suggest as u(U,) goes to zero. This implies that we get clusters of returns
whose returns have conditional probabilities that are not affected by the shrinking of the
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set U, as n goes to zero. In order to capture this behaviour, let L a large number and let
us put for k=1,2,...

WZj = k)

w(ru < s)

for the probability to have a cluster of £ hits on orbit segment of length L provided
we record at least one hit during that time. We then put A\, = limy o Ax(L), where
Ae(L) = lim,, o0 Ap(L, U,) provided that the limit exists. The next theorem then states

that the double limit defining A\;, can be replaced by a single limit along a suitable sequence
(Sn, Uy, if the measure is ¢-mixing.

(L, U) =

Theorem 2.1. Assume p is ¢-mizing and let s, — oo be a sequence and U, C ) such
that spp(ty, < $p) — 0 as n — oo. If u is ¢p-mizing and Ay # 0 then

/\k: = lim )\k(sn, Un)
n—r00

Lemma 2.1. Assume p is ¢-mizing and let v > 0 (small). If A so that ¢p(yA) < /2
and P(ZIR) < /2, then

1
P(Z;A>1) > §NOIP(Z§ > 1),

log(2—7) 1 _ 2

where Yo = log(2+7) log2 "

Proof. If we put Ex = {Z§ > 1} then T7Ex C E(ayypa for j = 0,1,...,(1 + 7)A.
Consequently

EaUT 2B, € Egpoa
and thus by the ¢-mixing property with a gap of length vA:
W(Eoina) > /L(EA U T*(H'y)AEA)
= 2u(Ea) — p(EaNT M2 EY)
2u(En) — (Ea)(1(Ea) + ¢(7A))
(2 =7)u(Ena)

since by assumption p(Ea) + ¢(yA) < . Iterating this dyadic argument we arrive at
o

Eoiyma) 2 (2 =) u(Eas).

(AVARYS

If v = }‘;ig—;zg (which in linear approximation is 1 — 15), then (2 — )" = (2 + 7)™
which then implies the statement in the lemma where the additional factor % accounts for
r being any integer. 0

Lemma 2.2. Assume p is ¢-mizing and let v € (0,3). Then for all v, L and A < L
satisfying ¢(A),P(Z{F > 1) < 1 one has (y = }gggm)

]P)<Z(T]L Z 1) rL L b
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Proof. Let us note that the upper bound is trivial. For the lower bound we get by
invariance of the measure

P(Zi* 2 1) = Y P(Z7 21,250 TV > 1m0 T > (1 — G)L)

j=1

= Y P(Zh> 10T > (1, — j)L)
7j=1
r—1
- ZP(25 > 1,7y o T > kL)
k=0
where by the ¢-mixing property for some gap A < L
P(ZL > 1,750 TF Y > kL) = P(Z5> 1,y o T2 S kKL — A) + O(P(1y < A))
= P(ZE > 1)(P(ry > kL — A) + O(¢(A)) + O(P(ry < A)).
Since
Pty > kL —A)=1-P(ZF 2 >1)>1-P(Z;F > 1)
we get
P(Zy' >1) > rP(Z5 > 1)1 -P(ZF > 1) = 6(A)) —rP(r0 < A)

and therefore

P(ZiF > 1) L P(Z5 > 1)

U = S _P(ZE > 1) —p(A) - 2 =2

rP(ZE > 1) ~ 2 ) =8 = pzrs )
P(Z5>1)

where by Lemma 2.1 < 2(%)7O (assuming L is an integer multiple of A), where

P(ZE>1)
_ log(2—y)
70 = Tog2) 0

Thus lemma allows us now to improve on Lemma 2.1.

Lemma 2.3. Assume u is ¢p-mizing and let vy € (0, %) Then for all v, L and A < L/10
satisfying ¢(A),P(Z{F > 1) < T one has (v = igggg;)

rP(Zf > 1) <4AP(ZiF > 1),

Proof. This follows from Lemma 2.2 since with the choice of v < % one has 2(L/A)* <
2107 < 1. O

Lemma 2.4. Assume p is ¢-mizing and lety > 0 and 3 € (0,1). Assume that (vLP), P(ZiE >
1) < 4. Then for any B € (0,1) there exists a constant C' so that

U T | | <o P2 > 1 Y+ L — ),
rP(ZL = k) P(ZiE = k) < C(PZy 2 1) +o(L7) + Ai(rL, U)

Proof. Put s =rL, Fr, ={ZV =k} (Z' = Zk) and for j =0,1,...,2r — 2 we put
G;=F.NT 72 F,

for the good set where the k-cluster is located on an orbit segment of length L beginning

at half integer multiples of its length. The we introduce the bad set By = FS\U?:]2 G and
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note that B, = @ if £k = 1. From now on we therefore assume that k£ > 2 and note that if
x € Fy \Uzr ? G, then there exists a smallest j < 2r — 2 such that z € T/X/2{Z5/2 > 1}
and z ¢ T~7L/2F}, which implies 2 € T~U+2L/2{ 72r=i=2)L/2 > 11 Hence by the ¢-mixing
property we get
2r—2
P(B,) < Z ]P(ZL/Q o TIL/2 > 1, Z@r=i=2)L/2 5 pG+2)L/2 > 1)

=0

2r—2
< Y CP(ZMP 1) (P2 > 1) + ¢(L)2))

=0
< 2P(ZE? > 1) (P(Z° > 1) + ¢(L/2)).

Since by Lemma 2.3
2P(Z5? > 1) <4AP(Z° > 1),
(provided ¢(A),P(Z4 > 1) < 1) we get

o)

<AP(Z° > 1)(P(Z° > 1)+ ¢(L/2))

Now notice that

2%r—92 either z € U;:O ng
WS U Gj = or r € ngo G2j+1
3=0 or both

Since G; N G; = @ for all |i — j| > 2 and G; NGy = F, N T-UTVL2E, 5 we get by
Bonferroni

2r—2 2r—2 2r—3
P( U Gj) = Y P(G) - Y P(GiNG)
=0 =0 =0
= (2r = DP(Fr) — (2r —2)(FLj2)
= rP(Fp) + (r — 1)(P(FL) — 2P(FL)2)) -
To estimate the second term on the RHS note that
[P(FL) = P(Fi-a)2 UT™HE L) )|
< P(Z2 > 1)+ P(ZEN2 > 1, 782 o TUER2 > )
< P(Z2 > 1)+ P(ZE22 > 1)(P(ZED2 > 1) + ¢(A))
by the ¢-mixing property. Then
IP(F(-n)2 U T~ EFDRE L ay) — 2P(Fr-a)/2)|
P(Flz-a)2 N T2 E L p) )
P(ZE-8)/2 > 1 Z(L-8)/2 o p-(L48)/2 5 1)
P(ZE=8/2 > 1)(P(ZE22 > 1) + ¢(A))

IAINA
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again using the mixing property. Since also
[P(F-n)2) = P(FL)| <P(Z272 > 1) <P(Z% > 1)
we get in totem that
IP(FL) — 2P(Frp0)| < 2P(Z% >1)+2P(Z" > 1)(P(Z" > 1) + ¢(A)) .
Now, continuing with Lemma 2.3 let v > 0 then

]P<2G2 Gj> - TP(FL)

IN

rP(Z2 > 1) + rP(Z52 > 1)(P(Z52 > 1) + ¢(A))

< AP(Z > 1)+ 2P(Z° > 1D)(P(Z° > 1) + ¢(A))
provided ¢(yA),P(Z° > 1) < 2. We have thus shown that
P(Z° =k)—rP(Z" = k)| SP(Z° > 1)(P(Z° > 1) + ¢(L/2) + ¢(A) + P(Z7 > 1)),
and if we put A = £ L” for some 8 € (0,1) then

P(Z2>1)=P(2*" " >1) < P(Z* > 1).

Li=6
(by Lemma 2.3 again) and consequently

P(Z° = k) —rP(Z" = k)| SP(Z° > 1) (IP(ZS > 1)+ ¢(LP) + Lll_ﬁlP(ZS > 1)) :

Thus .

rP(Z% = k) 1 P(zs>1)

——= -1 SP(Z°>1 L?

P(Z° = k) ‘ SBZ 2 D)+ o0 T5pze o g
which implies the stated estimate. The other estimate is obtained in the same way with
an additional application of Lemma 2.3 0

Proof of Theorem 2.1. Let s, — oo be a sequence so that P(Z; > 1) — 0 as n — oo.
Assume the limit
A = lim A\g(n)

n—oo
exists, where

() = P(Zj = k)
S T
Let € > 0, then there exists an Ly so that |\, — A\y(L)| < € for all L > L,. Moreover
for every L there exists and ng(L) so that |Ag(L) — A\e(L,U,)| < € for all n > no(L).
Similarly there exists an n; so that |\, — Ax(n)| < € for all n > ny. Let L > Ly and put
ny =ng(L) Vny and r, = s, /L for n > n,.

One has by Lemma 2.2 with 8 € (0,1)

P(Zir > 1) AN
U= S P25 > 1) —d(A) — —— > 1 —P(Z5 > 1) — d(LP) — 4L

where A = L? satisfies ¢(vA),P(Z*" > 1) < 1 for L << s,, large enough as P(Z;; > 1) —
0 by assumption.

v
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Therefore we get by Lemmata 2.4 and 2.2
. P(Z7 = k)
A = —2 "
P(Z5, = k) P(Zg, = k) raP(Z5, > 1)
P(Z,ﬁn >1) rn]P’(Zgn =k) P(Z; >1)
= ML, U)(L+0PZyr > 1)+ ¢(LP) + LD N(5,, Up) 7)) ¥

x(1+O0(B(Z 2 1) + ¢(L7) + L7177))

= (L, U)(1+ O())

as ¢(L5),L_(1_5),IP(Z,SJ’; > 1) < e if L and n are large enough. Thus, as ¢ — 0, e =
Ak O

3. THE COMPOUND POISSON DISTRIBUTION

Suppose that P ~ Pois(\) is a Poisson random variable, and that X, X5, ... are pos-
itive, integer-valued, independent, and identically distributed random variables that are
all independent from P. The random variable

(1) W=) X

is called the compound Poisson random variable with P and X;s.
Observe from the definition that the probability mass function of the compound Poisson
random variable given in (1) is given by

zz;u(P:i)u( = AZZ,M

where S; = 23:1 X;. If in addition we know that p(X; = k) = Ay, then we can write

/L(Si:k):/A(ZXj:k):M U ﬂ{Xj:kj} = Z HAkJ’

;':1 kj:kal ]_kJ 1

] 1
where the last equality follows from independence.

Special distributions for the random variables X;s give rise to special distributions for
the corresponding compound Poisson random variables. A notable kind is when the X;s
are geometrically distributed with parameter § € (0, 1]. In that case, the distribution of

W is characterized by the probability mass function

N [k —
W=k =¢* 0F=3(1 -0 < >
( Zl e
j
and u(W = 0) = e™*. The random variable with this distribution is called the Pdlya-
Aeppli random variable or the geometric Poisson random variable with parameters A and

6.
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Similarly if B(p,n) is a binomially distributed random variable then

B
W=> X
i=1

is compound Binomially distributed. If (p;,n;) are such that n; — oo as j — oo in such
a way that p;n; — t for some ¢ > 0, then the associated compound Binomial random
variables W7 converge in distribution to a compound Poisson variable. as the charateristic
functiion of W7 is (1—p;(1—p(2)))™ converges to the characteristic function of W, which
is e=(17¢() where p(2) = > 7o P(X; = k)zF is the characteristic function of the i.i.d.
random variables Xj.

We can now formulate our main theorem.

Theorem 3.1. Let A be a finite generating partition of (X, u, M,T), and let p be left
¢-mizing with ¢(x) = O(x™P) for some positive p. Suppose (U,)S, is a sequence of
nested sets such that U, € o(A") and p((),U,) = 0. Let (s,)5>, be a sequence of
positive numbers diverging to infinity in such a way that P(Z7 > 1) — 0 as n — oo and
spP(Zir > 1) — oo for some n € (0,1). Assume the limits e = lim,, .o A (8, Uy) exist
fork=1,2,....

Let t > 0 and put N,, = P(ts—" then

Zgh 1)
N,—1
N .
Zy = E xu, © 1’
j=0

converges in distribution to a compound Poisson random variable with parameters t and

e, k=1,....

4. THE CONVOLUTION FORMULA

Lemma 4.1. Let (X, u, M,T) be a measure-preserving dynamical system, and let A be
a generating partition. Let 0 < s <t and U € o(A"™). Assume p is left p-mizing.
Then for all 0 < A < s/2:

w25 = k)= w(Zh = 2y = k—j)| < u(rg™ > t=A)(dp(ry < B) +3¢(A—n)).

=0

This convolution type identity is a generalisation of an identity that was used by Galves
and Schmitt [14] to find the limiting distribution of the first entry times to cylinder sets
centred at points. Their identity corresponds to the case here when & = 0 and then it
lead to in the limit to an exponential distribution.

Proof. Let A < s/2 and assume we cut a cap of length A. Then the probability of having
exactly 7 returns in the first £ amount of time, and then having exactly & — j returns in
the timespan [t + A, s — A] is given by
k
D nl{Zy =} {2y S o T = k= j}).

J=0
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Now put
E={Z,+Z52 0T =k}
Partitioning this set £ by the number of returns in the gap [t,t + A] yields
UiodZb =33 {252 o T2 =k — j} = (En{rf o T" > A} U(EN{7j o T" < A})

where set has no returns in the gap, and the other set has least one return in the gap.
Observe that the former is a subset of {Z}* = k}, since if no return occurs in addition
to the already existing k£ returns, we have exactly k returns. Thus

W2 = 1) —p(E)| < u{Z* =k} N {reT' < AJUE{roT' < A})
< ({Z = kYO {r o T < A} + p(EN {ry o T < A}).
The first term, p({Z;™° = k} N {7y o T* < A}), can be approximated as follows:
W{ZE = RN (o T < AY) < u({Z5> < k)N {ro T < A))
k
= Y u{Z® =j3n{mwoT < A}).
j=0

That is, if the total number of returns add up to &, then it must be that during the first

t — A amount of time, no more than k returns should occur. Since {Zi 2 = j} is in
o((AM)2) = g(A™~2) ) and since for the event {7y < A}, we have

{TU oT! < A} = Tﬁt{TU < A} = TﬁnitJrAJrniA{TU < A},
we can estimate the first term using the ¢-mixing property:

du{zi =30 {rwo T <A} < > u({Z5* =}nT {my < A})

J=0 Jj=0

< Dz = alr < B) + 9(A =)

= plr >t = A)(u(ry < A) + ¢(A - n)).

The rest is estimated very crudely:

k
E={Zy+Zy* o T =k} c {25 <k} = | {252 = 4},
=0

which lets us conclude that

WEN{moT <A} < Y u({Zi*=jtn{moT <A}

< Ul > = A)(ulry < A) + 6(A — ).

We get for the middle error term combined with the fact that {Z}, = j} € o((A")") =
O.(An—‘rt)

|nw({Zl = 30 {25 20T = k—j}) = Zl, = ) Z5 > = k—j) | < u(Zl = j)p(A—n),

.
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using the ¢-mixing property. Hence when summed over 7 from 0 to k, we obtain
> ulZh = (A —n) = p(7 > (A —n) < p(rfH >t — A)p(A —n).

Finally, observe that the last part

can be approximated by making the observation similar to that we made for the first error
term. Namely, we begin by noticing that

\W(Zy =k —35) —u(Z5 2 =k =) | < ul{Zy =k —j} A{Z5 2 =k —j}).

Observe that the intersection of {Z = k — j} and {Z;7® = k — j} is precisely the set
{Z52 =k —j}n{ryoT*™® > A}, therefore

{Z57% =k —j}n{myoT* > A} C {2 = k — j},
meaning one part of the symmetric difference is
{Zo=k=\{Z5 2 =k =yn{r o T2 > AY) = {Z =k —j}n{my o T2 < A},
Hence by monotonicity and by the fact that T' is measure-preserving,
p{Zp =k =j3n{roT"2 <A}) < p(ryoT* 2 <A)
= u(ty <A).

For the other part of the symmetric difference, by the same token,

p{Z5 2 =k =y {0 T2 < A}) < p(ry < A).
Hence the third error term is bounded by

k

k
Doy = DI Zs =k —5) —uw(Z5d =k=5)| < > 2u(Zf = ju(w < A)
Jj=0 j=0
2%4“1)(w§N
< 2u(rtt >t = Au(ry < A).
Combined, this gives the final error estimate
‘ (2™ =k E:NZU—] (Zy =k —j)

< p(TE > = A)(dulry < A) + 36(A — n)).
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For the first entry time we get the well-known and much used special case
i(ry > s+ ) — plry > Oulry > )| < plro >t — A)AAU) + 26(A — n)).

which was first derived by Galves and Schmitt [14] in the ¢-mixing case to get the limiting
distribution of entry times. Here we used the estimate pu(ry < A) < ZJ.A:_OI w(T=U) =
Au(U).

5. GENERATING FUNCTIONS

Finding the limiting distribution of Zg: is tantamount to finding the limit p, " =
,u(Z(]]V: = k) for every k € Ny. For this we shall use generating functions to approximate
the distribution of Z(]]\i? by a compound Binomial distribution for which Lemma 6.2 will
be used.

Let U be a measurable set and denote by p; the measure pu(Z;7 = k). Since most of the
times it will be evident what U we are referring to (which, later, will be an element of a
sequence (U,)% ), we will suppress it and will simply write uj. For s fixed, consider the
probability generating function

Fyi(z) = Z,uizk
k=0

Since |5 | < 1 for every k, Fy(z) is an analytic function in the unit disk. Observe further
that F,(0) = p§ = u(r} > s), and that

1 d*
~ % F
Agae)

.8
= Hy-
z=0

n(A) = 4Ap(roA) + 3¢(A —n).
Recall that by Lemma 4.1, we have

k
t+s t, s
My, _E HjHg—j
Jj=0

< (gt >t = A)AAUU) + 36(A —n))

Assume that A is a function of s, so A = A(s), whereupon 7 implicitly depends on s.
Denote by 7 the composition 1 o A, so that 7(s) = n(A(s)). Fix s and for a = 1,2,...,
define
k
as a—1)s s as
k :ZM§- ):uk;—j_:uk7
=0

where & = 0 and arrive at

k
&0 < (™ > as)ii(s) = ii(s) Y s
j=0
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Forn=2,..., put

Zf(n 1)5
and G; = 0.

Lemma 5.1. For every positive integer r > 1, on |z | < 1, the analytic function Fs(z)
satisfies

Fi(2) = Fps(2) + Y _ Gi(2)Fu(2)~

Proof. For r = 2 we get
B SR W
k=0 k=0
o0 k
= 2D iy
k=0  j=0

o

= D (i + &)

— Bu(2) + Gal2),

where Go(2) = > i &i2". For the induction step we get
Fi(2)*! = R F2) = )+ Z Gil2) ()
where the term F,4(z)Fs(2) gives

Fs(2)Fs(z) = Zuiszkzuizk

= Z Zﬂ],uk]

= ) (T gt
k=0
= F(rJrl)S(Z) + Gria(2)
which proves the formula claimed. O

Our objective is to take the k-th derivative of F.4(z) with respect to the complex variable
z, evaluate it at z = 0, and obtain the formula for yu;° for large r and s. Let us denote by

E’(z) the error function
=Y Gu)E(),
k=2
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so that
Frs(2) = Fs(2)" — E{(2).
Lemma 5.2. Then there exists a constant C' so that
1 d* .
71 7w B (0)| = Chrij(s).
Proof. If 0 < p < 1 then Cauchy’s estimate on the disk |z | < p

2) k!M

k )
p
where

M= sup | E(2)]
=] z|=p

Since the power series representation of Fs(z) has only real coefficients p; (that sum to
1), we have | Fs(z) | < Fy(| z|). Therefore, for |z| < p < 1 we get

F(lz) < wg+ > pilzlf
< o+ et

< ué+Zu2p

= p(ry > S) + pulry < s)
< plrg > s)+p(ry < s) =

unless u§ =1 (then Fi(z) = 1). Moreover we have
| (- ~(3)
OIED W W<anw e
k=0 z
as | €| < p(ritt > as)ii(s). provided that | z| < 1. Consequently

|Er |<Z|G < )(T‘—l)

L—p

So in this case, the total error in the k-th derivative is bounded by

d* < kn(s)(r — 1)‘

—E(0
a5 )‘ - (1=p)pt
In all other cases, put o = u(my > 5) + p,u(TU < s) < 1. Then
~ T ~ . 1)
Er < G F 7' k < F 7' k < 77(5) O,rfk < 77(3)(7" )
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Hence the total error in the k-th derivative is bounded by the same limiting term as ¢ < 1:

k In —
& | < HIOE -1
dz* (L—=p)p"
The factor (1 — p)~'p~" attains the minimum on (0,1) at p = % which implies
(1—p)tp™" = k=*(1 + k)'* and therefore
dkz
B0 < ils)(r = DRI+ k)
2

A(s)(r — Dk + k)(1 4+ kH)k
en(s)(r —1)(k+1)!
as (1 + k=1 < e. Hence we deduce that

IA A

1 k
S LB < el — 1)(s)(k + 1) < erifs) (5 + 1),
which implies
ld_kEv"(Q) < krij(s)
Fldzr s | )

O

Proof of Theorem 3.1. Let t > 0 a parameter let s, — 0o be a sequence so that P(Z;" >

1) - 0 as n — oo and put r, = m. Then we define the observation time by
UnZ
Ny = spTn-
Let Z;7,j=0,1,2,...,7,—1, beiid. random variables which have the same distribu-

tions as Z;7'. Then then the random variable Wwn = Z;’;Bl Z(sj;] is compound Binomially
distributed with p, = P(Z7® > 1) and 7, and has parameters
) P(Z = k)
A = Ae(8n, Un) = ooy
H) = Ao U = Bz =)
for k=1,2,.... If F,(2) = Y252, iy is the generating function of W, where ;™" =
P(W™ = k), then F,(z) = Fs,(2)™ and by Lemma 5.2 then get the estimate

1 d*
—_F n
i gar e (?)

TnSs

oy, S krnﬁ(sn)'

z=0
and using Lemma 2.1

i = | S (P(Zgr 2 1)+ 6(A,)) SP(Z5S 2 1) + rad(An).
For a € (0,1) we put A, = s? and obtain that r,A, = ng = Sg_"a. If ¢ is
polynomially decreasing at rate p, i.e. ¢(¢) < ¢7P, then
s, P

n __ pTnssn| < Tl
|Nk Hy ‘ ~~ P(ZU,L > 1)+ ]P’(Z[Sj; >1)

where the first term goes to zero if we can assure that IP’(ZE’;A" > 1) <P(Z7 >1). To
achieve this we require that r,A,, < s, which is implied by s, *P(Z;" > 1) — oo. The
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second term goes to zero if sP*P(Z7" > 1) — oo as n — oo. All those conditions can
be satisfied with suitable choices of v and « is s}P(Z;" > 1) — oo as n — oo for some
n € (0,1). We thus have that for every k € Ny:

P(Z)" =k) —P(W" =k)| — 0

as n — oo which means that the distributional distance between Z(]]V: and W" goes
to zero. Since r,p, = t one gets that W" converges in distribution to the compound
Poisson W distribution with parameters ¢t and \,. where A\, = Ax by Theorem 2.1. Hence

Zgr — W in distribution where W is the compound distribution with parameters ¢. and
e, K=1,2,.... O

6. REMARKS

6.1. Kac scaling. Let (U,)°, be a nested sequence of measurable sets such that (", U,
is a null set. Then for £ > 1 put

ap = lim lim P(7%' < L < £ |U,
K L—00 n—00 (U" - U"’ n)

where in particular if k& = 1 the coefficient oy = limy_ o0 lim,, oo P(L < 77, |U,) is the
extremal index.

Lemma 6.1. Let p be a T-invariant probability measures. Then

P(TU < L) = iP(U,TU > /C)

k=1

If moreover the limit oy = limy_,o lim,, o a1(L,U,) exists and is positive for a nested
sequence U, so that u((, Uy) =0, then

lim lim M =
L—00 n—o0 L/j,(Un) ’
Proof. By invariance of the measure
P(ry <L) = P(Z5>1)
L—1
= Y P(Z, > 1,770,701 > L - j)
=0
L—1
- Z]P)(UaTU > L _.7)
5=0
L
= Y P(U.y > k).
k=1

To prove the second statement we see that P(ry, < L) = S°r_ u(Uy,)ou (L, U,) and taking
limits provides the second statement. O
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If @; > 0 then by [16] Theorem 2

O — 041
Ay =—7—,

aq

provided > 7 | k*ay < oo. Similarly, again, if a; # 0, one gets
Z5 =k

lim lim M = a1 \g.

5—00 N—00 S,U(Un)

If the extremal index ay is strictly positive then the scaling will be the traditional Kac
scaling with a speed adjustment given by a;. Indeed, by Theorem 2.1 the observation

time is then N,, = W where we have used that P(ZZELU*)) converges to 1 by Lemma 2.2
as n — oo. If u is ¢-mixing at a rate ¢(¢) < €77 for some p > 0 let us choose w € <1+p’ 1).
Then we put s, = u(U,) ™ and A,, = s%, where we can choose « € (0, 1) so that +ap <w.

Then s,u(U,) = u(U,)'™ — 0 and s5Pu(U,) = u(U,) "“(+2P) — oo as the exponent
1 —w(1 + ap) is negative. Let us observe that r,P(Z3" > 1) < r,A,u(U,) and therefore

~ —ap
P(ZY = k) —PW" = k)| < ralap(Un) + —2—

< M(Un)uﬂraw + M(Un)w(H»a)fl

~Y

which goes to zero as n — oo as both exponents are positive. We thus have proven the
following corollary.

Corollary. Let p be left ¢p-mizing with ¢(xz) = O(xz™P), p > 0. Let (U,);>, be a se-
quence of nested sets satisfying U, € o(A™) and p(N),Un) = 0. Assume the limits
Ne = limy o0 limy, o0 Ak (L, Uy,) exist for k=1,2,... and put oy = (35, )\k)fl

Lett > 0 and put N,, = m, then

Np—1

Zr =) xw. el
=0

converges in distribution to a compound Poisson random variable with parameters t and

ey B=1,....
6.2. a-mixing measures. The measure p is a-mixing if
[W(BOT™ 7 C) — w(B)u(C)| < a(k)

for all B € o(A"), C' € o(U,2,) and all k € N, where a(k) — 0 as k — oo. From the
proof of Lemma 4.1 we get the adjusted statement that for all A < s/2 now reads

‘Z”S—k ZuZE—J (Zy =k —=j)| S ultv < A) +a(A)

(where we use that a(A —n) < «(A) for all U € 0(A") and s < t. Consequently, if
U, € 0(A") is a nested sequence with pu(U,) — 0, then for numbers s, — oo we put as

before r,, = m and N,, = r,s, where t > 0 is a parameter, we get

~Tn,Ss

‘M’van — My

ro(P(Z5" > 1) + a(A,)) .

~Y
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Since we cannot use Theorem 2.1 and Lemma 2.1 we can only formulate the following
result whose main assumption is that the cluster probabilites A; can be realised by single
limit along a suitable sequence (s, U,).

Theorem 6.1. Let u be an a-mizing T-invariant probability measure where a(x) =
O(x7P) for some positive p. Let (U,)2, is a sequence of nested sets such that U,, € o(A™)
and p(N),, Uy) = 0.

Let o € (0,1) and t > 0 and assume s, — 00 is a sequence of numbers so that if we

put A, = 8%, r, = W and N, = rys, then one has P(Z; > 1) — 0 as n — oo,

sIP(Zir > 1) — oo for some n € (0,1) and r,P(Z5" > 1) SP(Z > 1).
If e = limy, o0 Me(Sp, Up) for k=1,2,..., then

Np,—1
N A
Zy = E xuv, © 1’
=0

converges in distribution to a compound Poisson random variable with parameters t and
e, k=1,....

6.3. Gibbs Markov measures. Let (£, 1) be Lebesgue space with a map T : Q —
and p T-invariant probability measure. Let A be a countable partition of 2 which we
assume has the Markov property, that is for every A € A the image T'(A) is a union of
elements in A and that moreover T is one-to-one on each element in A. We also assume
that the partition is generating, i.e. A consists of singletons. If one puts ¢ = % for
the potential function of y then we say the map T is Gibbs-Markov if:

(i) (Big image property) There exists a constant C' > 0 such that pu(A) > C for all A € A.
(ii) (Distortion) log ¢ is Lipschitz continuous on each element in A4 with respect to the
separation metric dy.

The separation metric is given by dy(z,y) = 9°(@¥ for some ¥ € (0, 1) and where s(z,y) =
min{j > 0: A(T7z) # A(T?y)} and A(z) € A so that z € A(z). For such measure p it
was shown in [25], Lemma 2.4, that there exists a 7 € (0,1) and a constant ¢; so that

(W(BATH"C) = w(B)u(CO)| < ex7*u(B)/ u(C)

for all B € o(A"), C € o(U,2, A”) and all k € N. This implies that p is ¢-mixing where
¢ decays exponentially fast. Therefore we can apply Theorem 3.1.
A simple example of a Gibbs Markov map is the Gauss map, where Q = (0,1], Tx = %

1 dzx sy
g3 1ts and the partition

mod 1, the measure p is the Gauss measure given by du(x) =

is A ={(-,%]:5 e N}

J+17 3
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