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Abstract

We consider expanding systems with invariant measures that are uniformly expanding
everywhere except on a small measure set and show that the limiting statistics of hitting
times for zero measure sets are compound Poisson provided the limits for the cluster
size distributions exist. This extends previous results from neighbourhoods around single
points to neighbourhoods around zero measure sets. The assumptions require the decay
of correlations to the at least polynomial and some decay condition on the non-uniformly
expanding and and some regularity conditions around the limiting zero measure target
set.

1. Introduction

Limiting return times distributions have been studied already by Doeblin for the Gauss
map, but serious broad interest developed only around 1990 in particular with a paper
by Pitskel [21] where he showed, using generating functions, that for Axiom A maps
the limiting distribution at almost all points are Poissonian if the shrinking target sets
are cylinder sets. He also found that at periodic points the return times also have a
geometric component which gives rise to a compound Poisson distribution. A similar
result was shown in [17] for the entry time using the Laplace transform and the argued
to generalise to extend to Poisson distributed limiting higher return times using the weak
mixing property. For harmonic maps such a results were shown in [5] using the Chen-
Stein method. Later, Galves and Schmitt [12] came up with a very effective method to
show exponentially distributed entry times in a symbolic setting for ψ-mixing measures
and also provided error terms. This method was then carried further by Abadi and
others (e.g. [1, 13, 3, 2]) where it was shown that for symbolic systems the limiting
return times are almost everywhere Poisson distributed. Similar results for metric balls
for non-uniformly hyperbolic systems where shown in [4, 16, 20] even providing speeds of
convergence outside a small set. A closer look at periodic orbits was done in [14] where
it was found that in a symbolic setting one always gets a compound Poisson distrution.
Later there was found to be a dichotomy between non-periodic and periodic points where
non-periodic points always have Poisson distributed hitting times and periodic points
lead to compound Poisson distributions (see e.g. [10, 7, 8] and also [9]). In [15] such
concepts were generalised to the situation when the limiting set is not a single point any
longer but can be some arbitrary null set. In this case the limiting compound Poisson
distribution can be quite general and is not any longer restricted to be Pólya-Aeppli. In
that instance it was used to get limiting results on synchonised systems. Here we show
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a similar argument for expanding maps only which we then apply to interval maps and
look in particular at the limiting hitting times distribution at the parabolic point where
we recover a result of [11] where an ad hoc method was used to get the right scaling which
is different from the standard Kac scaling and which follows in a natural way from our
setup.

2. Expanding Maps and Limiting Distributions

Let Ω be a metric space and T : Ω → Ω be a measurable map and µ a T -invariant
probability measure. Here we assume that T is differentiable and expanding, i.e. |Dt(x)| ≥
1 for all x. If U ⊂ Ω is a subset then put

ZN
U =

N−1∑
j=0

1U ◦ T j

for the hit-counting function over the time interval N . In particular, if Γ ⊂ Ω has zero
µ-measure and for ρ > 0 we denote by Bρ(Γ) =

⋃
x∈ΓBρ(x) its ρ-neighbourhood, then

for suitable orbit lengths N(ρ) we want to get that the distribution of ζ
N(ρ)
Bρ(Γ)

converges to

a non-degenerate probability distribution as ρ → 0. In the classical setting Γ is usually
chosen to be a simple point x and for N one then choses the Kac scaling t/µ(Bρ(x)) where
> 0 is a parameter. In that case it is known that for a variety of systems the limiting
distribution is a compound Poisson distribution. Here we present a general scheme for
expanding maps to obtain such results which might also result in a non-standard scaling
for N(ρ).

Let us recall that an integer valued random variableW is compound Poisson distributed
if there are i.i.d. N-valued random variables Yj ≥ 1, j = 1, 2, . . . , and an independent

Poisson distributed random variable P so that W =
∑P

j=1 Yj. The Poisson distribution
P describes the distribution of what usually is referred to as clusters whose sizes are then
described by the values of the random variables Yj whose probability densities are given
by λℓ = P(Yj = ℓ), ℓ = 1, 2, . . . . In particular

P(W = k) =
k∑

ℓ=1

P(P = ℓ)P(Sℓ = k),

where Sℓ =
∑ℓ

j=1 Yj and P is Poisson distributed with parameter t, i.e. P(P = ℓ) =

e−ttℓ/ℓ!, and by Wald’s equation E(W ) = tE(Yj). We say a probability measure ν̃ on N0

is compound Poisson distributed with parameters t and λℓ, ℓ = 1, 2, . . . if it has the same
distribution as W .

In the special case Y1 = 1 and λℓ = 0∀ℓ ≥ 2 we recover the Poisson distributionW = P .
An important non-trivial compound Poisson distribution is the Pólya-Aeppli distri-

bution which happens when the Yj are geometrically distributed, that is λℓ = P(Yℓ) =
(1− ϑ)ϑℓ−1 for ℓ = 1, 2, . . . , for some ϑ ∈ (0, 1). In this case

P(W = k) = e−t

k∑
j=1

ϑk−j(1− ϑ)j
sj

j!

(
k − 1

j − 1

)
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and in particular P(W = 0) = e−t. In the case of p = 0 this reverts back to the straight
Poisson distribution.

3. Assumptions and main result

Assume there exist R > 0 and for every n ∈ N finitely many yk ∈ Ω so that Ω ⊂⋃
k BR(yk), where BR(y) is the R-disk centered at y. Denote by ζφ,k = φ(BR(yk)) where

φ ∈ In and In denotes the inverse branches of T n. We call ζ an n-cylinder. Then there
exists a constant L so that the number of overlaps Nφ,k = |{ζφ′,k′ : ζφ,k ∩ ζφ′,k′ ̸= ∅, φ′ ∈
In}| is bounded by L for all φ ∈ In and for all k and n. This follows from the fact that
Nφ,k equals |{k′ : BR(yk) ∩ BR(yk′) ̸= ∅}| which is uniformly bounded by some constant
L.
Let us denote by Jn = dTnµ

dµ
the Jacobian of the map T n with respect to the measure

µ. Also put ZL
U =

∑L−1
j=0 1U ◦ T j.

For some L ∈ N put ZL
U =

∑L−1
j=0 1U ◦ T j for the hit counting function over a time

interval of length L. Let Γ ⊂ Ω be a zero measure set and for ρ > 0 denote by Bρ(Γ) its
ρ-ball neighbourhood. Then we shall make the following assumptions:
(I) There exists a decay function C(k) so that∣∣∣∣∫

M

G(H ◦ T k) dµ− µ(G)µ(H)

∣∣∣∣ ≤ C(k)∥G∥Lip∥H∥∞ ∀k ∈ N,

for every H ∈ L∞(Ω,R) for every G ∈ Lip(Ω,R).
Then, we need some geometric assumptions:
(II) We assume that there is a set Gn ⊂ {ζφ : φ ∈ In} so that
(i) µ(Gc

n) ≲ n−g for some g > 0, where Gn =
⋃

φ∈Gn
ζφ.

(ii) (Distortion) We require that Jn(x)
Jn(y)

= O(D(n)) for all x, y ∈ ζ for all ζ ∈ Gn n-

cylinders and all n, where D is a non-decreasing function which below we assume to be
D(n) = O(nd) for some d ≥ 0.
(iii) (Contraction) There exists a function δ(n) → 0 which decays at least summably
polynomially, i. e. δ(n) = O(n−k) with k > 1, so that diam ζ ≤ δ(n) for all n-cylinder
ζ ⊂ Gn and all n.
(iv)

Gρ,L =
∞∑

n=L

µ(Gc
n ∩Bρ(Γ) ∩ T−nVL

ρ )

µ(VL
ρ )

−→ 0

as ρ→ 0, L→ ∞, where VL
ρ = {x ∈ Ω : ZL

Bρ(Γ)
(x) ≥ 1}.

(III) (Dimension estimate) There exist 0 < d0 < d1 <∞ such that ρd1 ≤ µ(Bρ) ≤ ρd0 .
(IV) (Annulus condition) Assume that for some ξ ≥ β > 0:

µ(Bρ+r \Bρ−r)

µ(Bρ)
= O(

rξ

ρβ
)

for every r < ρ.
Here and in the following we use the notation xn ≲ yn for n = 1, 2, . . . , to mean that

there exists a constant C so that xn < Cyn for all n. As before let T : Ω ⟲ and µ a
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T -invariant probability measure on Ω. For a subset U ⊂ Ω we put Xi = 1U ◦ T i and
define

ZL = ZL
U =

L−1∑
i=0

Xi

where L is a (large) positive integer. For Γ ⊂ Ω of zero measure we put

(1) λℓ = lim
L→∞

λℓ(L),

where

λℓ(L) = lim
ρ→0

P(ZL
Bρ(Γ)

= ℓ)

P(ZL
Bρ(Γ)

≥ 1)
.

Let us now formulate our main result.

Theorem 3.1. Assume that the map T : Ω → Ω satisfies the assumptions (I)–(IV) where
C(k) decays at least polynomially with power p > (β

η
+ d1)

1+d
d0

and k > 1+d
d0

. Let Γ ⊂ Ω be

a zero measure set and λℓ the corresponding quantity as defined in (1).
Then

lim
L→∞

lim
ρ→0

P(ξtBρ(Γ) = k) = ν({k}),

where ν is the compound Poisson distribution for the parameters t, λℓ and N = N(L, ρ) =
tL

P(ZL
Bρ(Γ)

≥1)
.

The proof of Theorem 3.1 is given in Section 6. In the following section we will express
the parameters λℓ in terms of the limiting return times distribution.

4. Return times anc Kac’s scaling

As before let U ⊂ Ω be a subset of Ω so that µ(U) > 0, then define the first entry/return
time τU by τU(x) = min{j ≥ 1 : T j ∈ U} which by Poincaré’s recurrence theorem is
finite almost everywhere. Similarly we get higher order returns by defining recursively

τ ℓU(x) = τ ℓ−1
U + τU(T

τℓ−1
U (x)) with τ 1U = τU . We also write τ 0U = 0 on U . For L some large

number we then put αℓ(L,U) = µU(τ
ℓ−1
U ≤ L < τ ℓU) for ℓ = 1, 2, . . . , where µU is the

induced measure on U given by µU(A) = µ(A ∩ U)/µ(U),∀A ⊂ Ω.
Now let Un ⊂ Ω, n = 1, 2, . . . , be a nested sequence of sets and put Λ =

⋂
n Un. Assume

the limits αℓ(L) = limn→∞ αℓ(L,Un), ℓ = 1, 2, . . . , exist for all L large enough. Similarly
we put αℓ = limL→∞ αℓ(L), for ℓ = 1, 2, . . . . In the special case ℓ = 1 we get in particular
α1 = limL→∞ limn→∞ µUn(L < τUn) which is also called the extremal index.

Lemma 4.1. [15] Assume
∑

ℓ ℓ
2αℓ <∞. If α1 > 0 then

λk =
αk − αk+1

α1

.

In particular the limit defining λk exists.

This lemma in particular implies that the expected length of the clusters is given by
∞∑
k=1

kλk =
1

α1

∞∑
k=1

k(αk − αk+1) =
1

α1
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provided α1 is positive. Also notice that since λk ≥ 0 one obtains that α1 ≥ α2 ≥ α3 ≥
· · · is a decreasing sequence. Moreover λk = αk∀k only when both are geometrically
distributed, i.e. λk = αk = α1(1−α1)

k which results in a Polya-Aeppli compound Poisson
distribution.

Let us consider the entry time τU(x) where x ∈ Ω.

Lemma 4.2. For U ⊂ Ω one has

P(τU < L) = µ(U)
L∑

j=0

α1(k, U).

If moreover Un ⊂ Ω is a nested sequence so that µ(Un) → 0 as n → ∞ and so that the
limit α1 = limL→∞ limn→∞ α1(L,Un) exists and satisfies α1 > 0, then

lim
L→∞

lim
n→∞

P(τUn ≤ L)

Lµ(Un)
= α1.

Proof. We have

P(τU < L) = P(ZL ≥ 1)

=
L−1∑
j=0

P(Zj ≥ 1, T−jU, τU ◦ T j ≥ L− j)

=
L−1∑
j=0

P(U, τU ≥ L− j)

= µ(U)
L∑

j=0

α1(k, U).

The second part of the statement now follows if α1 > 0. □

Remark 4.1. If α1 > 0 then it now follows from the two previuous lemmata and its proof
that

lim
L→∞

lim
n→∞

P(τ ℓUn
≤ L < τ ℓ+1

Un
)

Lµ(Un)
= α1λℓ

for ℓ = 1, 2, 3, . . . . In a similar way as in the previous lemma on can show for ℓ = 2, 3, . . .
that

P(τ ℓUn
≤ L) =

L∑
k=ℓ

P(τ kUn
≤ L < τ k+1

Un
) = P(τUn ≤ L)

L∑
k=ℓ

λk(L,Un)

which implies as before that

lim
L→∞

lim
n→∞

P(τ ℓUn
≤ L)

Lµ(Un)
= αℓ.
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5. The Compound Binomial Approximation

In this section we prove an approximation theorem that provides an estimate how
closely the level sets of the counting functionW is approximated by a compound binomial
distribution which represents the independent case. As the measure of the approximating
target set Bρ(Γ) goes to zero, the compound binomial distribution then converges to a
compound Poisson distribution.

To be more precise, the following abstract approximation theorem which establishes
the distance between sums of {0, 1}-valued dependent random variables Xn and a random
variable that has a compound Binomial distribution is used in Section 6.1 in the proof
of Theorem 1 to compare the number of occurrences in a finite time interval with the
number of occurrences in the same interval for a compound binomial process.

Let Yj be N valued i.i.d. random variables and denote λℓ = P(Yj = ℓ). Let N ′ be
a (large) positive integer, t > 0 a parameter and put p = t/N ′. If Q is a binomially

distributed random variable with parameters (N ′, p), that is P(Q = k) =
(
N ′

k

)
pk(1−p)N ′−k,

thenW =
∑Q

i=1 Yi is compound binomially distributed. AsN ′ goes to infinity, Q converges
to a Poisson distribution with parameter t and W converges to a compound Poisson
distribution with parameters t, λℓ.

Let (Xn)n∈N be a stationary {0, 1}-valued process and put ZL =
∑L−1

i=0 Xi for L ∈ N.
Let W b

a = Zb − Za for 0 ≤ a < b and W = ZN . (In the following theorem we assume for
simplicity’s sake that N ′ and ∆ are integers.)

Theorem 5.1. [15] Let L << N and denote by ν̃ be the compound binomial distribution
measure where the binomial part has values p = P(ZL ≥ 1) and N ′ = N/L and the
compound part has probabilities λℓ = P(ZL = ℓ)/p .
Then there exists a constant C1, independent of L and ∆ < L, such that

|P(W = k)− ν̃({k}) | ≤ C1(N
′(R1 +R2) + ∆P(ZL ≥ 1)),

where

R1 = sup
0<∆<M≤N ′

0<q<N ′−∆−1/2

∣∣∣∣∣
q−1∑
u=1

(
P
(
ZL = u ∧WML

∆L = q − u
)
− P(ZL = u)P

(
WML

∆L = q − u
))∣∣∣∣∣

R2 =
∆∑

n=2

P(ZL ≥ 1 ∧W (n+1)L
nL ≥ 1).

6. Proof of Theorem 1

In this section we bound the quantities in the assumption of Theorem 5.1 in the usual
way by making a distinction between short interactions, i.e. those that are limited by
a gap of length ∆, and long interactions which constitute the principal part. The near
independence of long interactions is expressed bv the decay of correlations and gives rise
to the error term R1. The short interactions are estimated by R2 and use the assumptions
on limited distortion, the fact that ‘cylinders’ are pull-backs of uniformly sized balls and
the positivity of the local dimension.
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6.1. Compound binomial approximation of the return times distribution. To
prove Theorem 1 we will employ the approximation theorem from Section 5 where we put
U = Bρ(Γ). Let Xi = 1U ◦T i−1 and for the blocking argument let L be an integer and put

as before V b
a =

∑b
j=a Zj, where the Zj =

∑(j+1)L−1
i=jL Xi are stationary random variables.

Then we put N = [tL/Pµ(Z0 ≥ 1)], where t is a positive parameter (from now on we omit
the integer part brackets [·]). Then for any 2 ≤ ∆ ≤ N ′ = N/L = t/Pµ(Z0 ≥ 1)] (for
simplicity’s sake we assume N is a multiple of L)

(2)

∣∣∣∣P(V N ′

0 = k)− ν̃({k})
∣∣∣∣ ≤ C3(N

′(R1 +R2) + ∆µ(Z0 ≥ 1)),

where

R1 = sup
0<∆<M≤N ′

0<q<N ′−∆−1/2

∣∣∣∣∣
q−1∑
u=1

(
P
(
Z0 = u ∧ V M

∆ = q − u
)
− P(Z0 = u)P

(
V M
∆ = q − u

))∣∣∣∣∣
R2 =

∆∑
j=1

P(Z1 ≥ 1 ∧ Zj ≥ 1),

and ν̃ is the compound binomial distribution with parameters p = P(Zj ≥ 1) and distri-

bution t
p
P(Zj = k). Notice that P(V N ′

0 = k) = 0 for k > N and also ν̃({k}) = P(Ṽ N ′
0 =

k) = 0 for k > N .

We now proceed to estimate the error between the distribution of S and a compound
binomial based on Theorem 5.1.

6.2. Estimating R1. Let us fix ρ for the moment and put U = Bρ(Γ). Fix q and u and
we want to estimate the quantity

R1(q, u) =
∣∣P(Z0 = u, V M

∆ = q − u
)
− P(Z0 = u)P

(
V M
∆ = q − u

)∣∣
In order to use the decay of correlations (II) to obtain an estimate for R1(q, u) we approx-
imate 1Z0=u by Lipschitz functions from above and below as follows. Let r > 0 be small
(r << ρ) and put U ′′(r) = Br(U) for the outer approximation of U and U ′(r) = (Br(U

c))c

for the inner approximation. We then consider the set U = {Z0 = u} which is a disjoint
union of sets

u⋂
j=1

T−vjU ∩
⋂

i∈[0,L)\{vj :j}

T−iU c

where 0 ≤ v1 < v2 < · · · < vu ≤ L−1 the u entry times vary over all possibilities. Similarly
we get its outer approximation U ′′(r) and its inner approximation U ′(r) by using U ′′(r)
and U ′(r) respectively. We now consider Lipschitz continuous functions approximating
1U as follows

ϕr(x) =

{
1 on U
0 outside U ′′(r)

and ϕ̂r(x) =

{
1 on U ′(r)

0 outside U
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with both linear in between. The Lipschitz norms of both ϕr and ϕ̂r are bounded by aL/r

where a = supx∈G |DT (x)|. By design ϕ̂r ≤ 1Z0=u ≤ ϕr. Moreover let us note that since

U ′′(r) \ U ′(r) ⊂
L−1⋃
i=0

T−i(Bρ+r(Γ) \Bρ−r(Γ))

one has by Assumption (IV)

µ(U ′′(r) \ U ′(r)) ≲ L
rξ

ρβ
.

In order to use the decay of correlation let us approximate as follows:

P
(
Z0 = u, V M

∆ = q − u
)
− P(Z0 = u)P

(
V M
∆ = q − u

)
≤
∫
M

ϕr · 1V M
∆ =q−u dµ−

∫
M

1Z0=u dµ

∫
M

1V M
∆ =q−u dµ

= X+ Y
where

X =

(∫
M

ϕr dµ−
∫
M

1Z0=u dµ

)∫
M

1V M
∆ =q−u dµ

Y =

∫
M

ϕr (1V M
∆ =q−u) dµ−

∫
M

ϕr dµ

∫
M

1V M
∆ =q−u dµ.

The two terms X and Y are estimated separately. The first term is readily estimated by:

X ≤ P(V M
∆ = q − u)

∫
M

(ϕr − 1Z0=u) dµ ≤ µ(U ′′(r) \ U(r)) ≲ L
rξ

ρβ
µ(U) = Lρξw−βµ(U)

if we put r = ρw for some w > 1. In order to estimate the second term Y we use the
decay of correlations. Using assumption (II), we can estimate as follows:

Y =

∣∣∣∣∫
M

ϕr T
−∆(1V M−∆

0 =q−u) dµ−
∫
M

ϕr dµ

∫
M

1V M−∆
0 =q−u dµ

∣∣∣∣
≤ C(∆)∥ϕr∥Lip

as ∥1V M−∆
0 =q−u∥L ∞ = 1. Hence

µ(U ∩ T−∆{V M−∆
0 = q − u})− µ(U)P(V M−∆

0 = q − u)

≲ aL
C(∆)

r
+ Lρξw−βµ(U)

Since we get similar estimates using the inner approximation ϕ̂r we obtain

R1 ≲ aL
C(∆)

ρw
+ Lρξw−βP(Z0 ≥ 1)

using the fact that U = {Z0 = u} ⊂ {Z0 ≥ 1} for any u ≥ 1.
In the exponential case when δ(n) = O(ϑn), for some ϑ < 1, we choose ∆ = t| log ρ |

for some t > w/|ϑ | and obtain the estimate

R1 ≲ aLρt|ϑ |−w + Lρξw−βP(Z0 ≥ 1).
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6.3. Estimating the terms R2. To estimate the contributions made by short return
times we use, as it is typically done, expansiveness and the bounds on distortion. In order
to estimate the measure of U ∩ T−jU for some positive j define

Cj(U) = {ζφ,j : ζφ,j ∩ U ̸= ∅, φ ∈ Ij}
for the cluster of j-cylinders that cover the set U . If we put V = {Z0 ≥ 1}, then

µ(T−jV ∩ U ∩Gj) ≤
∑

ζ∈Cj(U)∩Gj

µ(T−jV ∩ ζ)
µ(ζ)

µ(ζ)

≲
∑

ζ∈Cj(U)∩Gj

D(j)
µ(V ∩ T jζ)

µ(T jζ)
µ(ζ)

Since the sets ζφ,k are φ-pre-images of R-balls, the denominator is uniformly bounded
from below because µ(T jζ) = µ(BR(yk)) Thus, by assumption (I),

µ(T−jV ∩ U ∩Gj) ≲ D(j)µ(V)
∑

ζ∈Cj(U)∩Gj

µ(ζ) ≲ D(j)µ(V)Lµ

 ⋃
ζ∈Cj(U)∩Gj

ζ


Now, since diam ζ ≤ δ(j) ≲ j−k for ζ ∈ Gn, in the polynomial case, one has⋃

ζ∈Cj(U)∩Gj

ζ ⊂ Bδ(j)(U).

Since by assumption µ(Bδ(j)(U)) = O((δ(j) + ρ)d0) we get in the polynomial case

µ(T−jV ∩ U ∩Gj) ≲ D(j)µ(V)(δ(j)d0 + ρd0) ≲ D(j)µ(V)(j−kd0 + ρd0).

On the set Gc
j we use Assumption (II-iv) and obtain

µ(T−jV ∩ U ∩Gc
j) ≤ µ(V)

µ(U ∩ T−jV ∩Gc
j)

µ(V)
For the estimate of R2 there are two cases to consider, namely (I) if j ≥ 2 where we

have a gap of length L to give us some dacay, and (II) when j = 1 in which case we have
to open a gap to achieve some decay.

(I) If j ≥ 2 then we use the decomposition

{Z0 ≥ 1, Zj ≥ 1} = V ∩ T−jLV = T−jLV ∩
L−1⋃
k=0

T−kU

and obtain

P(Z0 ≥ 1, Zj ≥ 1) ≤
L−1∑
k=0

µ(T−kU ∩ T−jLV) =
jL−1∑

u=(j−1)L

µ(U ∩ T−uV).

Consequently

∆∑
j=2

P(Z0 ≥ 1 ∧ Zj ≥ 1) ≤
∆L−1∑
u=L

µ(U ∩ T−uV)
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≲ µ(V)
∆L−1∑
u=L

(
D(u)(u−kd0 + ρd0) +

µ(U ∩ T−uV ∩Gc
u)

µ(V)

)
≲ µ(V)

(
L−σ + (L∆)1+dρd0 +GL

)
since D(u) = O(ud), provided σ = kd0 − d− 1 is larger than 0, where

GL =
∞∑

u=L

µ(U ∩ T−uV ∩Gc
u)

µ(V)

goes to zero as L→ ∞ by Assumption (II-iv).

(II) If j = 1 let α = 1
1+σ

and put Z ′
0 =

∑L−1
i=L−L′+1Xi and Z

′′
0 = Z0−Z ′

0, where L
′ = Lα.

Then

P(Z0 ≥ 1, Z1 ≥ 1) ≤ P(Z ′′
0 ≥ 1, Z1 ≥ 1) + P(Z ′

0 ≥ 1),

where P(Z ′
0 ≥ 1) = µ(V ′), where V ′ = {Z ′

0 ≥ 1}. Similar to the case (I) above we have
now a gap of length L′ which allows us to estimate in the same way

P(Z ′′
0 ≥ 1, Z1 ≥ 1) ≤

L−1∑
u=L′

µ(U ∩ T−uV)

≲ µ(V)
(
L′−σ + L1+dρd0 +GL′

)
we conclude that

P(Z0 ≥ 1, Z1 ≥ 1) ≲ µ(V)(L−σα + L1+dρd0 +GL′) + µ(V ′).

Finally if we combine steps (I) and (II) then the entire error term can be estimated by

N ′R2 ≤ N ′
∆∑
j=1

P(Z0 ≥ 1, Zj ≥ 1)

≲ N ′µ(V)(L−ασ + (L∆)1+dρd0 +GLα) +N ′µ(V ′)

≲ t
(
L−ασ + (L∆)1+dρd0 +GLα

)
+N ′µ(V ′)

≲ L−σα + L1+dρv
′
+GLα +

µ(V ′)

µ(V)
assuming v′ = d0 − v(1 + d) > 0 (as ∆ = ρ−v), as N ′ = t/µ(V).
In the exponential case when δ(n) = O(ϑn), for some ϑ < 1, then we put ∆ = t| log ρ |,

for a suitable t, and obtain

∆∑
j=2

P(Z0 ≥ 1 ∧ Zj ≥ 1) ≲ µ(V)
∆L−1∑
u=L

(
ud(ϑud0 + ρd0) +

µ(U ∩ T−uV ∩Gc
u)

µ(V)

)
≲ µ(V)

(
ϑ̃L + L1+dρd̃0 +GL

)
for any ϑ̃ ∈ (ϑ, 1) and any positive d̃0 < d0. This yields

N ′R2 ≲ ϑ̃Lα

+ L1+dρd̃0 +GLα +
µ(V ′)

µ(V)
.
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6.4. The total error. For the total error we now put r = ρw and as above ∆ = ρ−v

where v < d0 since ∆ << N and N ≥ ρ−d0 . Moreover L′ = Lα for α = 1/(1 + σ) and in
the polynomial case when C(∆) = O(∆−p) = O(ρpv) we get

|P(W = k)− ν̃({k})|

≲ N ′
(
aL

C(∆)

ρw
+ Lρξw−βµ(U)

)
+ L−ασ + L1+dρv

′
+GLα +

µ(V ′)

µ(V)
+ ∆µ(τU ≤ L)

≲
aL

L
ρvp−w−d1 + ρwξ−β + L1+dρv

′
+ L−ασ +GLα +

µ(V ′)

µ(V)
+ Lρd0−v

as N ′µ(U) = s
L
, s = N ′P(Z0 ≥ 1), N = t/P(Z0 ≥ 1) ≳ ρd1 and ∆µ(τU ≤ L) ≲ ρ−v+ρd0 .

When ρ→ 0 then µ(U) → 0 and in order to get convergence we require vp−w− d1 > 0,
wξ−β > 0 and v′ = d0−v(1+d) > 0. This can be achieved if w > β/ξ is sufficiently close

to β/ξ and p >
(

β
ξ
+ d1

)
1+d
d0

in the case when C decays polynomially with power p, i.e.

C(k) ∼ k−p. These choices also satisfy v < d0. Since we also must have σ = kd0−d−1 > 0
this is satisfied if k > d+1

d0
.

In the exponential case (diam ζ = O(ϑn) for n cylinders ζ and C(∆) ∼ ϑ∆) we obtain
with ∆ = s| log ρ| for s large enough

|P(W = k)−ν̃({k})| ≲ aLρs| log ϑ |−w−d1+ρws−β+L1+d| log ρ |1+d+ϑ̃Lα

+
µ(V ′)

µ(V)
+GLα+∆µ(τU ≤ L),

for some ϑ̃ ∈ (ϑ, 1). Note that in this case we only need to have d0 > 0.

6.5. Convergence to the compound Poisson distribution. For t > 0 and any L ∈ N
large we take N ′ = t/P(ZL ≥ 1) In the double limit first ρ goes to zero and then we let L
go to infinity. Denote by ν̃L,ρ be the compound binomial distribution with the paramters
p = P(ZL ≥ 1) and N ′ = t/p. Then, as ρ → 0 the compound binomial distribution ν̃L,ρ
converges to the compound Poisson distribution ν̃L for the parameters tλℓ(L). Thus for
every L:

P(W = k) −→ ν̃L({k}) +O(L−ασ +GLα).

Now let L→ ∞. Then λℓ(L) → λℓ for all ℓ = 1, 2, . . . and ν̃L converges to the compound
Poisson distribution ν for the parameters λℓ = limL→∞ λℓ(L). Finally we obtain

P(W = k) −→ ν({k})
as ρ→ 0. This concludes the proof of Theorem 3.1. □

7. Examples

7.1. C2 interval maps. Let T : I → I is piecewise expanding on the interval I. We
assume that T is piecewise C2 with uniformly bounded C2-norms. For φ ∈ In (In

are, as before, the set of inverse branches of T n) we denote by ζφ = φ(I) the n-cylinder
associated with φ. If, as before,

δ(n) = max
φ∈In

|ζφ|

then δ(n) decays exponentially fast since we assume that |T ′(x)| > c0 uniformly in x for
a constant c0 > 1. That is δ(n) ≤ c−n

0 (his corresponds to the case when k = ∞).
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Moreover one has decay of the annealed correlation function (I) and also the decay of the
quenched correlation functions (II). In fact, the decay function λ(n) decays exponentially
fast to zero (this is equivalent to p = ∞).

Since the measure µ is absolutely continuous with respect to Lebesgue measure and a
density h which is bounded and bounded away from 0, Condition (V) is satisfied with
any values d0 < 1 < d1 arbitrarily close to 1. Condition (III) follows from the uniform
boundedness of second order derivatives which implies that d = 0. Let us notice that
Gc
j = ∅ for all j and that the contraction rate of the maximal size of n-cylinders δ(n) is

exponential. The Annulus Condition (VI) is satisfied with ξ = β = 1.
By [15], Lemma 4, x is a periodic point if and only if the τρ(x) = inf{j ≥ 1 : T jBρ(x)∩

Bρ(x) ̸= ∅}. Note that τρ(x) ≤ τρ′(x) if ρ > ρ′ > 0 and if ρ → 0 then τρ(x) converges to
the minimal period of m of x if x is a periodic point and to ∞ if x is not periodic. If x is
periodic with minimal period m, then λℓ = (1− ϑ)ϑℓ−1, where

ϑ = lim
ρ→0

µ(Bρ(x) ∩ T ℓBρ(x))

µ(Bρ(x))
= |DTm(x)|−1

is the Pitskel value of x. If x is not periodic then we find that λ1 = 1 and λℓ = 0 for all
ℓ ≥ 2 which follows from the fact that τρ(x) then diverges to ∞.

We can therefore invoke Theorem 3.1 and obtain the following result:

Theorem 7.1. Let the map T be piecewise C2 with uniformly bounded C2 derivative and
uniformly expanding. Then

Wx,ρ =
N−1∑
j=0

1Bρ(x) ◦ T j

with respect to the measure µ is:
(i) Poisson(t) if x is non-periodic,
(ii) Pólya-Aeppli if x is periodic with minimal period m and the Pitskel value ϑ =
|DTm(x)|−1, λℓ = (1− ϑ)ϑℓ−1,
where N = Nρ(x) =

t
µ(Bρ(x))

(Kac scaling).

7.2. Parabolic interval maps. Let us consider the Pomeau-Manneville map which for
a parameter α ∈ (0, 1) is given by

T (x) =

{
x+ 2αx1+α if x ∈ [0, 1

2
)

2x− 1 if x ∈ [1
2
, 1]

and has a parabolic point at x = 0, i.e. T ′(0) = 1. Otherwise T ′(x) > 1 for all x ̸= 0.
These maps have a neutral (parabolic) fixed point at x = 0 and are otherwise expanding.
It is known that T has an invariant absolutely continuous probability measure with density
h(x), where h(x) ∼ x−α for x close to 0.
There exists a constant C so that∣∣∣∣∫ ψ(ϕ ◦ T n) dµ−

∫
ψ dµ

∫
ϕ dµ

∣∣∣∣ ≤ C∥ψ∥Lip∥ϕ∥∞
1

nγ
,

where γ = 1
α
− 1.
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Consequently, for the purposes of Theorem 3.1, Assumption (I) is satisfied with λ(n) =
O(n−p) with p = 1

α
− 1. Clearly the dimensions of µ and µω are equal to one and

Assumption (V) is satisfied with any d0 < 1 < d1 arbitrarily close to 1 for any point x
away from the parabolic point at 0. Assumption (VI) is satisfied with ξ = β = 1.
Let us denote by ψ0 for the parabolic inverse branch of T and denote by ψ1 the other

inverse branch ψ1(x) =
1
2
+ x

2
. Then ψn

0 the (unique) inverse branch of T n which contains

the parabolic point 0, then one has that |ψn
0 (I)| = O(n−1/α), where ψn

0 (I) = [0, an],

an = ψn
0 (1) ∼ n− 1

α .
One has (ψk

0)
′(1) = 1/(T k)′(ak) and since T ′(s) = 1 + (1 + α)2αxα we obtain

(T k)′(ak) =
k∏

ℓ=1

(1 + (1 + α)2αaαℓ )

∼ exp
k∑

ℓ=1

(1 + α)2αaα
1

ℓ

∼ exp ((1 + α)(2α)α log k)

= kc,

where c = 1+α
(2α)α

= 1+α
α

= 1 + 1
α
.

Now for j ∈ N, let us put ζ = ψ⃗i(I) for the j-cylinder given by i⃗ = (i1, i2, . . . , ij) ∈
{0, 1}j, where ψ⃗i = ψij ◦ · · ·ψi2 ◦ ◦ψi1 . The ζ then describe all possible j-cylinders as i⃗

ranges over all possibilities. For some β < 1 to be determined later, let us put q = jβ and
define the set of ’bad’ j-cylinders Gc

j by

Gc
j =

{
ζ = ψ⃗i(I) : i⃗ ∈ {0, 1}j, i1 = i2 = · · · = iq = 0

}
and put Gc

j =
⋃

ζ∈Gc
j
ζ. Then

µ(Gc
j) ≤ µ(Uq) ≲

1

qγ
.

Now let n0 be so that x ∈ Un0 \ Un0−1, then ζ ∩ Bρ(x) ̸= ∅ if ζ = ψ⃗i(I), for ij−n0 =
ij−n0+1 = · · · = ij = 0.

7.2.1. Away from the parabolic point. From now on we let Γ = {x} for x ∈ I, x ̸= 0. In
order to get better estimates of the term R2 we will, unlike done earlier, stratify the set Gn

j

as follows. If ζ ∈ Gj then there exists s < q so that ζ = ψ⃗i(I), where i1 = i2 = · · · = is = 0
and is+1 = 1. In this case, if moreover ζ ∩Bρ(x) ̸= ∅, then

diam(ζ) ≲ diam(Us)
1

(j − s− n0)c
1

nc
0

.

Or, since diam(Us) ≤ as ≲ s−
1
α we get

δs(j) ≲
1

s
1
α

1

((j − s− n0)n0)c
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which is the diameter estimate for those j-cylinders for which have the given value for s.
In a similar way we can estimate the distortion of those cylinders by

Ds(j) ≲ distortion(T s
α|Us) ≲ sc.

Since the dimension of the measures µ on the unit interval I is equal to 1, we get the
following refined estimate of the error term R2 where the gap is again denoted by ∆. For
the contribution of the short returns we get (as q << j)

R2,good ≲
∆∑

j=L′

q−1∑
s=0

δs(j)Ds(j)

≲
∆∑

j=L′

q−1∑
s=0

s1+
1
α

s
1
α ((j − s− n0)n0)c

≲
∆∑

j=L′

q2

jc

≲
1

L′ 1
α
−2β

provided 1
α
− 2β is positive, i.e. β < 1

2α
and L′ < L. Therefore

R2 ≲
1

L′ 1
α
−2β

+GL′ .

The estimates of the other terms R1 and R3 proceed unchanged. As before we ap-
proximate the characteristic function 1Bρ(x) from the outside by a Lipschitz continuous
function ϕ which smoothens on an annulus of thickness ρw for a w > 1 and in a similar
way with a Lipschitz function ϕ̂ from the inside. Then ∥ϕ∥Lip, ∥ϕ̂∥Lip ≲ ρ−w and gives for
the correlation term:

R1,corr ≲ aLρ−w 1

∆
1
α
−1

≲ ρv(
1
α
−1)−w,

where we used the decay of correlation and where we put, as before ∆ = ρ−v for a v < 1.
This tells us that the condition on the parameters is v( 1

α
−1)−1−w > 0. For the annulus

term we get as before

R1,ann ≲ ρw ≲ ρwP(ZL ≥ 1)

which goes to zero as w is larger than 1. Then R1 = R1,corr + R1,ann. The third error
term is then

R3 ≲
N∑
k=0

∆∑
j=1

µ(V)2 = N∆µ(V)2 ≲ ∆µ(V)

which goes to zero as v < 1. The total error now is

R ≲ N ′(R1 +R2) +R3.
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Since g = βγ which implies that µ(Gc
j) ≤ j−βγ and define NL =

∑∞
j=L 1Gc

j
for which

we get

µ(NL) =
∞∑
j=L

µ(Gc
j) ≲

∞∑
j=L

1

jβγ
≲

1

Lβγ−1
.

The Hardy-Littlewood maximal function is then

HNL(x) = sup
ρ>0

1

µ(Bρ(x))

∫
Bρ(x)

NL dµ = sup
ρ>0

∞∑
j=L

µ(Gc
j ∩Bρ(x))

µ(Bρ(x))

for which we get by the maximal inequality for ε > 0:

Pµ(HNL > ε) ≲
1

ε

∫
I

NL dµ ≲
1

εLβγ−1
∀ρ > 0.

If we put ε = L−(βγ−1)/2 then

Pµ

(
∞∑
j=L

µ(Gc
j ∩Bρ(x))

µ(Bρ(x))
>

1

L(βγ−1)/2

)
≲

1

L(βγ−1)/2
.

Since NL ≥ 1 if NL ̸= 0 we get that Pµ(NL ̸= 0) ≲ L−(βγ−1) decays to zero as L → ∞ if
γ > 1. By [6] Theorem 3.18 we now obtain

GL,ρ(x) =
∞∑
j=L

µ(Gc
j ∩Bρ(x))

µ(Bρ(x))
−→ NL = 0

for all x ∈ {NL = 0} as ρ → 0. Since P(NL ̸= 0) is summable if β( 1
α
− 1) − 1 > 1 and

β < 1 can be arbitrarily close to 1, we see that if α < 1
3
by the Borel-Cantelli theorem

lim
L→∞

lim
ρ→0

GL,ρ(x) = 0

for almost every x ∈ I, i.e. µ-almost every x lies in lim infL,ρ{NL = 0}.
Let us note that if x ∈ lim infL,ρ{NL = 0} is periodic with minimal period m then we

get that the limiting distribution is Pólya-Aeppli with parameter ϑ = |DTm(x)|−1 and
the Kac. scaling N = t

P(ZL≥1)/L
∼ ϑt

µ(Bρ)
. If x ∈ lim infL,ρ{NL = 0} is non-periodic then

the limiting distribution is Poisson(t) with the scaling N = t
P(ZL≥1)/L

∼ t
µ(Bρ)

.

7.2.2. Asymptotics at the parabolic point. If x = 0 we obtain a different scaling since in
this case α1 = 0. Instead of ρ → 0 we shall use the neighbourhoods Un = [0, an]. Denote

by An = Un \ Un+1 = (an+1, an] and Vn,L =
⋃n+L−1

j=n Aj = Un \ Un+L for L ∈ N. For given
n let as before ZN =

∑N−1
j=0 1Un ◦ T j be the hit counting function where we assume for

simplicity’s sake that N = rL for some r, L ∈ N. If k < K (for some K < L) we obtain

P(ZN = k) = P

 ⋂
k⃗∈Kr(k)

r⋂
j=1

T−(j−1)L{ZL = kj}


= P

 ⋂
k⃗∈Kr(k)

r⋂
j=1

T−(j−1)L{ẐL = kj}
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= P

(
N−1∑
j=0

ẐL ◦ T jL = k

)
,

where Kr(k) = {k⃗ ∈ Nr
0 :
∑r

j=1 kj = k} and ẐL =
∑L−1

j=1 1Vn,K
◦ T j. This is because if

ZN
Un

= k < K then for the iterates one has T jx ̸∈ Un+K for j = 0, . . . , N . Let K = Lη for
some η ∈ (0, 1). Then K → ∞ as L→ ∞.

Lemma 7.1. For all α ∈ (0, 1):

P(ẐL ≥ 1)

µ(Vn,L+K−1)
−→ 1

as n→ ∞. In particular there is a constant C so that

C−1n− 1
α ≤ P(ẐL ≥ 1) ≤ Cn− 1

α .

Proof. We do the following decomposition as ψi
0Vn,K = Vn+i,K :

{ẐL ≥ 1} =
L−1⋃
ℓ=0

T−ℓVn,K

=
L−1⋃
ℓ=0

(
Vn+ℓ,K ∪

ℓ−1⋃
i=0

T−(ℓ−i−1)ψ1Vn+i,K

)
= Vn,K+L−1 ∪ E

where we get the error term (k = ℓ− i)

E =
L−1⋃
ℓ=0

ℓ−1⋃
i=0

T−(ℓ−i−1)ψ1Vn+i,K =
L−1⋃
k=0

T−(k−1)

L−k⋃
i=0

ψ1Vn+i,K =
L−1⋃
k=0

T−(k−1)ψ1Vn,K+L−k

which can be estimated as follows:

µ(E) ≲
L−1∑
k=0

K + L− k

n
1
α
+1

≲
L(K + L)

n
1
α
+1

.

Since
µ(Vn,K+L−1)

(K + L− 1)n− 1
α

is bounded and bounded away from 0 uniformly in n we get the desired estimates. □

Lemma 7.2. If α, β ∈ (0, 1) then

GL,n =
∞∑
j=L

µ(Vn,K ∩ T−j{ẐL ≥ 1} ∩Gc
j)

P(ẐL ≥ 1)
−→ 0

as n→ ∞.

Proof. In order to verify Assumption (II-iv) we write

Vn,K ∩ T−j{ẐL ≥ 1} ∩Gc
j = Vn,K ∩ T−j

L−1⋃
ℓ=0

T−ℓVn,K ∩ T−qUq = Vn,K ∩ T−(j−q)V̂
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(as Gc
j = T−qUq), where

V̂ =
L−1⋃
ℓ=0

(
Vn+ℓ+q,K ∪

ℓ+q−1−i⋃
i=0

T−(ℓ+q−1−i)ψ1Vn+i,K ∩ Uq

)
Since

T−(ℓ+q−1−i)ψ1Vn+i,K ∩ Uq ⊂ Aℓ+q−1−i ∩ Uq = ∅
if ℓ+ q − i− 1 < q, or, if i > ℓ− 1, we can put

V̂ ′ =
L−1⋃
ℓ=0

ℓ−1⋃
i=0

T−(ℓ+q−1−i)ψ1Vn+i,K ∩ Uq

which implies V̂ ′ ⊂ Vq,L−1 and to write

V̂ =
L−1⋃
ℓ=0

Vn+ℓ+q,K ∪ V̂ ′ = Vn+q,K+L−1 ∪ V̂ ′.

Note that since

T−(ℓ+q−1−i)ψ1Vn+i,K ∩ Uq =

ℓ+q−i−1⋃
k=q

ψk
0ψ1T

−(ℓ+q−i−2−k)ψ1Vn+i,K

(the term k = ℓ+ q− 1− i is when one of the maps ψ1 is deleted) we get for the Lebesgue
measure m

m
(
T−(ℓ+q−1−i)ψ1Vn+i,K ∩ Uq

)
≲

ℓ+q−i−1∑
k=q

m
(
ψk
0ψ1T

−(ℓ+q−i−2−k)ψ1Vn+i,K

)
≲

ℓ+q−i−1∑
k=q

1

k
1
α
+1
m(Vn+i,K)

≲
K

(n+ i)
1
α
+1q

1
α

as Dψk
0 |V0 ≲ k−( 1

α
+1). Consequently

m(V̂ ′) ≲
KL2

n
1
α
+1q

1
α

and therefore

m(V̂) ≲ m(Vn+q,K+L−1) +m(V̂ ′)

≲
K + L

(n+ q)
1
α
+1

+
KL2

n
1
α
+1q

1
α

≲
KL2

(n+ q)
1
α
+1
.

Since h|Vn,K
≲ n one has

µ(Vn,K ∩ T−j{ẐL ≥ 1} ∩Gc
j) ≲ n ·m(Vn,K ∩ T−(j−q)V̂)
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and therefore

Vn,K ∩ T−(j−q)V̂ = (Vn,K ∩ ψj−q
0 V̂) ∪

j−q−1⋃
i=0

j−q−i−1⋃
k=q

ψk
0ψ1T

−(j+q−i−2−k)ψ1ψ
i
0V̂ ∩ Vn,K .

Since ψk
0ψ1T

−(j+q−i−2−k)ψ1ψ
i
0V̂ ⊂ Ak we must have n ≤ k < n + K which implies in

particular that j−q− i−2 ≥ n and thus j ≥ n+1 in the second term. For k ∈ [n, n+K)
this leads to

m(ψk
0ψ1T

−(j+q−i−2−k)ψ1ψ
i
0V̂ ∩ Vn,K) ≲

1

k
1
α
+1

(
q

q + i

) 1
α
+1

m(V̂)

≲
1

n
1
α
+1

(
q

q + i

) 1
α
+1

KL2

(n+ q)
1
α
+1

as Dψi
0|Vn,K

≲
(

q
q+i

) 1
α
+1

. Since h|Vn,K
≲ n this leads to

µ

(
j−q−1⋃
i=0

j−q−i−1⋃
k=q

ψk
0ψ1T

−(j+q−i−2−k)ψ1ψ
i
0V̂ ∩ Vn,K

)

≲ n

j−q−1∑
i=0

K
1

n
1
α
+1

(
q

q + i

) 1
α
+1

KL2

(n+ q)
1
α
+1

≲
K2L2

n
1
α

q
1
α
+1

q
1
α

1

(n+ q)
1
α
+1

=
K2L2q

n
1
α (n+ q)

1
α
+1
.

For the other term we get

µ(Vn,K ∩ψj−q
0 V̂) ≲ n ·m(Vn,K ∩ψj−q

0 V̂) ≲ n
(
m(Vn,K ∩ Vn+j,K+L−1) +m(Vn,K ∩ ψj−q

0 V̂ ′)
)
.

Since for j ≥ L one has Vn,K ∩ Vn+j,K+L−1 = ∅ and since V̂ ′ ⊂ Vq,L−1 one gets ψj−q
0 V̂ ′ ⊂

Vj,L−1 and therefore Vn,K ∩ ψj−q
0 V̂ ′ ̸= ∅ only if n− L ≤ j < n+K we obtain

m(Vn,K ∩ ψj−q
0 V̂ ′) ≲

K + L

n
1
α
+1nβ 1

α

as q = jβ.
Finally we arrive at

µ(Vn,K ∩ T−j{ẐL ≥ 1} ∩Gc
j) ≲

k2L2jβ

n
1
α (n+ jβ)

1
α
+1
χ[n,∞)(j) +

k + L

n
1
αn

β
α

χ[n−L,n+K)(j)

and since P(ẐL ≥ 1) ≳ LKn− 1
α this gives us

GL,n ≲
∞∑
j=L

jβ

(n+ jβ)
1
α
+1
χ[n,∞)(j) +

1

n
β
α

−→ 0
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as n→ ∞. □

The estimates of the R terms are much the same as for non-parabolic points:

R1,corr ≲
aL

ρw
1

∆γ
≲ aLρ−wN−vγ,

where we put ∆ = N v for some v < 1. Similarly

R1,ann ≲ ρwµ(V)h(an) ≲ nρwµ(V).
No change in the R3 term as we still have R3 ≲ µ(V)1−v. Similarly we have

R2 ≲
1

L′ 1
α
−2β

+GL′,n.

For the coefficients of the limiting compound Poisson distribution we get if ℓ ≥ 2:

λℓ = lim
L→∞

lim
n→∞

P(ẐL = ℓ)

P(ẐL ≥ 1)
= lim

L→∞
lim
n→∞

µ(Vn,ℓ)

µ(Vn,L−K−1)
(1 + o(1)) = 0

which implies that we get in the limit that limL→∞ limn→∞
P(ZN=0)
P(ZL≥1)

−→ et, that is the

appropriately rescaled entry times converge to an exponential distribution.
Notice that for the parabolic point we have the non-Kac scaling N = t

P(ẐL≥1)/L
∼

tL
µ(Vn,L)

∼ tn
1
α rather than the standard Kac scaling which would require N to have the

value t
µ(Un)

∼ tn
1
α
−1 which grows much more slowly.

An application of Theorem 5.1 then leads to the following result.

Theorem 7.2. Let T : I ⟲ be as described above, where the map T is the parabolic map
Tα. Assume 0 < α < 1

3
. Denote by µ the absolutely continuous invariant measure, then

for all t > 0 the counting function

Wx,ρ =
N−1∑
j=0

1Bρ(x) ◦ T j

converges in distribution to Poisson(t) for Lebesgue almost every x ∈ [0, 1] and for x = 0,
where for:
x ̸= 0: N = t

P(ZL
Bρ(x)

≥1)/L

x = 0: N = t
µ(Vn,L+K)/L

where K < L (e.g. K = Lη for some η < 1) and a double limit

n→ ∞ and then L→ ∞.
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