IOPScience

Home

Search Collections Journals About Contactus My IOPscience

Return times distribution for Markov towers with decay of correlations

This content has been downloaded from IOPscience. Please scroll down to see the full text.

2014 Nonlinearity 27 1323
(http://iopscience.iop.org/0951-7715/27/6/1323)

View the table of contents for this issue, or go to the journal homepage for more

Download details:

IP Address: 128.125.233.38
This content was downloaded on 13/02/2015 at 21:34

Please note that terms and conditions apply.

iopscience.iop.org


iopscience.iop.org/page/terms
http://iopscience.iop.org/0951-7715/27/6
http://iopscience.iop.org/0951-7715
http://iopscience.iop.org/
http://iopscience.iop.org/search
http://iopscience.iop.org/collections
http://iopscience.iop.org/journals
http://iopscience.iop.org/page/aboutioppublishing
http://iopscience.iop.org/contact
http://iopscience.iop.org/myiopscience

10P Publishing | London Mathematical Society Nonlinearity

Nonlinearity 27 (2014) 1323-1349 doi:10.1088/0951-7715/27/6/1323

Return times distribution for Markov towers
with decay of correlations

N T A Haydn and Y Psiloyenis
Mathematics Department, USC, Los Angeles, 90089-1113, USA
E-mail: nhaydn@math.usc.edu and psiloyen@usc.edu

Received 26 May 2013, revised 3 April 2014
Accepted for publication 3 April 2014
Published 16 May 2014

Recommended by C Liverani

Abstract

In this paper we prove two results. First we show that dynamical systems with
a ¢-mixing measure have in the limit Poisson distributed return times almost
everywhere. We use the Chen—Stein method to also obtain rates of convergence.
Our theorem improves on previous results by allowing for infinite partitions and
dropping the requirement that the invariant measure has finite entropy with
respect to the given partition. As has been shown elsewhere, the limiting
distribution at periodic points is not Poissonian (but compound Poissonian).
Here we show that for all non-periodic points the return times are in the limit
Poisson distributed. In the second part we prove that Lai-Sang Young’s Markov
towers have Poisson distributed return times if the correlations decay at least
polynomially with a power larger than 1.

Keywords: return times statistics, mixing measures, decay of correlations
Mathematics Subject Classification: 37A25, 37A50

1. Introduction

Beginning with the Poincaré recurrence theorem, one of the main interests in studying
deterministic dynamical systems has been to show that the orbit of a typical point is on large
timescales statistically regularly distributed and orbit segments that are sufficiently separated
are close to independently distributed. In this paper we follow in this tradition and show that
for invariant measures that are ¢-mixing with respect to a possibly countably infinite partition
the return times are in the limit Poisson distributed.

Interest in such questions go back to the 1940s when Doeblin [15] studied the Gauss
map and its invariant measure. Later, in the 1970s Harris studied return times for Markov
processes and then around 1990 the interest of the return times statistics became a central
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topic in dynamics. Using symbolic dynamics, Pitskel [32] proved that for Axiom A maps the
return times are in the limit Poisson distributed with respect to equilibrium states for Holder
continuous potentials. Hirata [23] has a similar result using the Laplace transform which
he then generalized later in [24]. Galves and Schmitt [17] then came up with a technique
to get results for the first entry or return time which they applied to ¢¥-mixing systems and
where they also for the first time provided error estimates. This method was then considerably
extended by Abadi [2-4] to ¢-mixing systems. Using a combinatorial argument improved
error estimates were given in [6] for the first entry and return times of ¢-mixing processes.
For o-mixing systems, the limiting entry and return time distribution was established in [5]. A
combinatorial argument was used in [7, 8] to show that the limiting distribution is Poissonian
for ¢-mixing measures if one takes the limit along a nested sequence of cylinders. In [30]
multiple return times were shown to be Poisson distributed for a class of intermittent systems.
Recently Kifer has proven limiting results for simultaneous returns to cylinder sets, first [26]
an almost sure result using the Chen—Stein method and then [27] a complete classification with
error terms. Let us note that in [14] the Chen—Stein method was used to get the Poisson limiting
distribution for toral automorphisms where the limit is taken along sequences of ball-like sets.

Typically when entry times are Poisson distributed then so are the return times. In fact,
for arbitrary return or entry time distribution there is a formula [20] that allows one to translate
the entry time distribution into the return time distribution and vice versa.

For attractors on manifolds (with 1D unstable direction) which have a representation by
Young towers with exponentially decaying correlations, Chazottes and Collet [13] have shown
that the entry times are Poisson distributed for the SRB measure. Here the return sets are balls
although the technique involves approximations by unions of cylinder sets. Wasilewska [35]
extended this result to quite arbitrary measures on Young towers with polynomially decaying
correlations. There, also, the return sets are balls B, which are approximated by unions of
cylinders. There the error terms decay with a negative power of |log p |. In particular, for
attractors this result applies to SRB measures with polynomially decaying correlations. See
also [22]. For an overview of distribution results of return times also see [19].

In this paper we consider maps that are ¢-mixing with respect to an invariant measure
and a partition which can be finite or countably infinite. The purpose of the paper is three
fold: (i) we develop a more direct approach to the method of Chen—Stein to obtain distribution
results on return times, (ii) the Poisson law we obtain is applicable to unions of cylinders
rather than single cylinder neighbourhoods, and (iii) we allow for infinite partitions and do not
require the entropy to be finite. Unlike the moment method which requires the measure to have
the stronger -mixing property, the method of Chen-Stein requires us to only look at ‘two
fold” mixing sets and this is what makes it accessible to ¢-mixing measures. We also obtain
rates of convergence. Since we show the limiting distribution for unions of cylinders whose
total measures are required to decay at some rate, this approach can be used to obtain limiting
distribution results for metric balls in a metric space setting (theorem 3). Naturally we have
to keep away from return sets that ‘look’ periodic. At periodic points the limiting distribution
cannot be Poisson but is, as was shown in [21], compound Poisson distributed. In corollary 1
we deduce that at all non-periodic points return times are in the limit Poissonian.

In section 2 we set up the Chen—Stein method and then prove the main technical result
proposition 2. A similar method is used to prove theorem 5. Most of the results of sections 2
and 3 (in particular theorem 1 and lemma 2) also appeared in [33].

In the second part (section 4) of the paper we then look at Young towers and show that
return and entry times are in the limit Poisson distributed although we do not necessarily
have the ¢-mixing property for those systems. Since the invariant measure on a Young tower
typically is not ¢-mixing (although it is ¢-mixing), more delicate estimates are required in
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order to obtain the limiting Poisson distribution along sequences of sets which are unions of
cylinders. This allows us to show that if the correlations decay at least polynomially with
a (possibly fractional) power larger than 1, then the limiting return times distributions are
Poissonian provided a short return time condition is satisfied. For the precise statements see
section 4 and in particular theorem 4.

Let us note that it is crucial to select the return set to be some ‘regular’ set-like cylinders
as Kupsa and Lacroix [28,29] have shown that any limiting distribution can be realized if one
choses the return sets appropriately. Also let us note that Kupsa has constructed an example of
a symbolic system over three elements which has positive entropy and whose first entry time is
not exponentially (with parameter one) distributed almost everywhere. This emphasizes that
despite the plethora of existing results on the distribution of entry times, we cannot expect
positive entropy systems to generically have Poisson distributed returns in the limit.

2. Distribution for ¢-mixing systems

Let T be a map on 2 and u a T-invariant probability measure on 2. Let .4 be a finite or
countably infinite measurable partition on 2. We put A" for its nth join \/;;(1) T/ A. We
assume that the partition 4 is generating (i.e. the atoms of A consist of single points).

Throughout the paper we will assume that p is (right) ¢-mixing, that is there exists a
decreasing sequence ¢ (k) — 0 (as k — 00) so that

wANT"*(B))
n(B)

forall A € A", B € a(Ué21 A (u(B) > 0) and for all n, k (see, e.g., [16]). Let us note

that there exists A > 0 so that for any n € Nand A € A" one has u(A) < Ke " for some
constant K. For a proof of this fact see Abadi [2] whose proof for finite alphabet carries over
to infinite alphabet without any change.

For a set A C Q the hitting time t4 : 2 — N U {00} is a random variable defined on the
entire set 2 as follows:

Ta(x) = inf {k > 1: TF(x) € A}

—n(A)| < o)

(ta(x) = 00 if T*x & A Yk € N). If we narrow down the domain of 7,4 to the set A then 7, is
called the return time or first-return time. According to Kac’s theorem [25] f A Tadp =1 for
any ergodic T-invariant probability measure  and measurable A C 2 with positive measure.
We then can define the induced map f"A 1 A O given by f"A (x) = T™(x) Vx € A, and the
kth return time rﬁ by putting T/i = 14 (k = 1) and recursively for k > 1

Th(0) =inf {£ > 77 0 T () € A} = T (T3 o) + 7471 ()

(for convenience we put tg = 0). Following [8] the period of A C €2, under the map T, is
defined to be

ra = inf{n € NJANT " (A) # 9},

or, equivalently, r4 = inf,c4 T4 (x). From the mixing property we conclude that r4 < min{¢ :

¢(6) < 1}.

For A € o (A") (union of n-cylinders) let us define

6AG) = _min {p(Au(A) +(j = w)).

WX

where A, (A) € o (AY) is smallest so that A C A, (A), thatis A, (A) = UBGAW:BQA#Q B.
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Remark. In a similar way one can define a measure i to be left ¢-mixing' if
wANT"X(B))
w(A)
forallA € A", B € O'(Uj A’y and n, k. A right ¢-mixing measure is not necessarily also left
¢-mixing. However, the results in this paper on the distribution of return times (theorems 1

and 2 and corollary 1 and also lemma 1) also apply to left ¢-mixing systems since the techniques
involved are symmetric. If the measure is left ¢p-mixing then 64 (/) has to be replaced by

$4() = min {u(A™(A) +¢( —w)},

ISw<Ljan

where AW (A) = T~0=WT" YA € o(T~"") AY) is the smallest element in o (7 ~"~*) A¥)
which contains A (w < n).

—n(B)| < ¢ (k)

Theorem 1. Let u be a T -invariant probability measure which is ¢-mixing with respect to a
generating and at most countably infinite partition A. Then there exists a constant Cy so that

k—1 i

t r
P(h> )T
(A (A) § i!

forallk,n € Nand A € o (A").

- $(8)
< Cur@v D) inf [Au(A)+3 0 8a() + 7o | log (Al

J=ra

Theorem 2 ( [33]). Let i be a ¢p-mixing T -invariant probability measure with respect to the
generating and at most countable infinite partition A. Let n > 1 be so that n"¢(n) — 0 as
n — o0o. Let K > 0. Then for A € o(A") a finite or infinite union of n-cylinders such that

n

|log u(A)| < Kn" andry > 3 the following applies:

(i) Exponential mixing rate. Suppose ¢ (n) = O@W"), with0 < ¥ < 1 and u(A,(A)) =
O@W") for w < n. Then there exists y = y(9) > 0 and C, > 0 such that

k—1 :

t 1

]P k _ -t
(TA>_M(A)) et

i=0

< Cot(t Vv e ™, Vi >0 andVn €N, )

(ii) Polynomial mixing rate. Suppose ¢(n) = Om=P) with B > 1+ n and 1(A,(A)) =
Ow ™) for w < n. Then there exists C, > 0 such that

k—1 i

t t'

P k _ § -t
(‘CA > _M(A)> € i

i=0

1
< Cyt(t Vv l)ﬁ, Vit >0 andVn e N. 2)
nb—1-

Remarks.

(I) The statements of these two theorems also apply to left ¢-mixing measures. In this case,
however, the quantity 64 (/) in theorem 1 has to be replaced by $4(j) and in theorem 2 the
decay rate for 11 (A, (A)) has to apply to £ (A™ (A)) instead. Here we present the proof in the
case when u is right ¢-mixing.

(ID) The assumption of theorem 2 that the period r4 be greater than 5 can be substituted with
any other number of the order of n. This assumption is in place to ensure that the reference
cylinder A does not exhibit a periodic behaviour. By its very definition, the set A consists of
points that travel together for at least » iterates of the map F. In view of this property if the
set A revisited itself very early on by the means of a single point x that would have caused an

! This is sometimes also called reversed ¢-mixing.
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entire neighbourhood of A to fall into A at that same iterate. Considering the extreme case, if
the entire set falls into A at the same iterate of F that renders A periodic. In this case the set
A would act like a ‘trap’. By asking that more time passes by before any of A’s points comes
back to A we ensure that the system is nearer to the time where the set will start spreading
all over the space, by virtue of the mixing properties that govern the dynamics. In particular,
for cylinders around periodic points the limiting distribution of return times is a compound
Poissonian distribution [21].

(IIT) Commenting on the assumption that | log i(A,)| < Kn" recall that in the finite entropy
case, when H(A) < oo, the theorem of Shannon—-MacMillan—Breiman [31] implies that for
a.e. point x € Q there exists C > 0 such that

|log (A, (x))] < Cn vn e N, 3
i.e. n = 1, where we denote by A, (x) the n-cylinder centred at x. On the other hand, if
H(A) < oo and n > 1 then we can give a rough estimate on the set of cylinders that do not
satisfy the condition |log u(A)| < Kn". Denote by B(n) C A" the set of all the n-cylinders
A that satisfy |log u(A)| > Kn". Then, since H(A") =), n(A)|logu(A)| < nH(A),
we obtain

nH(A) > Y w(A)llogu(A)l > D Kn'u(A,) = Kn"u(B(n)

A,€B(n) A,€B(n)
which implies
H(A) c
n(B(n)) < K1 < Y

This shows that for > 1 as n increases the exception set, or ‘bad’ set, gets smaller. The
bigger the n we choose the bigger coverage we achieve, where the estimates hold, but making
n larger that has a direct effect on the error estimates. As pointed out above, Abadi’s result
does not allow us to choose 1 to be less than 1.

In the rest of this section we will look at the return time distribution for cylinder sets. Let
x € Q and denote by 7, = r4,(r) the period of the n-cylinder neighbourhood A, (x) € A".
Since A,41(x) N T/A,41(x) C A,(x) NT/A,(x) Vn, j, one sees that 7, is an increasing
sequence which implies that either 7, — 00 or 7, converges to a limit 77, (which is a function
of x).

In the finite case, mo, < 00, the point x is a periodic point with period m.,. This follows
from the fact that x € A,(x) N T7 A, (x) for all n large enough. Since A is generating,
the periodicity of x follows from taking a limit n — oo as {x} = (), A,(x). For ¥ -mixing
measures it was shown in [21] that the limiting distribution of P(rﬁ > (’ A)) converges to the
Poélya—Aeppli compound Poisson distribution. For the limiting first return-time distribution at
a periodic point a complete description for ¢-mixing measures was given in [8] where it was
shown that the density has a point mass at t = 0 of weight lim,,_, o P4, x)(T4, ) = 7o) and
is exponential otherwise. This generalizes a result of Pitskel [32] for equilibrium states on
axiom A systems.

In the infinite case, when 7, — 00 as n — 00, x is non-periodic and we can estimate &4
as follows:

Sa ()= _Inf {u(Ac(0)) +(j — )} < Ke "™+ ¢(j/2)

X

(k = j/2), where we used the property that 1 (Ag(x)) < Ke ™ (A > 0). Hence, with
some ¢,

A 00
E(B) =D Sa,m0() < cre” L 3" 6(j/2) — 0

J=Ttn J=T
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as n — oo if we assume that ¢ (j) is summable. Also note that if ¢ is summable then
we get that lim;_, o, j¢(j) = 0. Hence there exist a sequence A,, n = 1,2, ..., so that
(A, /(A (x)) = 0and also A, (A, (x)) > 0asn — oo.

As a consequence of theorem 1 we thus have the following result.

Corollary 1. Let u be a ¢-mixing w.r.t. the generating partition A that is at most countably
infinite. Assume ¢ (j) is summable. If x € Q is not periodic, then
k-1

k ! 45
P(W“ i u(An(x») - ;e il

asn — oo forallt > 0.

This is sometimes expressed using the counting function ¢, = Z?:o xa o T/, where m =

[£/m(A)] and x4 is the characteristic function of A. Then P(t’j > t/u(A)) = Zf:(} Pl =)
and the statement of the corollary reads

k

N
P(¢h,m =k) —e IE

as n — oo for all non-periodic x € 2 and all # > 0. As remarked earlier, this result equally
applies to left ¢-mixing measures.

2.1. Application

As an application of theorem 2 we will indicate how one can obtain the limiting distribution
for metric balls for maps on metric spaces. We will still require that there be a generating
partition with respect to which the measure is ¢-mixing. The balls will then be approximated
by unions of cylinders. This approach was also used by Pitskel [32] for toral automorphisms
on T? and in [18] for rational maps.

Let T be a map on a metric space €2 and let A = {A; : j} a generating finite or countable
infinite partition of €2, thatis € = [ J; Aj and A; N A; = @ fori # j. As before we denote
by A" the nth joint of the partition. Assume there is a 7 -invariant probability measure . on
Q. Then we put for parameters ¢ > 0 and radii p > 0

m
, )
gb’p(x) = Z XB,(x) © T/
j=0

for the counting function of the returns to the metric ball B,(x) in the space €2, where
m = [t/pu(By(x)].

Theorem 3. Let u be an invariant measure on the metric space 2 and suppose there is a
partition (finite or countably infinite) A. Let x € Q and assume the following conditions are
satisfied.

(i) w is ¢-mixing with rate ¢ (k) decaying at least polynomially with power larger than 2;
(ii) diam(A") decays exponentially fast as n — 0o,
(iii) There exists w > 1 such that %
(iv) w has finite and positive dimension almost everywhere;

(v) rg,x) = const.|log p| for small enough p.
Then

—> 1 as p — 0% almost everywhere;

£k
t _ —t

P(CBp(x)_k> —> € F

as p — 0" for almost every x € Q and k € Ny.
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Proof. We approximate the balls B, (x) by unions of cylinders. By assumption (ii) there exists

av € (0, 1) such that diam(A) < v" (for n large enough). Letn = [wll‘;iﬁ] + 1, fix x and
denote by

cl, = U A

AcA":ANB, (x)£D

the smallest union of n-cylinders that contains B,(x). By assumption (iv) we have
|log (B, (x))| < ci|log p| for some constantc; < oo and consequently the sets C;),n € a(A")
satisfy the assumption of theorem 2 for n = 1. By assumption (v) we have rp ) > const.n
thus satisfying the short return times condition. Hence we obtain by theorem 2 that
}P’(gém =k) — e_’,’{—k! as p — 0 (and n — 00).

By assumption (iii) on the regularity of the measure u we have

UP) (§30+ﬁ"’ = k) - IP(;Bﬂ = k)| < [m] M(BP"'P"’ \ BP) — 0
P

as p — 0. Since B,(x) C C;m C Bpu(x) C B, (as V" < p") we obtain

P(gh ) =k) — e 'L |

Remarks.

(I) The requirement (i) that p is ¢-mixing appears somewhat artificial, but it can occur in
the following simple way: an Anosov map 7 on a manifold €2 admits the construction of an
arbitrarily fine Markov partition .4 which then can be used to model the dynamics of 7' by the
shift transform o a subshift of finite type X. The projection w : ¥ — 2 semiconjugates the
shift transformo : ¥ Otothemap T : Q O;thatisw oo = T omw. A ¢-mixing measure v on
% then maps to a ¢-mixing measure ;. = 7 *v on Q2. Theorem 3 then implies that the limiting
return times distribution for metric balls is Poissonian (provided conditions (iii)—(v) are met).

(II) If 2 is a manifold and p is an absolutely continuous measure then the regularity

condition (iii) %
,

—> l as p — 07 is satisfied everywhere for any w > 1.

(IIT) Condition (v) on the short returns is satisfied for many measures. For instance in [13],
lemma 4.1, it was shown that for the SRB measure on codimension one attractors with
exponentially decaying tails there exists an a > 0 so that the measure of the set of very
short returns

Vo ={xe€Q:rp,u > allogpl}

is bounded by u(V,) = O(p?) for some a > 0. Although the proof uses Young towers it
does not rely on the decay of correlations or a mixing property. This was in [22,35] extended
to invariant measures for more general maps that allow for a Young tower construction with
polynomially decaying tails where one gets the estimate 1 (V,) = O(|logp|™) for some
a > 0. In both cases every point x ¢ V), satisfies condition (v).

(IV) The theorem cannot in general directly be applied to systems that are modelled by a
Young tower since the invariant measure is only «-mixing and not necessarily ¢-mixing (see
equation (18)). A more elaborate method will be used to exploit the .#’! convergence of the
densities (see theorem 5).
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3. Proof of theorem 1

3.1. Short returns

Abadi has shown that for ¢-mixing systems the measure of cylinder sets decay exponentially,
i.e. there are strictly positive constants K and A such that (A) < Ke " for any integer
n € N and any n-cylinder A. Recall that 4 (k) = min; ¢, <t{(A,(A)) + ¢ (k — w)} where
Ay (A) € 0(AY) is smallest so that A C A, (A).

Recall that the period 4 of the set A is defined as the smallest j for which ANT =/ (A) # @}.

Lemma 1. P4 (ta4 <1) < Yj_,, 84()j).
Proof. For numbers w; < j we have

wAN{Ta <1) = Y p(ANn{ra=j})
J=ra

< Z 1t (A, (A) N T~0=D 4)

J=ra

< Y u(A)8A()

J=ra

using the right ¢-mixing property and optimizing for w;. The result then follows. 0

In the same way one proves that P4 (14 < ¢) < le:m 84 () if p is left ¢-mixing since then

w(AN{ts = j}) < w(AN T "D A® (A)) < §,(j) for the optimal choice of w € [1, n].

3.2. The Stein method

Stein’s method of proving limiting theorems was first introduced by Stein [34] for the central
limit theorem and then subsequently developed for the Poisson distribution [10, 11]. As
mentioned before this method has been used in dynamics several times: Abadi [4] used it
by way of a result in [9] to obtain the Poisson distribution for cylinder sets in ¢-mixing
systems. Denker ef al [14] used the Chen—Stein method to obtain the Poisson distribution for
limiting return times to ball-like sets for torus maps. Their approach involved extensive use
of harmonic analysis. Here we develop a more practical approach that does not use [9] and
does not require the target set to be a single cylinder, but could possibly be an infinite union of
cylinders. Also, since entropy does not play any role, this approach works for infinite entropy
systems and infinite alphabets. In the following we give a short description of the method as
it is relevant for our purpose.

Let u be a probability measure on Ny which is equipped with the power o-algebra
By,. Additionally we denote by ¢ the Poisson-distribution measure with mean ¢, i.e.
P, d{k}) = ey e Np. Also let F be the set of all real-valued functions on Ny. The

k!
Stein operator S : F — F is defined by

Sfk)=tf(k+1)—kf(k), Vk € Np. )

The Stein equation
sf=h- [ hdu )
N
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for the Stein operator in (4) has a solution f for each ug-integrable 7 € F (see [10]). The
solution f is unique except for f(0), which can be chosen arbitrarily. Moreover, f can be
computed recursively from the Stein equation, namely [10]

k — 1)!

tk

k-1 ;
Fo) = > (i) — o) ©)

i=0
k — 1!

= - ) —pot . VEeN. -
i=k :

In particular, if 4 : Ny — R is bounded then so is the associated Stein solution f.

Proposition 1 ([10]). A probability measure . on (No, By,) is Poisson (with parameter t) if
and only if

f Sfdu =0 forall bounded functions f : Ny — R.
No

A probability measure p on (Ny, By,) which approximates the Poisson distribution g
can be estimated as follows:
/ Sfdu
No

|u(E) — po(E)| =
where E C Ny and f is the Stein solution that corresponds to the indicator function xg. Sharp
bounds for the quantity on the right-hand side of (8) is what one is after when the Stein method
is used for Poisson approximation.

. (tf (k+1) = kf(k)) du|, ®)

Lemma 2. For the Poisson distribution |, the Stein solution of the Stein equation (5) that
corresponds to the indicator function h = yg, with E C Ny, satisfies

1 if £k <t
| e (O] < {27 rer ©)
In particular,
“ m ifm<t
)| <
;|f“(l)| = {t+(2+t)log§ ifm >t (10)
Proof.
We consider the two cases: (i) k > ¢ and (ii) k < .
(i) k > t: for h = xg, from the representation (7) for the Stein solution we have
k—1D! e . i
et = == ij (h(i) = o)) —.
Therefore,
k=D . r
[fre )| < == 2 1hG) = o] -
i=k
&
< (k kl). L
t P 1!
(k — 1) ¢ ¢t t
=——— |1+ . 11
ko k! §k+lk+2 k+i (i
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If i > ¢ then each term in the infinite sum in (11) is no greater than ( Yt If i < ¢, all
terms in the sum in (11) are clearly no greater than 1. Hence

k i
o] < S22 ( +Z( )) =

(i1) k < t: using the alternative representation (6) for the Stein solution f,,, this time, we

obtain
k — 1) (k DV i k=1 L
FAGIES ZO (i) — ,uo(h)| — = ;) ST GoDiF S

as the sequence {]i } jen is increasing for j < t and decreasing for j > . This completes
the proof of inequality (9). The second statement is now obvious for m < ¢. On the other

hand if m > 1 then it follows from the inequality ) . ll <log %

O

3.3. Return time distribution

Now we want to approximate the function P(rﬁ <m)forallk > 1and all m € R*. Let
A € o (A") and denote by W,,(x) the number of visits of the orbit {7 (x), T?(x), ..., T"(x)}
to the set A, i.e.
[m]
Wi (x) = D xa(T7 (1)),
j=1
where x4 is the characteristic function of the set A thatis x4 (x) = l1ifx € Aand x4 (x) =0
otherwise (and [m] is the integer part of m). Then
P(tt < [m]) =1 =Pk > [m]) = 1 = P(Wp, < k).

Therefore, our problem of approximating the distribution of 'L’]; becomes equivalent to
approximating the distribution of W,, for all m € N. The Poisson parameter ¢ is the expected
value of W,, (i.e. t = w(W,)). If we put p; = (T A) = u(A) Vi=1,2,...,then

t=pWo) =Y 1 (xaT’) =D pi = mp(A),

i=1
ie.m = [t/u(A)]. If h = xg with E an arbitrary subset of the positive integers, £ C Ny,

then we obtain from (8)
/ hdu — / hdug
Ny Ny

Joral-
No

and in turn, since the Stein operator S for the Poisson distribution is given by (4), we obtain
P(Wi € E) — po(E)l = |E@f(Wy+1) =W, f(W))|  VE C No.

Note that the difference [P(W,, € E) — no(E)| above gives exactly the error of the Poisson
approximation. We hence estimate

tEf(W, +1) —E (Z Iif<Wm>)‘

i=1

= |P(Wn € E) — po(E)|

[P(Wi € E) — po(E)|

Ef W+ 1) =Y pE(f (W)L = 1)
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D i Bf W+ 1) —E(f W)l = 1))‘

i=l1

ZP:‘ (Z fla+1DHP(W, =a) — Z f@P(W,, =all; = 1)>
i=1

a=0 a=0

pi Y fla+Deq, (12)

1 a=0

I
NE

where we put I;(x) = x4T'(x) the characteristic function of the set T~/ A and
€ai = |P(Wy =a) —P(W,, =a+1]; = DI. (13)
The function f above is the solution of the Stein equation (5) that corresponds to the indicator
function & = xg in the Stein method. In fact bounds on f have been obtained in corollary 2.
Now, in view of the new representation for [P(W,, € E) — uo(E)| we need to look at the
term €,,; more closely. If we put Wi = W,, — x4 o T' then the mixing condition yields the
following estimates on €, ;:

€a,i = IP(W,, =a) —P(W,, =a+ 1 = D]

_ pw, —ay— BEUWs =a}NT7A)
n(A)
PW! = .
= |P(W,, =a) — (W, = a)u(A) + e,
n(A)
' £
< [BOWy = @) — B(W,, = ,
R Ty

where €, = P({(W;, = a} N T~'A) — P(W,, = a)u(A) (¢ ; = 0if all I; are independent)
and &, = max; |[P((W!, =a}NT"A) —P(W! = a)r(A)|. The bound on €, ; has two terms,
the first of which is

[P(Wy = a) = B(W,, = a)| <P(L; = 1) = pu(A).
The second term, which contains &,, is the error due to dependence for which we get estimates
in proposition 2.

Proposition 2. There exists a positive constant C so that for all n € N and for all A € o (A")
the following estimate holds true:

#(A)
n(A)

A
P{W, =a)nT~A) —P(W), = a)u(A)‘ < Cu(A) inf | Ap(A) + > Al +
J=ra
where Wy, = 370, xa 0 T/ and Wy, =31 < j<mxaoT’.
J#

Proof. Let A << m be a positive integer (the halfwith of the gap) and put for every i € (0, m]

i—(A+1) m
Wic= 3 quoTi,  Wit= Y gaeTl,
j=1 Jj=i+A+1
i—1 i+A
U= 3 xeT  U=3 " el
j=i—A j=i+l
U, =U, + U, Wi =W, — U, =W, +W;*
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with the obvious modifications if i < A ori > m — A. With these partial sums we distinguish
between the hits that occur near the ith iteration, namely U’;~ and U/*, and the hits that occur
away from the ith iteration, namely W%~ and W/*.

The ‘gap’ of length 2A + 1 allows us to use the mixing property in the terms W% and its
size will be determined later by optimizing the error term.

We then have, for 0 < a <m — 1, a € Ny, that
P(W,, =a+1}NT 7 A) =P(W =a}NT"A)

= > P({W)* = a®) N {ULE = a®F) N T A)
a=(a,a",ad% a*)
stldl=a

(intersection of five terms). For 0 < a < m — 1 we have

P((W, =a}NT"A)—P (W, = a)M(A)‘ <R+ Ry + Rs

and will estimate the three terms
R, = ‘IP’ (W =a}nT~'4) - P ({W;;, —a)ln T"A)‘

R, = ’IP’ ({Wi —aln T*"A) —P(W,;; = a)]P’(Ii - 1)’

m

m

Ry = ‘P(W,; =a> —P(W =a))u(A)

separately as follows.

Estimate of R,. Here we show that short returns are rare when conditioned on 7% A. Observe
that

(Wi =a)nT~AC ({W,;‘, —a)n T”A) U (U}, > 0yn T A)
(Wi =aynTAcC ({W, =a)nTA)U({U}, > 0} N T~ A).
Since U/, > 0 implies that either U5* > 0 or U5~ > 0 we obtain
|P((W, = ay N T A) —P({W;, =a) N T~ A)| < P({U}, > 0y N T~ A) < by +bF
where
by =P({U,” >0}NT'A) and bf =P({U,;" >0}NT"A).

We now estimate the two terms, b, and b}, separately as follows:

(i) Estimate of b}: By lemma 1
bt =P({U,;" > 0}NTA)
=PWUL > 0L = 1)u(A)
=Py(r4 < A)u(A)

A
< Cu(A) Y 8a().

J=Ta

(ii) Estimate of b, : if U~ > 0 then {U’~ > 0} € Up_, T~ A and therefore

A
IE”({U,i,;_ >0}N T—iA) < (T_iA N U T—(i—k)A> .
k=1
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We show the following symmetry
A A
w (T—"A N U T—<i—k>A> =u (T—"A N U T—“‘”‘)A) .
k=1 k=1
For that purpose let S; = UkA=1 Jix where Jiy = T7ANT 9A and similarly S; =

UkA:l Jigs Jix = T'ANT =0 A, We now want to show that uu(S;) = u(S;). We decompose
S; into a disjoint union as follows:

A
S; = U Viks
k=1

where
k—1

Vi =T\ |J w0 i
j=I
Then

A A
ws) =P (Ukzlvi,k> = ulVin).
k=1

Similarly, S‘,- is the disjoint union of \7,-,,( = fi,k \ Ulj‘;} f;,k N j,J k=1,...,A. Then

k=1 k—1
F V= F*J\ U FR(Ixndij) = T\ U Jik NV Jijej = Vig,
j=1 j=1

where we have used that F’kJ;,k = fi,k and F’k(J,-,k NJij)= f[,k N J~,<,k,j, 0<j<k—-1.
Therefore, by the invariance of the measure /1,(‘7,', ) = 1(V; ) and consequently

A A
w(SH =Y Vi) =Y uVir) = u(S)).
k=1 k=1
We therefore obtain

A A
b =n (U TP An T"A) =1 (U T+ A 0 T"A)
k=1 k=1
=P({U,">0}NT"A) =b}
Combining (i) and (ii) yields

A
Ry < C Y840

J=ra

Estimate of R;. Now we show that short returns are rare. We proceed similarly to the estimate
of R;. The set inclusions

(Wi =a} C (Wi =a)U{U! > 0}
(Wi =a} C{W! =a}U{U! >0}

let us estimate

m m

'P(Wi =a) - P (W, =a)

A
<P (U, >0)<2P (U{[M = 1}) < 2An(A).
k=1

Hence
Ry < 2A1(A)
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Estimate of R,. This is the principal term and the speed of mixing now becomes relevant.
Recall that W/, (x) = Wi~ (x) + Wi*(x) and

Ry = ’IP’ ({W;;, —aln T"A) —P(W,; = a) M(A)‘

Yo P(wWiE=atinTA) - > P(WiE=4a") M(A)'.
a=(a",a") a=(a",a")
stldl=a stli|l=a

For each a = (a—, a*) for which |a| = a we have

m

P({(W:*=a*}NT'A) —P(W.* =a*) ,u(A)‘ <Ry +Ros+Rys
where

Ry = P({W," =a"}NTA) —P({W," =a"}NTA)P(W),” =a") ‘

m

oo = [P (005 = a0 T4) = P (W =) [ (Wi = )

Run = [P (W = a") B (WS = a”) = P (Wi = a*) |ua).

We now bound the three terms separately:
Bounds for R, 1. Due to the mixing property
P({W,*=a"}NT7A) =P (W, =a" )} NTA)P(W,~ =a") ’

< PP (W, =a")

we obtain
Yo P(Wit=atinTA) = > P((Wir=d}nTTA)P(WS =a")
a=(a",a") a=(a",a*)
stld| =a stld|l=a

< Y PP (Wi=a)
a=(a",a")
stlil=a

< @(D).
Bounds for R, ;. 'We have
R, =P(W:" =a") ‘]P’ ((Wyr=a"}NTA) =P (W,;" =a") M(A)‘

< PAP (W™ =a”) u(A)

and therefore

2

a=(a",a")
stldl=a

B(Wit = a') N T A)P (Wi = a~) — P (W* = a*) B (Wi~ = a”) ,u(A)‘
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< D SP(Wh =a)u(A)
a=(a",a")

stldl=a

< ¢ (A)u(A).

Bounds for R, 3. Here we obtain

2

ai=(a",a")

stldl=a

P(W," =a")P(W,” =a") =P (W,* =a¥) |u(A) < $QA)u(A).

Combining the estimates for R, ;, R, 2 and R, 3 we obtain that
Ry <Ry +Rop+ Rz < Cop(A)

Finally, putting the error terms R;, R, and R; together yields

A
P((W,, =a} N T~ A) = B(W,, = am(A)' C inf [1(A)A+1(A) Y 84(D)+o(A)|.
J=ra
for some C € R* independent of A. ]
Proof of theorem 1. By proposition 2
A
b0 < Cinfl | LAY A+ 1u(4) 37 84() +6(8)
J=ra
and therefore
A
& . . 9D
€ai S P(A)+—— < Cinf | n(A)A+ ) S4(j)+
v(A) T as0 ]:Z T A
Let us note that replacing the value z by t* = m] 1 (A) results in an error of order O((A)).

With the new estimates for the error term €, ; in hand we can now use lemma 2 to obtain (as
logm = O(Jlogu(A)]) and m = [t/u(A)]) with E = {0, 1, ...,k — 1}:

k—1

t _
#(4- ) -2

i=0

llog u(A)] .

A
~ L PA)
< Ct(v 1) inf | n(A)A +§5A(J) + o

Proof of theorem 2.

(i) Polynomial mixing. In the polynomial case where ¢(k) = O(k~#) with some B >2
we have by assumption u(4,) = O(w#) which implies that §4(j) < O((%)‘ﬁ) +

q)(‘) = OGP ifra < j < 2n where we used w = % Similarly we obtain

(SA(]) w(A) +¢(j —n) = u(A) + O ~P) for j > 2n. This gives the estimate
Y8, 840) = 0GPy + Ap(A) = O(m~#=D) + Aju(A) and consequently

k—1 i

t t’

P fk>_)_ze e
‘ (A p@)) =i

< Cr(t v 1) in (AM(A)+ ;ﬁ )llogu(A)|
n

n(A)
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In order to optimize A put A = for some w € (0, 1). Then we obtain

(A )

. 1 Aiﬁ l-w 1 Bw—1
inf { Apu(A)+ ——+—— ) < u(A) “+—— +u(Ad) .
A>0 nb-1

nf-1 " u(A)
The best value for w € (0, 1) isw = m and therefore
inf (n(A) =+ —— 4 paro!) <oumF 4+ <& vnen
ot w(A) py H( <2 TS el

for some constant C. Since by assumption |log(u(A))| < Kn" we obtain

1
. 1—w Bo—1 __
Jinf <M(A) + g+ (A) ) [ Tog(k(A))] < €

n

for some C > 0. Finally we obtain

k— i
Pl
‘ ( A (A)) 2; !
(ii) Exponential mixing. In this case ¢ (k) = O®*) with ¥ < 1 which combined with the

assumption u(A,(A)) = O(z?’”) implies that §4(j) = 67 for some 6 < 1 (take e.g.
w = min{n, 2} Hence Z, —r, 0a(j) = O@B"™) = O(0") for some 6 < 1. Hence

k— £

<Ct(rVvl) ﬁll e (14)

A

n(A)

< Cr@v 1) inf (AM(A)+9"+ )Ilogu(A)|.

15)

In order to estimate the RHS let us put A = (1 + E)M for some € > 0. Then

inf <A,u(A) +0" + 0° ) =1+ E)MM(A) +0" + (A€
A>0 u(A) | log 6]

and therefore
A

(A)

1 A
< ((1 + 6)%/&4) £0" + /L(Af) |log u(A).

infO (A/L(A) +0" + ) [log 1 (A)|

Since forany § € (0, 1) |[logx| = (’)( ) as x — 0% we obtain |log u(A)| < (L)a for some
constant C independent of A. Hence, as the measure of cylinder sets decay exponentially fast
we obtain

A

(A)

inf <A,u(A) +0" + ) llog u(A)| < Ce™ "

for some y > 0. Therefore,

k— /i
P<T“> (A)> ZO 7| <

< Ct(r v e ™.
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4. Return times on Markov towers

4.1. Mixing properties derived on the Markov tower

Let F be a differentiable map on a manifold M and €2y a subset of M. As in [36, 37]
we assume that €2 is partitioned into sets €2;,i = 1,2,... so that there is a return time
function R : ¢y — N which is constant on the partition elements €2y ; and which satisfies
that FR maps 2o bijectively to the entire set £29. Let us put ;; = {(x, j) : x € Qq;} for
j=0.1,....,R(Q,) — 1. The space @ = (72, UG~ @, is called a Markov tower for
the map 7. It has the associated partition A = {Q2;; : 0 < j < R(Q0,),i =1,2,...} which
typically is countably infinite. On the tower 2 we have the map 7 which for x € Q; is given
by T(x, j) = (x, j+1)if j < R(Q0,) — 1 and T (x, R(Q,;) — 1) = (FRED ().

For points x,y € € one defines the function s(x, y) as the largest positive n so
that (T®)/x and (T®)/y for 0 < j < n lie in the same sub-partition elements, that is
(T®) x,(T®)/y € Q,, for some ig, iy, ...,n — 1.

The space of Holder continuous functions C, consists of all functions ¢ on € for which
lp(x) — ()| < Cpy**». The norm on C, is [|¢ll, = |¢le + C,, where C,, is smallest
possible.

Let v be a finite given ‘reference’ measure on €2 and assume that the Jacobian JT® with
respect to the measure v is Holder continuous in the following sense: there exists a y € (0, 1)
so that

s(TRx,TRy)

JTRx
‘JTRy

forallx,y € Qp;,i =1,2,....
If the return time R is integrable with respect to m then by [37] theorem 1 there exists a
T -invariant probability measure ; (SRB measure) on 2 which is absolutely continuous with
respect to v. Moreover, the density function & = g—’: = lim,_ o £"X is Holder continuous,
where A can be any initial density distribution in C,,. The transfer operator £ : C, — C, is

— 1‘ < consty

defined by Lo(x) = ) i, %, ¢ € C,, and has the property that v is a fixed point of its
adjoint, i.e. £*v = v. In [37] theorem 2(II) the .#'-convergence was proven:

1% = hllzr < p@IAL, (16)
where the ‘decay function’ p(k) = O(k~#) if the tail decays polynomially with power 8, that is
if V(R > j) < const.j#. If the return times decay exponentially, i.e. if (R > j) < const.i}/
for some ¢ € (0, 1), then there is a 9 e (0, 1) so that p(k) < const. 9.

Recall that for each n € N the elements of the nth join A" = \/"—) T~* A of the partition
A = {€; ;} are called n-cylinders. For each n € N the n-cylinders A" form a new partition of
the space, a refinement of the original partition. The o -algebra F generated by all n-cylinders
At forall £ > 1, is the o -algebra of the system (2, F, ).

We will need the following standard arithmetic lemma to carry estimates for cylinders
over to union of cylinders.

Lemma 3. Let ay, ay, ... and by, by, . .. be positive reals. Then
ay+a+--- < 1 a;
- su - —.
biabrt-| P T g,

Proof. If we put € = sup; |1 — Z—| then we have by assumption (1 — €)b; < a; < (1 +¢€)b;.
Summation over i yields

A=Y b <Y a<(+e)Y b
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and therefore

Zfzi <(+e)

which implies the statement. ]

(I—-¢e)<

Lemma 4. There exists a constant Cg so that |L" x4ll, < Ce forall A € o (A") and n.

Proof. We first show that
JT"(x)
JT"(y)
forall pairsx,y € A,A e A"andVn e N. For A € A" andx,y € A wehave x, y € Q; ; for
somei < R; = R(,;). Put ng = R; — i and then successively ny = R; —i + Zi;% R,
where the j, are such that 7" x € Qg ;,. Clearly T"x, T"y € Q4 j, for k < R;, for all £ for
which n, < n. Put L = max,, <, £ and we get from the distortion property

s(T"x,T"y)
~ E)

'log

L—-1

JT"(x JTRic (T (x
'log ()<210g R( (x))
JT"(y) = JT %k (T (y))
L—1
<o Z yS(T”k (x), T (y))
k=0
< C3)/S(T”L (x), T"L(y))
< CIVS(T"(X%T”(Y))
for some c;.

Now, if x, y € @; ; forsome i, j, thenlet A € A" and x’, y’ € A be so that T"x" = x and
T"y" =y (for x’, ¥’ to exist one needs A C €2; ;). Then we obtain
L'hxa(y)  h(y) JT"(x")
Lrhya(x)  h(x) JT"(y")
which implies by the above estimate and the regularity of the density 4 that

L' xa(y) JT"(x") h(y") Ly :
< £l < ey Y 4oy ) oy SN
' | ST | T Ry | ST “r
for which we can also write
L"h ,
_ LR ey A e )
Lrhya(x)

Now any A € o (A") is the disjoint union of some A; € A". We now apply lemma 3 with the

identification a; = L"hya;(x),b; = L hxa,;(y). Since L hxa = Zj L"h x4; we obtain

| L)
L'y a(x)
Let us note that in particular (see [37] theorem 1(ii) and sublemma 1) that (as )" ,_ 4

xa=1)

< ey ™Y VA € o (A"), Vx, y in some ; ¢, Vn.

- L£1(y) P
L1(x)
Since |£"1]5 < 1, we now obtain
n n n ‘Cnhx ('x) s(x,y
L hxa(x) = L xa ] < 1L hxa ()] - ‘1 — LA Gyt
Lrhya(y)
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for some constant Cs. Hence L"h x4 € C, and, moreover, is bounded in the C,, -norm uniformly
inAeo(A") andn € N, O

We proceed as in the proof of [37] theorem 3 and put A = L"h x4 which is a strictly positive
function. Then n = —A is a density function as v(A) = v(L"hxa) = v(hxa) = u(A).
Moreover, [|A]], is by lemma 4 bounded by C¢ uniformly in n and A € o(A"). Denote by
p(k),k =1,2,..., the rate of the decay of correlations which is p(k) = O(k~ Py if the return
times tail decays like k=P and p(k) = O(H*) for some & € (0, 1) if the return times tail decays
exponentially. We obtain

R(ANT "By — u(Au(B) = v(hxa(xs o T*") — v(hxa)v(hxs)
= w(Av(xsLn) — v(hxs)

= n(A) / x(L5n — ) dv

= [(Ekk — w(A)h) dv. (17)
B
In particular, the .Z'-convergence of £¥n — h from (16) yields
[WANTT"B) — p(Au(B)| < 1(A) / xpIL% — k| dv

o {M(B)
u(A)erlnlly pk)

< {M(B)
cap(k)

as [[nll, = ﬁ IAll, < M( A) The upper estimate which only uses boundedness of 4 and the
pullbacks of the density 7 is useful for small £ and w(B). In particular this shows that the
invariant measure on a Young tower is ¢-mixing but not ¢- mlxmg

Denote by 7 = T* the induced map on € given by T(x) = TR for x € Q and
extended to the entire tower by putting 7' (x) = TR0~/ x for x € Q. Similarly we extend
R to the entire space €2 by putting R(x) = R(2;;) — j forx € Q; ;. To deal with short returns
let A C Q2 be a set with period r4 and put .¥(A) = U A for the smallest disjoint union so

that A C .(A), where A; € o(A%), and ¢; Zk 0 R(TkA ;) (for K; > 1) is such that
£; < min(n, ry).

(18)

Theorem 4. As described above let T be a map on the Markov Tower structure 2 with a
reference measure v and return time function R. Let |1 be the absolutely continuous invariant
measure. Then for a sequence A, € o (A") the following result holds true ( rﬁn is the kth entry
time to A,):

(D If w(A,) > e X n(F(A,)) < e for some 0 < L < K then

k=1 _;

t t
P k At -
<TA”>M(An)> ¢ ;i!

0

<C;tv De™ " Vi >0 and VneN,

forall G < L if p(k) is exponential and G = ﬁ(ﬂL — K) if p(k) ~ k=# is polynomial with
B> K/L.
(D) If n(A,) = n=%, w(FL(Ap) < n for some 1 < & < « then

k-1 ;

t t

P k _ —f§ .
' <TA”>M(An)> © o

0

<C;evDn™V Vi>0 and Vn e N,
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Br—k

) if p(k) ~ k=P is polynomial of order

where y = A — 1 if p(k) is exponential and y =
B > Kk/A

Note that in both cases, exponentially and polynomially decreasing sets A, and .¥(A,),
the lowest possible bound for the value B is 1 for polynomially decaying return times tail
V(R > n) ~ n~P. In these cases one must have K = L (exponential case) or k = A
(polynomial case).

4.2. Return time distribution

Here again we denote by p(k),k = 1,2, ..., the rate of the decay of correlations as in (18),
that is p(k) = O(k~P) if the return time tail decays like k# and p(k) = O(9*) for some
# € (0, 1) if the return time tail decays exponentially. Let us now prove the main result for
Markov towers.

Theorem 5. Let T: Q2 — Q be a Markov tower as above with a ‘reference measure’ m and
a return time function R. Let w be the absolutely continuous invariant measure for T and
pk), k=1,2, ..., the rate of the decay of correlations.

Let A € o (A"). Thenforall A(n < A <<m)andm > t:

IP(W,, € E) — ju0(E)| < const. (AM&”(A)) +2+ t)% 10gm>

Proof. As before we put W, = 37 xa o T/ and W), = 3" < j <m Xxa © T/. We have to

J#i
estimate the following quantity:

IP(W, € E) — uo(E) =Y pi Y, f(a+Deas,

i=1 a=0
where
€ = [B(Wy = a) — B(Wy = a + 1[I, = 1)| < |[P(Wyy = a) — BOW, = )] + —=—
n(A)
and
£, = max |[P(W), = a} N T~ A) — P(W}, = a)u(A)|.
Clearly

[P(W,, = a) — B(W,, = a)| <P(; = 1) = pu(A)

which leaves us to estimate &, and to execute the sum over a where we will use the bounds
from lemma 4 for f.
Let A <« m be the halfwith of the ‘gap’ and for i € (0, m] define as before

i—(A+1) m
Wic= > quoTi,  Wit= Y gaeTl,
j=1 Jj=i+A+1
i—1 i+A
U= 3 xeT  U=3 " el
j=i—A j=i+l
U, =U, + U, Wi =W, — U, =W, +W;*
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(with the obvious modifications if i < A ori > m — A). Fora € [0, m] we have
P(W,, =a+1}NT 7 A) =P(W =a}NT"A)
= > P({W,* = a*} N {UL* = a"*} N T A)

a=(a,a%,a%", a*)
stldl=a

where the terms inside the sum are measures of intersections of five sets. Then
P ({(W), =a} N T~ A) — P (W), = a) n(A) = Ri(a) + Ra(a) + Rs(a),

where

Ri(a) =P ({W, =a}n T A) — P ({W,; —aln T—"A)

Ra(a) = P ({w?,; —aln T’iA) —P (W,;’l - a) P = 1)

Rsy(a) = (IP (W,; - a) —P(W, = a)) 11(A)

estimated separately as follows in increasing order of difficulty.

Estimate of R3. 'We first show that short returns are rare. The set inclusions
(Wi =a} C (Wi =a)U{U! > 0}
(Wi =a} C{W! =a}U{U! >0}

let us estimate

'P(W;:a)—P(W;:a)

A
<P (Ui, >0) <2P (U{I,»+k - 1}) < 2AR(A).
k=1

Hence
|R3(a)] < 2Au(A)?

foreverya =0, ...,m.

Estimate of Ry. Here we show that short returns are rare when conditioned on 7~/ A. Observe
that

Wy, =aynT~A c ((Wj, =ayn T~ A) U (U}, > )N T~ 4)

m

(Wi, =a)nNT~AC (W), =a)nTA) U ({U}, > 0} N T~ 4).

m

Since U/ > 0 implies that either U+ > 0 or U~ > 0 we obtain
[P({W), = a) N T A) = P({W), =a) N T A)| < P({U}, > 0} N T~ A) < by +b}
where

by =P({U},” > 0}NTA) and b =P({U} > 0} N T~ A).

1
It was shown in proposition 2 that b} = b;".
Now let.#(A) be a disjoint union of cylinders A; € o (A%), where ¢; = Zf:’gl R(f"kAj)
for some K; > 1 is so that £; < min(n, r). The set .(A) is chosen so that it contains A
and is a disjoint union of A;. This can be achieved since if there is a non-empty intersection
of some A; with some other cylinder Ay, then, say, £; < £; which implies that Ay C A;. It
is then sufficient to retain A; and to omit A;. In order to estimate (A;) put A4, = Lhy A
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Then 4.4, (x) = J;‘ij()y), where y € A; is such that Ty = x, and x is any point in €. Since

by [37] sublemma 2

JTY (y)

1 - 7
BTG

< Yy, y €A,

for some cy, and as the density & € C, is positive, we obtain

da; (x)
g)»A,()C’)

<o Vx,x' e Qo

1
T (y)
VyeAjasTh : Aj — Qis one-to-one (c; > 0) as £; = R(A;). One also has

and thus |A Ajloo € [i, c3] vV y € Aj. Asaconsequence V(A ;) is similarly comparable

1
T

[A4;lo0 < capr(Aj). Clearly {t4 < A} C UzA:rA T-tA and thus

A
WAN{Ta SAD < ) mANTA),

l=rA

where we can estimate as follows for £ > £

w(ANTtA) < ZM(Aj NTtA)

J

= E )‘-A- dv
— -ty
J

<Y1 leov (T 4)
J

<es ) mADR(A).
J
Since u (¥ (A)) = Zj w(A;) we obtain
S WANT A
b =il < ap < Y AANT A /f( - ) < esan(A))

ZZFA
and thus
Ri(a) < by +b; < 2csAu(S(A))

forall a € [0, m]

Estimate of R,. Here the decay of correlations play a central role. For \/17,;1 (x) = Wh=(x) +
Wi+ (x) we obtain as in proposition 2

Ry@)= Y (P((W;*=a*}nTA) =P (W,* =a*) u(A)
a=(a,a")
stldl=a

where a” +a* = a. As before we split the summands into three separate parts Ry 1, R2.2, R2.3
which we sum over a and bound separately as follows.
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Bounds for R, 1. The mixing of sets formula (17) gives us
Ryi(a,a )y =p({(Wy =a"}NT7A) —n({(W;*=a"}NT A u (W, =a")

Z/ (L2 A — hpu(Xo)) dv,
Y+

where A, = L™%hxx _, X, = {W),” = a }and Y,» = TA"((W,* = a*} N T A).
According to lemma 4 [|A,-]|, < Cs for any value of a=, i, m and n. Thus, summing over
a=0,...,m, we obtain

2

Y fla+HRy(a . a%)| <

fla +a +1)/ (L2 — h(Xq-)) dv

a=0 a~,a*
< Z Z |f@a +a*+ 1)|8a—,a+/ (L2 "hg — (X)) dv
at=0a—=0 Yor

where g,- 4+ is the sign of the integral fy . (L2 "Ag- — hi(X4-)) dm. We now split the sum
over a—, a* in geometric progression and use the bounds on | f| from lemma 2 to obtain

m [logz 2m] [2m27K) 241
Y fla+DRyi(a™ . a") Z e L / (L2 " ha = he(Xy-)) dv
a=0 a—,a*=0 a*

[1]

+ Z Ea- m/ (L2 "hg — (X)) dv

a- u+_
The first (triple) sum is estimated by I + 11, where I is for the terms with ¢ = +1 and I/
contains the terms for which ¢ = —1. For every k we use the fact that a_i::ﬂ = < mz;fk for
a” +a* e [m2~% m2=%=D). Hence

log, 2m] [2m2*]
I = (L2 — hu(Xg-)) dv
at=0 4 [0, 2m2%) " Yt
Ste,— 4+ =1
[log, 2m] [2m27K]
2+t A
=3 T X / (L2 Lians = hin(Er )
k=0 Yo
(note that all terms are posmve), where
Leoa= D, =L,
a” € [0,2m27%]
Ste,— v =1
and f{am = Uu <10, 2m2+ Xa— is a disjoint union in o (A*"). Hence by lemma 4 we have

Ste,— 4+ =1

IL.q+1ll, < Ce for all values of a*, i, n. We thus obtain

[log, 2m] 24t [2m27%]
1< ) =5 20 Ikl p(a—n)
k=0 at=0
[log, 2m] 241
< GCe T —n)
k=0

< c(2+1)p(A —n)logm.
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Similarly one estimates the second contribution /7 by putting Ly o+ 2 = Y 4~  j0.2m24] ha- =

Ste,— 4+ =—1
LZ"J"’)(;(‘#‘2 where X, is the disjoint union (J,- ¢, 2m2+; Xa—. We then get as above in
Steg,— 4+ =—1
2+t

estimating the part / (again for every k we estimate |f(a + 1)| < fora” +a* €

[m27*, m2=k=Dy).

m2-k

[log, 2m] [2m27%]

2+1¢ _
=y Y Y o e - hu) @
k=0 a'=0 qefo,m2t) e
Ste,— 4+ =—1
[log, 2m] [2m27F]
2+t _ ~
= Y Y (e - ) v
k=0 at=0 at
[log, 2m] [2m27*]
2+t
< D0 o X Mkaalyp(A—n)
k=0 at=0

<cgR+t)p(A —n)logm
as || Ly q+2ll, < Ce by lemma 4.
In the same way one estimates the second sum above which does not involve a sum over :
[t]
Z 8‘1_’11“'/ (‘CA_H)‘a‘ - hM(Xa-)) dv < Cetp(A —n).
Y+

a=,at=0

These estimates combined yield (c; < 2¢g + Cg)

Y fla+HRyy(a . a"

a=0

< c72+t)p(A —n)logm.

Bounds for R, ;. Here we obtain
Ropa ,a")y= (Wi, =a"yNTA) — u (W, =a") n(A)) w(W),” =a")

=/ (W,’;,’_ = a_)/ (LA_”A* — hu(A)) dv

TA”‘{W;;+=G+}

where A, = L*"hyr-i 4 and therefore we obtain the following estimate which is independent
of the value of a:

Z Ryp(a™, a+)‘

a~+a*=a

< D wWhiT=an) |w (W =a") N T A) — w(Wi" = a")u(A)]
a=(a",a")
stldl=a

< L:A—n)\’* _h A d
aZAA_"{W,§2+=a+}} e ))| v

< / |£27" A — hu(A)) | dv
TA ]+ (Wit =at}
< Cep(A —n)

again using the fact that for different a* the sets 74" {W\:* = a*} are disjoint in o (_J;, A").
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Bounds for R, 3.  'We proceed as in the estimates about R, ;. Put
Ros(a™,a*) = u(A) (,u (W,;'fr = a+) m (W,;" = a’) — i (W,’;;jE = ai))
and we obtain in the same way that

Z fl@a +a*+DRy3(a™,a")| < (A2 +1)pRA —n)logm.

0<a +at<m

Combining the estimates for R, 1, R, 2 and R, 3 we obtain that (cg < 2¢7 + Co)

<cg2+1)p(A —n)logm.

> fla+HRy(a)
a=0
On the other hand, using the estimates on R; and R3 together with the lemma 2 we obtain

Y fla+ D(Ri(a) + Ry(@)| < AQu(A) +csp(L(A)) Y [ f(a+1)]

a=0 a=0
< AQRA) + esu(F () 1+ @+ 1) log =)
Hence
Y fa+DE| < |3 @+ DRi@) + Raa) + R3(a))‘
a a=0

<2A0(A)(1(A) + esu(F(AN) (r+ @+ log )
+cg(2+1)p(A —n)logm

if m > ¢, and therefore

A —_
IP(W,, € E) — pno(E)| < coAu(F(A)) (t + (2 +1) [log 11 (A)]) +cg<2+r>%logm

asm = [t/ (A)] for some cg, cg € R* independent of A. O

Proof of theorem 4. Optimizing the error terms requires the gaps A = (u (- (A,))n(A,)) 8
We now look at different decay rates, namely the two cases when (i) £ (A,,) decays polynomially
and (ii) 1 (A,) decays exponentially.
(i) If the target set A, has polynomially decaying measure, (A,) ~ n™ and u(-#(A,)) ~
n~*, then if p(k) = O(k~?) and the gaps A are of the order n (where k /) < B implies that
A <m=][t/u(A)). If pk) = (’)(f}k) is exponentially decaying then the best choice for
the gaps is A ~ n +logn. Hence

p(k) = O) = [P(W,, € E) — uo(E)| < cn™ 7

p(k) = OW*) = [P(W,, € E) = uo(E)| < ein~ @7
for some c;.

(i1) In the case when the return set A, has exponentially decaying measure, u(A,) < e Kn

(e.g. single n-cylinders) and (.7 (A,)) < e~1" then theorem 5 implies in the polynomial case
pk) ~ kP

[P(W,i € E) — uo(E)| < 10V DAR(F (A,)) < cae” 7K < e,
where G = #(ﬁL — K) and in the exponential case p(k) ~ Ok

IP(W,y € E) — po(E)| < c3(t vV (S (Ay)) logn < cze” ",
forany G < L. |
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