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Alignment algorithms to compare- DX-4 or amino acid sequeni:es are widely used tools i n  
molecular biology. The algorithms depend on the setting of rarious parameterst most 
notably gap penalties. The effect that such parameters hare on the resulting alignments is 
still poorly understood. This paper begins by reviewing two rec:ent adrances i n  algorithms 
and probability that enable us to take a new approach t o  this question. The first tool we 
introduce is a newly developed method to delineate efficiently all optimal alignnients arising 
under all choices of parameters. The second tool comprises insights into the st.atist,ical 
behavior of optimal alignment scores. From this we gain a lietter understanding of the 
dependence of alignnients on parameters in general. \\-e pi-opxe novel criteria to detect 
biologically good alignments and highlight some specific features about tlie interaction 
between similarity matrices and gap penalties. To illustrate our analj-sis \\-e present a 
detailed study of t.he comparison of two immunoglobulin seqwnces. 

Keywords: sequence alignment.; gap penalties: scoring matris: pha.;e transition: 
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2 Sequence Alignment and Parametera 

rithm. An important distinction on the algorithmic 
level is whether a program calculates a global or  a 
local alignment,. The prototypic global algorithm is 
the classic Needleman-Wunsch (Xeedleman 8: 
\Vunsch, 1970) algorithm. The Smith-Waterman 
algorithm (Smith &, Waterman, 1981). on the other 
hand, is the  best known local alignment algorithm. 
Both use a gap penalty function that in  most iniple- 
mentations is a linear funct,ion. In addition to the 
gap penalty tlie algorithnis may use a similarit>- or 
distance matrix on the letters of tlie alphabet that is 
iised t.o represent tlie sequences. Here. we focus on 
tlie local alignment algorithm due to Smith R- 
\\'aterman (1981). In cases where two sequences are 
similar over their entire lengths. t.he local algo- 
rithms should find this fact as well as the glohal 
algorithm. When two sequences share only a limitetl 
region of similarity only tlie local algorithm will 
discover this. 

Tlie current paper a.pproaches tlie problem of 
parameter dependence of local alignment using 
essentially two tools. One is a newly developed 
algorithm to calculate the entire set of optinial 
alignments under all choices of one or two paca- 
meters (Fernandez-Baca C Srinirasan, 1991: 
Gusfield el al.. 1992: Waterman et al.. 1992). Nore 
parameters can be included but the results are hard 
to visualize. The algoritlim can. for esample. be 
applied to tlie study of the influence of initial and 
estension gap penalties (under a linear gap penalty 
function). The result will be a tesselation of tlie 
plane spanned by the two parameters. Each region 
in this tesselation describes tlie set of parameters 
that, when used to align the given sequences, result 
i n  the same set of optimal alignments. 

Another tool we use to study alignments is the 
statistical behavior of optimal alignment scores. 
These scores behave st.atistically quite differently 
for very small gap penalties as opposed to very large 
gap penalties. Tlie theory of a phase transition i n  
growth of alignment score with sequence length \\-as 
developed by \Vaterman et 0.1. (1957) and Arratia R- 
\Yaterman (unpul)lisIied results). The nest section 
reviews 1)ot.h t lie parametric alignment algorithm 
(section ( I ) ) )  a i d  tlie statistical theory (section ( c ) ) .  

The first application of these methods will he to 
1)X.A. For 1)SA the parameters we are interested i n  
are tlie valiws for match. mismatch and a gap 
penalty. 'rhc influence o f  these parameters a-ill be 
illustrated for ~ ~ i i i ~ t l o i i ~  sequences. The esample \\-ill 
also illr~stmtc t l i e  importance of the statistical 
I)c:lia\-ior of loc.ii1 ;iligiiinetit score as a function of 
scqiiiwc.c Iwgt 11 for 11 specific cornparison. C'ertaiti 
kcy fi~atiircs (.iiii lw  ol)sc.rved i n  the DSA studies 
t I i  i i  t v i i  IT? ( )  v ~ r  t ( i  1 i I.( ) t  r i ti seqiieiiw a1 ipn men t . 

I IN, vt i i~ i l i i is is  t i l '  t his 1iiiIIt-r livs OII the comparison 
( i f '  1irt i t  (si tis. I'c 1 1 '  iiiiiiiy 1 iri i te i f i s  t lit.  t liree-dimert- 
..i(itial st 111c.t I I I Y - ~  art* k t i ~ i u ~ i i  ;1t1(1 strnc.trtral s t11~ ' i ' -  

11osit itit1 s111i i i l i~* .~  11s w i t l i  ;I stat i ( Iart1 o f  tr i i t l i  f(w t l w  
; i l i y i i i i t * i i l .  \ \ - t *  \ \ .ill ti it . i i .s 1 i i i  11iC. t.otnliaiisoii I W ( I  

it I I I I I i i i I, ~ I c  1 I i i I I i t i .t 1 i i t  '1 i t . (  .. t I iii 1 . 1 IC it 1 1  ( i I I st r114 .: I I  i ' i i  I 
i i t i ~ l  4 1 1 1  G + Y I I I I ~ I I ~ ~ ~ ~  l t . \ . t . l . .  Ii:iv(. Iif.t*ii ~~iit~t~t~iilly st iitiit*~I. 
.l'lii.. * * i i : i I i l i -~  1 1 -  : ~ i i : i l , u * ~  Iiit\v ~ I I c -  <illtiiii;il . i i i : i t~ 

,. 

ments change under changes of gap penalties and 
how alignment quality is influenced by the para- 
meter changes. Interestingly, the statistical phase 
transition in the parameter space has implications 
with respect to tlie choice of parameters and it.s 
underst.anding should make it easier to locate a 
gocd alignment. 

2. Review of Concepts 
(a) I A K ~  nligiittierrt a d  its pnmnieter.9 

As pointed out above we will concentrate on the 
local alignment algorithm (Smith & Waterman, 
1981). -4 local aligiunent is one that matches a 
contiguous su0seqiience of the first sequence with a 
contiguous sul)sequence of tlie second sequence. Tlie 
Sri~ith-\Vateriiiaii algorithm is motivated by scoring 
s y s t h s  where scores for matches and mismatches 
liavc different signs. i.e. where matches increase the 
overall score of an alignment whereas mismatches 
decrease it. A good alignment then has a positive 
score and a poor alignment a negative score. Tlie 
local algorithni finds an alignment with the highest 
score by considering only alignments t.Iiat score 
positive and picking tlie best one from those. The 
algoritlim is a dynamic programming algorithm. 
For the comparison of IIXA, it requires setting a 
a uap penaltJ- (6 2 (:I) i n  addition to the score for a 
match or itlentitj- (t.hat we keep at 1 )  atid the 
penalty for a mismatch (p 2 0) .  Let tlie two 
sequences be a = a a,  . . . a, and b = 6, b,  . . . b,. 
The algori t li in then is: 

' 

- 

H i - , .  j -  + I ,  if cii = 6, 
I / , -  j - ,  - p 2  if cii # bj  

H i j  = mas I I / i -  j - b ,  I 2 j -  , -6, 

\Vith an initial assignment of = I/o,j = 0 for 
1 < i < 1 1 .  1 < . j  < ) I # .  the desired local alignment 
score is the niasimuin value of Ifi.j over the entire 
ma t,ris : 

~ i , r { I / ~ ~ :  I I i 2 I / ,  1 5.j 5 I N ; . .  

\Vlien applied t o  proteins one uses a siniilarity 
mat.r'h t l u t  attrilIutes a score to each possil)le 
residuq~)ati'. Tlw scoie sliould Ibc positire for desir- 
able residut. liairs and negative for dissimilar i.eaiclue 
pairs i n  ot.dw t o  ensiirc tneaniiigful local aligtinteiits. 
C;aps are risiially Iwnalizetl using a linear 311) func- 
tion tha t  assigns an initial penalty for a gap o1)witig 
titid estettsioii pap 1)enaIt,y for ewc.ti deleted or 
insci.tet1 rwitluc~ increasing the gal)  length. 

. 
1. : 
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A n  optimal alignment is one tha t  maximizes this 
expresion. For prowins. an analogous expression is 
given by Smith et al. (1981). 

Equation ( I  ) for the score of an alignment shows 
t h a t  t h e  score is a linear function of the parameters 
mismatch penalty p and gap penalty 6. \ re  restrict 
ourselves to such parameters that influence the 
score linearly. Linearit>- then implies that every 
alignment defines a plane i n  the Sl)itc' sI)aiine'd by p. 
S and the alignment score. An optiti;iil alignment 
has score descri\wd by the plane with score equal to 
the maximal  value over all alignrwnts at tlie l ~ r a -  
meter-choice (p ,  6). Note that there may l)e several 
optimal alignments associated to a platie. 

Unless a point (the parameter rector) is esactly 
on the border between two alignments i t  will define 
a neighborhood where the best alignment-plane and 
with it the alignments remain unchanged with 
respect to possible changes of the parameters. \l:ith 
larger changes though a new set of optimal align- 
ments (a plane) takes over. Figure I ( & )  shows an 
example of the tesselation produced by drawing all 
the borderlines where another alignment plane takes 
over. Each of the resulting regions contains those 
parameters where one alignment-plane is optimal. 
All  alignments in one region therefore hare the same 
number of matches, mismatches and deletions. 
Every region is a conves polygon (\\-aterman et al.. 
1992). This picture is produced from the comparison 
of two 400 hi) long randorn DS.4 sequences under 
variation of the mismatch penalty (horizontal axis) 
and the gap penalty (vertical asis). 

Recent advances (FernintIez-13aca 6 Srinivasan. 
1991: Gusfield et ccl.,  198'1: \Vaterrnail et rd. .  1992) 
have made it possible to calculate this tesselation of 
the plane i n  an efficient 1% a>-. i.e. avoiding the ealcu- 
lation of large numbers of alignments. Linking this 
program to a graphical display. .\I. Eggert at USC 
built an environment that allows one to click with 

alignment. the score of which is given by the hyper- 
piane i n  that region of the tesselation. r l l  addition. 
the alignrncwt can he cornl)ared wit11 a reference 
alignmcvit a t i d  the qualit>. of  c ~ e r y  aligntnent i n  the 
tesslatim can  be asses.std (:usfield atid collabora- 
tors arc. planning to rclca-t. w user-friendly ~ ~ c k a g e .  

1: 

t 

I tlie cursor to a region and see a representative 
- 

0 
0 8 

i 
O !  

.I 8 0 

(b) 
Figure 1. (a) Tes5clation for the comllari.wn of two 

Wtt hp long raiidom DS-4 seyuenccs. The hwizotital-axis 
is thr penalty for a tnisrnatch ( [ I )  aiid the vertical axis the 
gait iwtialty (6). [ I , )  The phase traiisitirm c'iirvc that 
separates the liticar atid the Iiigarithmic. r t y i < m .  
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4 Seqwnce Alignment and Parameters 

In this last case i t  is the local algorithm that 
allo\\s the alignment to "shrinL" when a Liger 
alignment would involve paying high penalties. If, 
however, one would deliberately misuse the  1-1 
algorithm by not penalizing mismatches (both the 
SCOIPS for matches and mismatches are positive), 
this shrinkage would not take place. Even under 
high gap penalties optimal alignments would match 
essentially the entire sequences. In such a case the 
score would again grow linearly in spite of a high 
gq) penalty. 

This example shows that it is not just the gap 
penalty that is responsible for linear or logarithmic 
growth of optimal alignment score. As determined 
by I<. Arratia 6 11. S. \Vaterman (unpublished 
results), the statistical behavior associated with a 
parameter choice is determined by the sign of the 
espected score of a global alignment of two random 
sequences of equal length. Their result says that if 
the expected score of the global alignment is posi- 
tire. then the local alignment score using the same 
parameters g row linearly with the length of the  
sequences. If the expected score of the global align- 
ment is negative. then the local alignment .- .core 
using the same parameters grows with the logarithm 
of the length of the sequences. When the expected 
scow of the  global alignment is 0. there is a transi- 
tion between these two statistical regimes. 
I'ractically. one can approximate the expected score 
I>?- calculating a large number of alignments of 
ranclom sequences and average their scores. Figure 
l ( b )  shows the transition curve for a D S A  compari- 
son where tnisniatch and gap penalty are varied. 

The special cases sketched at  the beginning of this 
section of course fit into this framework. \Yhen gaps 
and mismatches are free, a global alignment will 
hare  positive score. Thus the local score will grou- 
linearly as described above. Similarly, dien 
mismatches are not penalized. the optimal global 
alignment (for 2 sequences of equal length) will not 
in t iduce  a gap iiiid alwaxs score positive. The local 
alignment for such a parameter setting will coiise- 
quentl?- gro\v linearly too. \\'lien both the penalties 
for niistnatcliw iltitl gaps are high then the global 
aligiiitiwit will avoiv less than 0 and the local align- 
m r i i t  \ r i l l  lie i t i  the true senae local. I ts  score will 
gtwu logaritliiiiically with the length of the 
W q ~ l l ' l i ~ Y ' ~ .  

negative score arid are therefore usually avoided by 
the alignmtv?t algorithm. The lowest scoring s u k i -  
tutions have  score -8.  When comparing pmteins 
we use a linear gap penalty function. and the initia- 
tion and the extension of a gap are assigned 
separate valttes. With an initial gap penalty of g1 
and an exteiisioti gap penalty of g2 a gap of length A: 
costs y, +<qr x k.  

\ V h w  I w i t h  of the gap penalty parameters are 0. 
IW have c?sscntidly the same situation as i n  tlie case 
of l)S.~-iilipiiiiient under 0 gap penalty. -in align- 
inwit will t h e n  IK' long and, since it does not have to 
pay for galis. will jump freely from one good match 
to tlie nest one. Its score grows linearly \r.ith the 
length of the sequences. Again. the entire region 
around the  origin is under the linear regime and 
contains aligniiients that are long and tend -to 
contain many gaps. M'hen either or both gap para- 
meters are high. any gap will be expensive and thus 
avoided. Therefore, far away from the origin of this 
parainekr space, the algorithm will set+ out a 
possiiily short well-matching (as described by the 
scow inittris) alignment. The score of such an align- 
ment grows logarithmically with the length of 
randcmi sequences. 4 s  hefore. once the gap penalty 
is high eiiougli. tlie optimal aligniiient is the best - 
scoring iiiatching region without gaps. 

'The Sni i t li - \Va.ternian algorith ni e s  1'1 ivit I? uses 
t h e  (l-level of  the similarity ma.tris. A high overall 
Icvel of tlie niatris leads to longer alipnnieiits 
1)ecause fewer residue pairs score less tlian 0. 13ut 
raisiiq the overall level of a matris i n  this \vay also 
int  rduces an asymmetry between delet ions in  tlie 
shorter and the longer sequence (Dayhoff et 01.. 
19S3). \VIivn a large \ d u e  is added to a niatris, the 
mere nunil)er of residue pairs i n  an alipiiment is 
mow important, than the placement of gaps. The 
nunilwr of' residue pairs, however. is iiiasiiiiized 
when tliere is no deletion i i i  the shorter sequelice. 
Thiis;. deletions in the shorter sequencr will be 
avoided when the matris average is v e v  high. 

The iiiatris level influences the statistical 
belia\-ioi. too. \\'hen all matrix entries are positive 
t I i v  sc.ow of tlie resulting alignriients \vi11 grc~v 
liii(*arly \\.it11 the length of the secliienc.e'z. To lie 
more? )I( < ise. we wiII introduce the espet.trd score 

i i d ( l i r i o i i  t o  the matris. this requires taking i r i to  
; t ( w i i t i i t  the (listrihutioii of' t l i t  amino i i v i t k  i n  the 
s q i i v t i ~ ~ ~ s .  I lie cspc.ctecl score o f  a rcsidur littit. is 
dctitit*d ;is t l t c .  s u i i i  ovvr all rc*sicliw 1J ; i i r . s  ( i t '  tlie score 
( i f '  ii Iiiiii .  a s  given hy the iiiatris \veightc.(i 1iy tlicir. 
i x q t t . ( . t  i v v  frc.quc*ilcic*s. ~'iilwlatiiig t l i i -  tiiv t I i c  

1';\2i~.-i.?o i t i i i t  ris i i i i t l  t l i c .  (list i i i i i i t  Lii i  o f 'a t t i i t io  i tc. i( ls  
git -vt i  11.1. l I t 4 ' i i k l o i i  Lk . - \ i y i s  (I!,Ss) r(->itl1s i t i  i i t t  

( * S I M - . I ( * ( I  ~ ~ . I I I Y *  ( i f '  - t k S l .  If' t l i i s  c . s 1 i ( v . t t . o i  S(.(II.I* is  

ii(i.-i:i\.(. 1;~r s~ i i i i ( .  t i i : i 1  vis I I i(*ti  t l i t .  <t . i i \ \  : 11 (11' I l i t .  

s { ~ i t - .  $ 1 1 '  t l i t .  I I I ( Y I I  ;iIi:titii(.iits is l i t i t . ; i t .  t ' \  . ' t i  t i i i 1 1 1 ~ t .  

:ii~Iii:t:it~il,v ..I tx~tig ga11 ~i(* i i i i l t ic*s.  ' 1 . 4 1  S I * ( '  : 1ii.G. ( ' I I I I -  

si(1t.t ! II;II I 1 1 1 .  cl(ili;il ; i l i g i t i t t * t i t  I\ i l l  I 1 1 1 . t .  i8it.l; t n i i t  

t i t i I \  i 111 .  tii;titi (li;ic(iii:il ( i f '  1It(* ( . o t i i l t ; i t . i . - ~ ~ ~ ,  ; I I I ( I  I I I ( .  
e ' \ l * -  . . I I Y I  - < . < * t x .  ;iI(iti: 1 1 1 ; i t  I I I I ~ .  ~ l i ; i ~ ~ e t i ; t l  t. / v , B . t 1  I \  I . .  

\ \ . t i ,  ' I  2;1i* i ~ . t i ; i l ~ i t , .  , 1 1 1 .  l a i \ t , . t . .  1 1 1 t .  - 4  l l f , .  ~ b t .  1 1 i ( .  

. 

' 

for i i  LA* i i t l c i m  residue pair scored hy a matris. In 

.. 
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Figure 2. The phase transition i n  3 dimensions. gl and g2 are the Iwnalties for initiating and esteridiiig a gap i n  a l i i i t w  

gap petialtJ- function and y is a constant that is added to erery entry of the Dayhoff niatris. 

global alignment can onIJ- increase. Therefore. there 
is no region of Ioparitliniic growth nijr a phase 
transition i n  the space of gap penalties \vlien a 
niatris is used that has a positive expected score. 

\\'hen a niatris contain.; only a feu- positive 
entries, then the local alignnient score will grow 
linearly only for very sriiall gap penalties. For 
matrices with most entries negative, g r w d i  will be 
Iogarithniic because a global alignment will score 
less than 0 i n  expectation. The expected value of 
such a tnatrix will be neqative for B l>iologically 
reasonable distribution of amino acids. I n  the plane 
spatined l)y the initial atid extension gap penalties 
one can therefore find a transition curre between 
the two regiiiws.. L-pon raising the owraII level of 
the niatris the linear region grows i n  area and 
slwvly ~iuslivs the tratisitiw curve (n i t .  Figure 2 
xtiows t I i c  surface that  is dr.;.criI)ed by t Iir transition 
w r v e  a s  an iti<wasitig cl)tiztatit is  iitlclrtl to every 
rletnent of the iiwttis. l'lie (9,. q2)-liititie of the 
Figurv is s1)iiiiticd I )?  t h -  tux) gal) 1)t.naltics and 0 
iicldc~l tci t l i e  Ihylioff tilatiis. 'I'lie litit,ar rc.gion i n  
t h i s  p l a i i v  is tiiiy. l l o v i t i g  d(i~vti\varcls tlw lwei of 
the t i i i i t r s  risths i i t i c l  i tie litirar r w i o t i  g i ~ n v s .  
' ~ i n v a t d s  tlw Iiottciin of' t l i v  g t x ~ ~ l i  t l i c  liricar regioii 
t ii1;c.s (ivev t l i t .  ( , t i  I i I.(* 1 i l t i  tit' i i  t i t 1  t hi. 1 1  )garit It niic 
ivgioii liiis ( l i~ i i~ i~ i~~i i i . (~ ( l .  S ~ I I ~  11 i i i t  t l i t *  I I t i t to i i1  ~ ~ l i i i i c .  

Iliis ( ) . ! M i >  ; i c l c l i * t l  t ( i  i l i t .  I ) ; i ~ l i c ~ H '  iiiiitris. jus t  
sliglitl~~ i i i ( i i . t *  tliiiii II(Y.I*>.~II.,V i i i i ikt. it..: iivctri~gc. 
Ii(isi1 ivc.. 
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vant and all dividing lines between regions are 
horizontal, i.e. independent of p. 

The fact t h a t  some dividing lines pass through 
several regions is more interesting. Let t h e  align- 
m e n t s  in two adjacent regions, say A and B, have a 
certain part of the alignment in common. Then 
upon changing parameters in a certain way region .-I 
will become A' and region I3 will become B'. If both 
the change betweeii -4 and A' and 'between B and B 
occurs in  their coininon region in the same manner. 
then the dividing line between A and -4' on tlie one 
hand and I1 and 13' on the other hand will be a 
straight line. This observation does not Field a 
necessary explanation for the straight lines but sup- 
plies us witti a plausible sufficient answer. 

It is very easy to prove that the situat.ion 
described is compatible with straight lines beta-een 
regions. An analytic description of tlie dividing line 
between two adjacent regions can be obtained froin 
equating the formulae for their scores (eqn (1)).  This 
will result in  a relationship bet,\r-een 8 and p. When 
tlie two alignments from the adjacent regions 
undergo t.he change described above the numbers of 
mat clies, niismat dies and insert ions/deletions 
change in the same way for them and the equation 
of tlie dividing line remains unchanged. 

;\nother. perhaps even more striking feature of 
Figure 1, is that inany of the straight lines through 
the linear region seem to emanate froin one point i n  
the third ciua.drant of the plane. For global align- 
ments this feature has alreadx been observed and 
explained by Cusfield et 01. (1992). The lines do in 
fact meet i n  the point ( -  I .  - 1/-2) and form a pencil 
of lines. Yalues of - 1 and - 1/-2 for iiiismatch and 
gap penalties favor insertions. deletions and 
mismatches. For a match-score of 1 (as is used in  
this Figure) this clioice of parameters implies that 
every step through the comparison matrix receives 
a score of 1.  Therefore any alignment that uses the 
entire sequences will be optimal: all having identical 
scores. The global alignments and their close 
relatives pol)itlate the linear region of the tessela- 
tion. The lines emanating from ( -  1 .  - 1/2) there- 
fore appear to be the borderlines hetween global 
alipnments that are olitimal at ( -  1.  -I/-?), and 
moving away froin ( -  I .  - tp2) have undergone the 
swine chaiigcs i n  adjacent regions that leads to the 
straight lilies. 
.I close. iiispvtioii of the overla?- between the 

tessclatioti i n  I'iprirc. 1 ( a )  mid the transition curve 
(Fig. I (I))) r ( ~ w i l s  t l i a t  these pencil-lines estend 
iiltiiost exactly u i i t i l  t h e  transition curve. Sote  that 
thr  transitioii ~ W I T C *  is ii gciicric attribute of the 
sc.oving s(.lieiti(* i i t t c l  r iot  of tl i t .  two sequences 
(.otiili;irwl iti t It(. tc*sscht iot i .  The  ;itio\,c anal?-sis 
Iirtivit1c.s 11,s I v i t l i  ; l i t  (*zliliiii;itioii t)f this phwo- 
iii(*ti(iii. 'l'lii* 1 i ( b t i ( . i  I -li ti(*.< c n s t c * i i t l  :is I, it12 its t h e  aligit - 
t t i t * t i t , <  iii\.til\.(vl :in* i t  ill t*ssi*iitiiill>. ~ l ( i l ) i i l .  This i.< 
1 t i t .  t.;is(* iii t ti(* l i i i t . ; i i .  wcioii t list c ~ i c l i  iit the tr i i t isi-  
ti(t11 < . i i i~ . ( . ,  l h b > . < i i i ( l  11i;i1 (.iir\.(- t11t.t.t. is i t  (lriiiiiiiti(. 
<. I I ; I I I~( .  t 11. t . l i ; i  r ; i c . t  g i t '  t l i e -  ; i l i g t i i i i t ~ i i ~ s  t i i  y*t i i i i t i t *  
io<.;iI ; i l i ~ i i t i i t . i i I - .  I.:\.(*II \ \ . i t  ti t Iii- +.xliliiii;i1i(i:i 111t .  

t,ii:ilit J' t $1' I l i t .  ( . a  niiit.itle*ii<.t. Iit.1 \\ t - 1 . 1 1  t II(. (.t iiiiliiti,i. 

torial structure of the tesselation and the statistical 
phase transition remains re narkable. 

'The r.borr analysis illustrates our approach to 
uriderstanding t h e  tesselations. We try to explain 
certain general features of the alignments. We 
cannot aI\rap give necessary reasons, which means 
we cannot claim that whenever a wrtain pattern 
occurs it a1)solutely must be due to the reason we 
give. Rather we present plausible circumstances 
that are the sufficient anti usual reason for the 
rYz\tterii to occur and that we believe to be the 
I,r&oniinant explanation. This will also be t h e  basis 
of the following analysis of protein comparisons. We 
u-ill however not always reflect this limitation in the 
iwwding of each explanation. 

4. Comparison of Proteins 

(a)  Test case: it,rt,1/(tir~loOulins 

\Ye want to illustrate the above ideas with the 
coinparison of a \rell-st.udied pair of proteins. There 
is of cour.se a wide range of pairs of related protein 
seequences going froin very similar to very dista.nt. 
For two sequences that share a very high degree of 
si 111 i la ri t J- the res11 It i ng a l i p  men t is almost i nde pen - 
dent of the gap penalties under which i t  is calcu- 
lated and studying it is therefore not of interest 
here. On the other hand most sequence-pairs for 
n-hich relatedness was recognized only after the 
structures were solved. reseeiible random compari- 
sons too closely to teach u s  anything new. \Ve 
therefore picked as our central example one that a e  
beliere to be a good compromise between the 
impossible and the obvious. and one that has been 
n-ell studied 011 the structural level. We will study 
tlie comparison of two imniunoglobulin sequences. 
naniely of heavy and light chain of the variable 
domain of the Fal, antibod>-. Amzel Br. Poljak (1979) 
piitdished a structural superposition relating these 
two sequences. Each of them has two cysteine 
residues in strands 11 and f. which form a disulfide 
bridge. -4nother conserved residue that could guide 
an aligritiient is a tryptophan residue i n  strand c of 
Imth sequeii~t~s. 'Thr tliftiwlty of the aligtimtwt 
stetnq iiiaiiil>- from a sccontl t ryptophati rc:sitlue i n  
the Iieq\-y cliain I I rt*siduvs C-terminal froin the 
first one. \\-l~ich easily leiids t o  misalignment. The 
proI)knis iit c.ompiiiing t Iiwe t\\o seqric:iices arid 
p(-issiI)k rwietlics rising sc-contlary sttwctut'e 
infortniit i t m  ltavv I i c w i  studird liy I%iwton S- 
Stertilierg ( l 9 S i ) .  

Figure :{ sliows t l w  o l i t  inial iiiid o w  sulio~itin~iil 
IucaI i i l i p i i i i c t i t  o f  III(* t \ \ - c i  s ; c ~ ~ i i ~ ~ t w e s  i t t  tlic fortii of i i  

& i t  - 1 i I o t .  TIM* c l o t  - I d o l  \v;i.< ( . i i I ~ ~ I t I i i 1 ( ~ ( 1  using i \ ~ i  iilpo- 
1.i t h t i i  t o  t.1 i t i i  Iiii t (- iiot I -i  t i t t * t x * ( . t  i I tg s i i l ) o l i t . i i n i i l  lo(.al 
iiIiziititt*iits ( \ \ - i i t ( o t . i i i i i i i  R b:gq,rt. I W i ) .  ' l ' l it .  

t i 1 i t  i I I i i i  I ;i I i 21 I i i i ( a t  i t ( . t  i t  I I I( 8 t . 1  5 i I iiig( i t  i i i  Is I i i  I I ( . I ( Y  1 ( ' I . 
\\-f'. ( ' 2  ;iiitI ( I .  1)i;igtiii;il \\.(. is f i i i i r i t l  i is t l i t -  t o I i  

. < I I I V I ~ ~ I  iiii;il ;ilictiiti(*iit. ( ' I  ; i i i t l  ( '2 i i r ( *  tlii. i i i ; i g ( i t i i i l . -  

~ v , i ~ ~ ; i i t i i t i ~  1 t ~ t .  t . o r v . t . t  t.J.>lc.iiii* t ~ i ; t ~ ~ ~ l i ~ ~ s  ; i t i t 1  ( 1  is  1 1 1 1 .  

~ l l , l ~ t l l ~ ; l l  l l l ~ l l , ~ l l i l l ~  1 l t ~ l . l  . l l ~ ~ l l l ~ l ~  l'lx~lll 1 1 M .  l \ \ t l  

.+.<,III.II~.~.. \\.(, ;iii11 \\-I. . i i . t .  111t. ili;igtbii;ils c.citit;iitiitic 
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Figure 3. The optimal (strong line>) and the top  sub- 
optitnal (dotted lines) local alignmciitii of the light and 
heavy chain of an itntiiuiioglobulin \-ariable domatti (Fah 
a n  ti body). 

the correct and false tryptophan matches. respec- 
tively. Tlie 1al)elecI regions are parts of certain 
diagonals that \vi11 I)e encounterecl again anal!-zing 
tesselations. 'Tal)le 1 lists the corresp~~nding 
tnatcliing region>. \Ye \vi11 use these diagunals t o  
denote aligntnent~ inade up of different cclrn1)ina- 
tions of diagonals. 

(b) l'nryinrj gap peml t ies  whet, matrix arcroge 
i s  neyafire 

Figure 1 sho\vs the tesselation for the two 
irn niunoglobuli tis clescri bed above. The scoring 
matrix used is I>ayhoffs P,\?I250 matrix. -1s 
pointed out  above (section 2(d) )  its average is 
around -0.81. \Ye \rant to discuss these aligninents 
starting i n  the upper right corner. The outer region. 
where any gtil~ is highly penalized, contains the 
alignmcnt i i i d c  r i p  orily of diap ia l  C? frwn the 
clot-plot. -4s otw tiloves t h v a r d z  the origin. other 

_ _  

I 

BI 

Figure 4. 'Teswlarion for rhe cotiiparison of the light 
and hear\. chain of an imiiiuriog1ol)ulin variable tlotiiain 
(Fab antibody). Ttic horizontal axis is the initiating gap 
piirlt!- (SI) and the rertii-al axis the extension gap- 
penalty (yz). \-slurs along the axes range from 0 to 40. 
The unmodified I'.\M2.3(, marris is used. 
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meter plane the initial gap becomes more expensive 
and it is more "c-ost effective" to link the crucial 
diagonals without ail . further stops. When the 
initial gap penalty is low the diagonals are 
connected and betrr-een diagonals the alignment will 
match additional residues. The vertical division 
lines hetween the shaded regions are a reflection of 
the fact that the alignments i n  these regions bridge 
t.he same total nunil)er of gapped letters but tlistri- 
hutetl into diffetwit numbers of gaps. We have 
denoted all tlie alignments in the shaded region with 
the a1)l)reviatioii C'I -\Vc - CL-d where the - illcans 
that tlie gill) doe- not l ink M'c and C2 directly but 
has additional matches i n  between. This structure 
of adjaccwt region.- with vertical division lines is 
encountered fi*equently. and we will call i t  a band of 
regions. C'loaer t o  the origin froin the shaded band 
there is another Iiand. This one however has too 
inany gaps and contains alignments not as good as 
those in  the shadc.cl band. The innermost alignment 
regions shoiv no recognizable order and contain the 
alignments with iin-biologicall;- low gap penalties. 
ln  the statistical wise this clearly is in the linear 
region. 

(e) I'ositiv o rid caryiny rwatrix average 

As mentioned in  the introduction, we change the 
Ihyhoff matrix hy addition of a constant to every 
matrix entrJ-. Interestingly, after adding a positive 
constant to the inatris, our view of the good align- 
ments i n  the tesselation improves. Figure 5 shows 
the alignment regions for t,he same pair of immuno- 
globalitis h t t  witti  1.5 added to t.he entire matrix. 

Sow the a1ignment.s are generally longer because 
the local alignment algorithm extends them further. 
For esample. the alignment in  the outer region is 
still 1)ased 011 tile diagonal C2 but has increased 
froni 46 residue Ilairs to 85 residue pairs. Certain 
a I ig ii ni en t s ij re eisen t ia I I y u nchanged coni pa red 
aitli Figure 4. These comprise Wf-C2-d and 
CI -\\.f-C-L-d. I3otli of thein only grew at the ends but 
a re u iicli a t i  ged i I i t ei.na.1 I y . S peci fira Ily , the 'posit ions 
of the gal'.< ( t h y  I)reakpoints \vlicre an alignnient 
Ail's from oiw diaconal to a sul)aeqiieiit one) are tlie 
same a s  i t i  t lit.   or responding alignments froin 
l.'ipitt.c a?. Tlit. Ii:ttitl of good alignments CI-\Vc - 
(2-d (shatird) i- t i r u d i  clcat.er i n  Figure 5 than i n  
I.'ipurc 4. 1 t IHIN vcitiiptiscs iiiore regions and has 
gro\vn i n  aiwi t l io .  .-llignriwits like CI-CY and 

ri\isitig t l i e  i i i i i t r z  I(*\-el allou-s ( ' I  to  be longer. thus 
irvoidittg t h .  a i 1 i I i t i o ) i ; i l  g;ili-iititiation used t o  
i t i d r i t l v  \\.fiii i i t q u t * t - i i  ( ' I  a i i c l  ('2. Toward the origin 
t I N ,  i(*ss(*l;itioti i- ~~otisi(k~r;iIity kss mess>-. 011ly 
i t i i i i i ( * ( I i i i t t * I > -  : i < 1 1 . i < . t . i i t  t ( i  1 Iw origin c i i t i  t.1w iilipn- 
i t i t - i i ~ s  \vi111 I i i -11  ~ ! i i t i t I i t - i ~ s  01' pal is stirvivc. 

C'I -C'.-'-d AI'? It?\\ t o  th i s  plot. \\*e conclude that 

62 
Q 

C I - W f c Z d  p-czs 

g1 

Figure 5. Tesselation for the cotiiparison of the light 
atid 1ieav.v chain of an i i i i i i i i tno~lol~i i l i t i  variable domain 
(Fah aritiliutl?-). The horizontal asis is the initiating gap 
Iwitalty (y, j and the vertical asic the estmsioii gal)- 
penalty (9:) .  \-slues along tlie ases range froiii 0 to 40. A 
cotistarit cif 1.5 has kii added to  every ent.ry in t.lie 
P-4N2.M inatris .  
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. .  

Figure 7. One region of the tesselation froni Fig. 3 
extended into 3 diniensions by raising the constant 7 
(towards the front) that is added to the Dayhoff matrix. 
The plane in  the back corresponds to t h a t  shown in Fig. 3. 
The region is the one shaded cell where the arrow in Fig. 3 
ends. 

g2 I 

pairs in the alignment. -4s pointed out i n  section 
"d). when tlie matrix level is raised a longer atign- 
ment will sooner or later score better than a shorter 
one. This explains \rhy the alignment regions on the 
bottom left are slowly disappearing. 

Figure 7 illustrates this bias against deletions i n  
the shorter sequence by following a n  alignment 
region in three dimensions. The alignment in this 
region is one of the CI-Wc - CZ-d family. The three- 
tliiiiensional polytope has as  its backside one of tlie 
sliaded regions from Figure 5 (with 1.5 added to tlie 
I>aylioff matrix). As one mores to the front tlie 
constant added to the matrix increases. Due to the 
one deietion i r i  tlie shorter seyuence (when the atign- 
ment litil<s C I  t o  \Vc) raising the tiiatrix makes this 
iiligiinient niore ~ i n t l  more disad\~antagectii.;. It is 
t h u s  Jo\vly pu.sIid out of sight. 

alignments. The other pair, the dihydrofolate 
ducta.se-9, are considerably more similar. 
Correspondingly. the tesselation is rather coarse and 
most of the regions contain reasonable alignments. 
As expected the choice of gap penalty is much less 
crucial for such a simple example. 

We also calculated the tesselation for a pair of 
structurally related proteins t h a t  show very little 
sequence similarity, namely azurin and plasto- 
cyanin. In such a difficult case the resulting tessela- 
tion is almost indistinguishable from the tesselation 
produced by random sequences. Features that  are 
also inherent to random sequences like the fine 
zicrsus coarse tesselation remain. The band structure 
t h a t  seems to he a distinguishing feature of similar 
sequences is hardly discernible any more. Neither 
could \re draw any conclusions about the best choice 
of gap penalties from such a case. 

The elaniples discussed above all share similarity 
over their entire length and therefore constitute test 
cases that do not specifically address a local align- 
ment algorithm. lye therefore also studied examples 
that are i n  the true sense local alignments. One such 
case can be found i n  tlie proteins containing a helix- 
turn-lielis motif. \Ye chose to compare phage 
lambda repressor with the lambda Cro protein. 
These two share a well-studied region of about 20 
amino acid residues without gaps (Sauer et nl., 
1981). Surprisingly, using the Dayhoff matrix the 
correct alignment was not found at all. Only when 
we tried other matrices (e.g. that proposed by 
Cribskov 8: Burgess. 1986) were there gap penalties 
under which tlie correct alignment was found. The 
band structure is lost with this rather short align- 
ment that comprises only one diagonal. 

A second trul- local esample we studied was the 
comparison of tlie E. coli CAP protein (which binds 
CAMP) and a bovine cChlP-gated ion channel. Both 
of these proteins contain the common binding site 
for cAJIP and cCJIP. For computational reasons we 
had to restrict the 690 amino acid residue ion 
channel sequence to about 140 residues, which 
contained the region of similarity to CAP. 
According to I\aupp et nl .  (1991), alignment of the 
approsimately 100 rcsiduc site requires two gaps. In 
this cyse using the Daylioff matris picks out the 
first of qit. t l i l w  regions of similarity under high gap 
IKwaltieh. Cpon lowering tlie penalties tlie second 
diagonal is added. The third diagonal. ho\rc\-er. is so 
subtle tliat i t  is not found a t  all. A s  witli the helix- 
turn-tielis coinparison tlie good alignments are 
found in tlic logaritliniic region and i n  tlw linear 
rcsgioti l o i i ~ ( ~ t ~ .  I~iologiwlly irrelevanl ii1igtitnent.s 
take- o\*t.r 
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In the  plots varying tlie initiation and extension 
gap penalties, bands of regions separated by vertical 
lines indicate alignments that  contain the same 
number of insertions and deletion distributed over a 
different number of gaps. This w e  interpret tu an 
indicator of well-matching regions defining the 
outlines of an alignment. 

In the plots varying the gap penalty and a 
constant added to the score matrix, vertical lines 
indicate growth of a n  aligiitnent a t  t he  end> without 
iiikrnal change. 

With every set of paraineters one espect> to find 
different features. Such syst e in a t ic feat u res reflect 
the limitations i n  the cliange that alignments 
undergo when these paraineters varr. This clearly 
contradicts our intuition of a confusing multitude of 
optimal alignments. 

%- 

(b) Hole of the  ~ c t r i x  

We also found it surprising that most of t.he 
alignments correspondiiig to larger regions i n  
Figure 4 can be described i n  terms of O ~ J -  a few 
diagonals. The fact that we compare biologically 
related sequences seenis to IJe responsible for this. 
Their comparison shows diagonals most of \vhich are 
clearly above noise-level and are folloiving each 
ot.her without huge gaps i n  Iwt\veen. Any reasonable 
alignment will use the good diagonals and string 
t,liem together in  a way that is determined by the 
gap penalty. \Vhere there are decisions to be made 
as i n  our example between \Vf and \Vc. the gap 
penalty might decide \vlietlwr the alignment 
includes a good diagonal that requires a larger gap 
or  a less attractive one that might be easier to  
reach. T n  this sense. tlie matris defines the 
-.players-'. It defines \vliich diagonals will be con- 
sidered by an alignment. 

Our analysis is not aimed at judging how well a 
certain tiiatris defines these diagonals. Other attri- 
h t c s  of H rnatris seem to he tiiore generic. Consider 
Figure (i where the a.verage of the matrix decreases 
>\long the horizontal asis. A t  t h e  ver>- right the 
tiiiitris avcrage is t iround - r' ant1 tlie (-2 alignment 
litis twkcn o v i ~  t l i v  cwtire lopar.itliinic region. Tlie 
liiicai. regioti (shatletl region along tlie horizontal 
asis) on tlic other hand is Impulatcd otil?- by bio- 
logicall?- tiieii iiiiiglvss align iiic'ii t s con tai t i i  tis lots of 
g i i i ~ .  1:oIlowiiig I lit.  good alipti1cnts cotiiiiig froin 
t l iv  Icft. oiw sees lhii l  they iiiv literally squcczed i n  
livt wwi 1 1 ~ .  iiricar. i ir i t l  tlic loprit i tmic reyiotis. A t  
1 1 ~ .  vtitl  11it.y ( i t l i w  disi~iliytir c~iitirdy or i iw ~~vducetl 
t t i  i i  titiy iiix-a i i r .o t i i i ( l  tiit. ~ i l i i i s c ~  tr i i i isi t ioti .  \Ye 
~ ~ ~ ~ i i t ~ l i i ~ l ~ ~  t I i i i t  I ti(. i i i i i t  t.iz i i c t ~ i i g v  ~ l i ( i i i I ~ l  lit. iicpa- 
t i v , ,  Iiitt r i o t  ( ( M I  tivyati\-t.. 

( i )  .-\t I ti(* s;iiii(* I i l l i t e  t 1 1 1 .  i i i ; i t  vis a v ( ~ i ~ c t ~  s l i o i i l c l  

II(* I<(*III r i ty ; t l iv i .  t ' o r .  0 1 t h  tiillo\viiic ri.iisotis. 

(ii) .-\ s ~ r i i i i , ~ l ~ ~  jio.-ilii.i- i i i; i~rIs ;~v(-riici* itilro- 
i l i i c .c *~  ;I I1i;i. .  ;ic;iiii..1 i I i . l t .~ i i i i is  i r i  111,. aIiort(*r 
. . t ~ t ~ i i i ~ i i ~ ~ ~ ~  (..IY* > t . t . 1  iclii 1 1 ( 1 1 ) ) .  

(i i i) S I ; I I ~ . < I ~ < . .  7 i i . t .  I 1 t . t  1 4 . 1 .  ~ i t t ~ l i ~ i ~ s ~ ~ ~ ~ i i l  iii I I IC, I i q -  

: i i - i l l i i i i i~. i t ~ : i < i t i  I 1 1 . 1 i t  III 1111. I i t i t.. i i . i,i.ciiirt 

(Arratia et al.. 1990; Karlin & Altschul, 1990; 
C. Seuhauser. unpublished results). 

( iv)  A negative matris average ensures the exist- 
ence of a phase transition curve within the 
parameter space spanned by the gap penal- 
ties, and this i n  turn is helpful in locating 
reasonable gap peiialties (see below). 

( c )  Cop  pet,nlt!l r h i c u  

once a miitrix is specitied awl fulfils the a l~ove  
criterion of hiiving its average Jiphtlg under 0,  gap 
Iwnalties can Iw calilwated slwciticall?- for it. This 
choice depends on the purpose one has i n  mind. The 
tiiaiti distrinction is I,et\ret.n searching a tlatahase 
and compa.ring two sequences. In t he  first case the 
oljjwtive is the Iiest contrast hetween sequences 
related to t.he query and all other.-. In the latter case 
the alignment ShCJUld he as good and as c-omplete as 

ible. \Ve speculate that got i d  contrast will be 
ered rather with a few n-ell-inatching diagonals 

than an orerall coinparison. This implies a gap 
peiialty choice well i n  the logariihmic region for the 
purpose of datahase searching. 

For tlie comparison of two squcnces. ho\vever, 
the strong '-core"-ali=oninent must be extended to 
encompass further. tnatching regions. In the tessela- 
tion this will tJ-pica1l.t- lial>pen as otic moves frotn an 
outer region to\vards the trail-ition curve. This 
suggests choosing gap penalties near the transition 
curve \rhen the ohjecti\-e is a p d  alignment of two 
sequences. Figure 8 illustrates ih i s  point by over- 
laying tlie transition curve for the PAX230 matrix 
iv i th  some choices of pap peiialtirs. Tlie o denotes 
the \Vf-C-2 alignment. * is tlie ( '1 -\Vf-C?-d alignment 
and + is Cl-\Vc - C'2-d. 
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As expected we are not able to say anything 
systematic about the exact location of the qualita- 
tively best alignments in  the tesselation. The tradi- 
tional choice of “large initial, small extension” 
certainly does not suffice to find these regions. The 
study of the entire tesselation and the identification 
of the above-mentioned hands can aid in identifying 
good alignments. 

(d) (hnelusion 

The above and>sis has  helped us  to understand 
how parameters influence alignments and how we 
can ca1il)rat.e certain parameters. In addition, there 
is the insight that there are many more systematic 
(combinatorial and statistical) features about 
optimal alignments than previously known t h a t  ran 
aid in searching for a biologically valid alignment. 
On tlie other hand, one needs to avoid overinter- 
preting the result of an alignment program. It may 
well be that the feature tha t  strikes the researcher’s 
eye can be explained totally without recourse to 
biology from the observations made above only. A 
thorough knowledge of the systematic changes in 
alignments should therefore help us not to be led 
astray by essent iall? uninteresting consequences of 
tlie inathematical model used. 
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