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#### Abstract

Alignment algorithms to compare DNA or amino acid sequences are widely used tools in molecular biology. The algorithms depend on the setting of various parameters, most notably gap penalties. The effect that such parameters hare on the resulting alignments is still poorly understood. This paper begins by reviewing two recent adrances in algorithms and probability that enable us to take a new approach to this question. The first tool we introduce is a newly developed method to delineate efficiently all optimal alignments arising under all choices of parameters. The second tool comprises insights into the statistical behavior of optimal alignment scores. From this we gain a better understanding of the dependence of alignments on parameters in general. We propose novel criteria to detect biologically good alignments and highlight some specific features about the interaction between similarity matrices and gap penalties. To illustrate our analysis we present a detailed study of the comparison of two immunoglobulin sequences.
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## 1. Introduction

In the last decade the use of alignment programs to compare DNA or amino acid sequences has become a routine task. Computer programs to align two sequences, search a database with a given sequence or compare multiple sequences are readily available. In spite of easy access to such resources these programs often confuse the user by asking for parameters. How to choose these parameters remains guesswork to both the expert and the novice. While some of the program parameters influence how fast a program will run. the same alignment program will frequently produce significantly different alignments under different parameter settings. Here we review local sequence alignment (see Waterman. IGst) and study the (feer that parametor donce has on the resulting aligmments. We will review some recent decelopments in computer setence and statistics and apply theon todecolop : ledter maderstanding of the parameler dependeber of sequence alignments.

This prohlematio side of the otherwise east-to-use



question for the comparison of coding DNA. They calculated numbers of alignments until they had found all optimal alignments and could divide the parameter space into regions with identical optimal alignments within each region. In the context of sequence alignment with long gaps Gotoh (1990) also studied the results of his method under variation of the gap penalties. While of interest for its own satie. paramer dependence makes it difticult to compare alignment programs. Barton \& Stemberg (198:) calculated tables of aligmment scores under rarious gap penalties to prose the superiority of their secondary structure dependent alignment procedure. In a comparative study of alignment methods Rechid ef al. (1989) tested several choices of parameters in order to ermpare the best result: ohtained with one method to the hest results oltained with another one. In spite of the awareness of the problem it is still not under stocel how for chones atigment patamelers rationalls





rithm. An important distinction on the algorithmic level is whether a program calculates a global or a local alignment. The protetypic global algorithm is the classic Needleman-Wunsch (Needleman \& Wunsch, 1970) algorithm. The Smith-Waterman algorithm (Smith \& Waterman, 1981). on the other hand, is the best known local alignment algorithm. Both use a gap penalty function that in most implementations is a linear function. In addition to the gap penalty the algorithms may use a similarity or distance matrix on the letters of the alphabet that is used to represent the sequences. Here. we focus on the local alignment algorithm due to Smith \& Waterman (1981). In cases where two sequences are similar over their entire lengths. the local algorithms should find this fact as well as the global algorithm. When two sequences share only a limited region of similarity only the local algorithm will discover this.

The current paper approaches the problem of parameter dependence of local alignment using essentially two tools. One is a newly developed algorithm to calculate the entire set of optimal alignments under all choices of one or two parameters (Fernández-Baca \& Srinivasan, 1991; Gusfield et al.. 1992; Waterman et al., 1992). More parameters can be included but the results are hard to visualize. The algorithm can. for example. be applied to the study of the influence of initial and extension gap penalties (under a linear gap penalty function). The result will be a tesselation of the plane spanned by the two parameters. Each region in this tesselation describes the set of parameters that, when used to align the giren sequences, result in the same set of optimal alignments.

Another tool we use to study alignments is the statistical behavior of optimal alignment scores. These scores behave statistically quite differently for very small gap penalties as opposed to very large gap penalties. The theory of a phase transition in growth of alignment score with sequence length was developed by Waterman et al. (1987) and Arratia \& Waterman (unpublished results). The next section reviews both the parametric alignment algorithm (section (b)) and the statistical theory (section (c)).

The first application of these methods will be to DNA. For DNA the parameters we are interested in are the values for match. mismatch and a gap penalt.: The influence of these parameters will be illustrated for random sequences. The example will also illustrate the importance of the statistical beharior of local alignment score as a function of sequence length for a specific comparison. Certain key features can be ohserved in the DNA studies that carry orer to protein sequence alignment.

The cmphasis of this paper lies on the comparison of protems. For many proteins the three-dimensional structures are known and structural superpesition supplies us with a standard of truth for the aligrment. Wir will fineus on the comparison of two



ments change under changes of gap penalties and how alignment quality is influenced by the parameter changes. Interestingly, the statistical phase transition in the parameter space has implications with respect to the choice of parameters and its understanding should make it easier to locate a good alignment.

## 2. Review of Concepts

## (a) Lecal alignment and its parameters

As pointed out above we will concentrate on the local alignment algorithm (Smith \& Waterman, 1981). A local alignment is one that matches a contiguous subsequence of the first sequence with a contiguous subsequence of the second sequence. The Smith-Waterman algorithm is motivated by scoring systems where scores for matches and mismatches have different signs. i.e. where matches increase the overall score of all alignment whereas mismatches decrease it. A good alignment then has a positive score and a poor alignment a negative score. The local algorithm finds an alignment with the highest score by considering only alignments that score positive and picking the best one from those. The algorithm is a dynamic programming algorithm. For the comparison of DNA, it requires setting a gap penalty $(\delta \geq 0)$ in addition to the score for a match or identity (that we keep at 1) and the penalty for a mismatch $(\mu \geq 0)$. Let the two sequences be $\mathrm{a}=a_{1} a_{2} \ldots a_{n}$ and $\mathrm{b}=b_{1} b_{2} \ldots b_{m}$. The algorithm then is:

$$
H_{i j}=\max \begin{cases}H_{i-1 . j-1}+1, & \text { if } a_{i}=b_{j} \\ H_{i-1, j-1}-\mu, & \text { if } a_{i} \neq b_{j} \\ H_{i-1 . j}-\delta, & \\ H_{i . j-1}-\delta, & \\ 0\end{cases}
$$

With an initial assignment of $H_{i, 0}=I_{0, j}=0$ for $\mathrm{l} \leq i \leq n . \quad \mathrm{l} \leq j \leq m$. the desired local alignment score is the maximum value of $H_{i, j}$ orer the entire matrix:

$$
\max \left\{I_{i j}: 1 \leq i \leq n, 1 \leq j \leq m_{j}^{\prime}\right.
$$

When applied to proteins one uses a similarity matrix that attributes a score to each possible residue pair. The score should be positive for desirable residue pairs and negative for dissimilar residue pairs in order to ensure meaningful local alignments. Gaps are usually penalized using a linear gap function that assigns an initial penalty for a gap opening and extension gap penalty for each deleted or inserted residue increasing the gap length.

## (b) C'alsulating all optimal alignement.

The seore of a eriven WN A alignment am atwo be deseribed he comming the momber of mathers. the number of mismatehes the mumber of insertions or deteloms. Then math of these is muhiplied he it: correpomdine parameter values:

An optimal alignment is one that maximizes this expression. For proteins, an analogous expression is given by Smith et al. (1981).

Equation (1) for the score of an alignment shows that the score is a linear function of the parameters mismatch penalty $\mu$ and gap penalty $\delta$. We restrict ourselves to such parameters that influence the score linearly. Linearity then implies that every alignment defines a plane in the space spanned by $\mu$. $\delta$ and the alignment score. An optimal alignment has score described by the plane with score equal to the maximal value over all alignments at the para-meter-choice $(\mu, \delta)$. Note that there may be several optimal alignments associated to a plane.

Unless a point (the parameter vector) is exactly on the border between two alignments it will define a neighborhood where the best alignment-plane and with it the alignments remain unchanged with respect to possible changes of the parameters. With larger changes though a new set of optimal alignments (a plane) takes over. Figure l(a) shows an example of the tesselation produced by drawing all the borderlines where another alignment plane takes over. Each of the resulting regions contains those parameters where one alignment-plane is optimal. All alignments in one region therefore have the same number of matches, mismatches and deletions. Every region is a convex polygon (Waterman et al., 1992). This picture is produced from the comparison of two 400 bp long random DNA sequences under variation of the mismatch penalty (horizontal axis) and the gap penalty (vertical axis).

Recent advances (Fernandeq-Baca \& Srinivasan, 1991: Gusfield et al., 199?: Waterman et al., 1992) have made it possible to calculate this tesselation of the plane in an efficient way. i.e. a voiding the calculation of large numbers of alignments. Linking this program to a graphical display, M. Eggert at USC built an environment that allows one to click with the cursor to a region and see a representative alignment the score of which is given by the hyperplane in that region of the tesselation. In addition, the alignment can be compared with a reference alignment and the quality of every alignment in the tesslation can be assessed. (iusfield and collaborators are planning to release a user-friendly package.

## (c) Stafistics amd phase transitiom

Consider comparing two random DNA sequences. Let a match seore +1 a mismatch $-x$ and gaps have no penalty at all. The alignment algorithm is then free to pick the maximal number of matches that can be fit into an alismment whone regard to gaps. The result is what in the computer sidence literature is kown as the longest ammon subt-
 tively deat that extendine such an aligmment as the







Figure 1. (a) Tesselation for the comparison of two toobp long random UNA seguences. The horizontal-axis is the penalty for a mismatch ( $\mu$ ) and the rertical asis the gap penalt: $(\delta)$. (b) The phase transition curve that separates the linear and the logarithmic resion.

## *

that make it a rather unlikely alignment from the biological point of view.

When the gap penalty is so high that no matching region could justify a gap. the local alignment will contain only contiguous matching regions. This mateh will be chosen to optimize the sum orer both matrhes and mismatches. Naturally. for two randonn sequences the kenoth of this region will be small when mismatelmes are expensive If. for exampla. We make the mivmatrh pataly prohibitively +xpensive as atore the resulting aligmment







In this last case it is the local algorithm that allows the alignment to "shrink" when a lo.iger alignment would involve paying high penalties. If, however, one would deliberately misuse the local algorithm by not penalizing mismatches (both the scores for matches and mismatches are positive), this shrinkage would not take place. Even under high gap penalties optimal alignments would match essentially the entire sequences. In such a case the score would again grow linearly in spite of a high gap penalty.
This example shows that it is not just the gap penalty that is responsible for linear or logarithmic growth of optimal alignment score. As determined by R. Arratia \& M. S. Waterman (unpublished results), the statistical behavior associated with a parameter choice is determined by the sign of the expected score of a global alignment of two random sequences of equal length. Their result says that if the expected score of the global alignment is positive. then the local alignment score using the same parameters grows linearly with the length of the sequences. If the expected score of the global alignment is negative, then the local alignment score using the same parameters grows with the logarithm of the length of the sequences. When the expected score of the global alignment is 0 , there is a transition between these two statistical regimes. Practically, one can approximate the expected score by calculating a large number of alignments of random sequences and average their scores. Figure $l(b)$ shows the transition curve for a DNA comparison where mismatch and gap penalty are varied.

The special cases sketched at the beginning of this section of course fit into this framework. When gaps and mismatches are free, a global alignment will have positive score. Thus the local score will grow linearly as described above. Similarly, when mismatches are not penalized, the optimal global alignment (for 2 sequences of equal length) will not introduce a gap and always score positive. The local alignment for such a parameter setting will consequently grow linearly too. When both the penalties for mismatches and gaps are high then the global alignment will score less than 0 and the local alignment will be in the true sense local. Its score will grow logarithmically with the length of the sequences.

## (d) Scoring systems for proteins

When comparing amino acid sequences, additional parameters determine the alignment. Instead of seores for mateloes and mismatches. a matrix is used which seomes every pair of amino acid residues. We will assume that aligmments are calculated under
 This matrix wies pmsitive ralues to identates and comservalice shbithotoms. Some identical pairs werive wor high somes. e.g. mathehng two trapto. phan meshlues didds +17 or two erteine mesidues rield +12 Sote hat mot all whentical pairs ato

negative score and are therefore usually avoided by the alignment algorithm. The lowest scoring substitutions have score -8 . When comparing pruteins we use a linear gap penalty function. and the initiation and the extension of a gap are assigned separate values. With an initial gap penalty of $g_{1}$ and an extension gap penalty of $g_{2}$ a gap of length $k$ costs $g_{1}+g_{2} \times h$.

When both of the gap penalty parameters are 0 . we have essentially the same situation as in the case of WNA-alignment under 0 gap penalty. An alignment will then be long and, since it does not have to pay for gaps. will jump freely from one good match to the next one. Its score grows linearly with the length of the sequences. Again, the entire region around the origin is under the linear regime and contains alignments that are long and tend to contain many gaps. When either or both gap parameters are high. any gap will be expensive and thus avoided. Therefore, far away from the origin of this parameter space, the algorithm will seek out a possibly short well-matching (as described by the score matrix) alignment. The score of such an alignment grows logarithmically with the length of random sequences. As before, once the gap penalty is high enough. the optimal alignment is the bestscoring matching region without gaps.

The Smith-Waterman algorithm explicitly uses the 0 -level of the similarity matrix. A high overall level of the matrix leads to longer alignments because fewer residue pairs score less than 0. But raising the overall level of a matrix in this way also introduces an asymmetry between deletions in the shorter and the longer sequence (Dayhoff et al. 1983). When a large value is added to a matrix, the mere number of residue pairs in an alignment is more important than the placement of gaps. The number of residue pairs, however. is maximized when there is no deletion in the shorter sequence. Thus deletions in the shorter sequence will be aroided when the matrix average is very high.

The matrix level influences the statistical behatior too. When all matrix entries are positive the score of the resulting alignments will grow linearly with the length of the sequences. To be moreprecise. we will introduce the expected score for a Aundom residue pair scored by a matrix. In addition to the matrix, this requires taking into account the distribution of the amino acide in the sequences. The expected score of a residue pair is detined as the sum over all residue pairs of the score of a pair as griven be the matrix weighted he their respective frequencies. (alculating this for the
 given be Mrealdon d Argos (lgxs) resulis in an expmeded seote of - orst. If this experteis seome is positive for senme matrix then the arowith of the some of the lenal ationments is linear meth mater
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Figure 2. The phase transition in 3 dimensions. $g_{1}$ and $g_{2}$ are the penalties for initiating and extending a gap in a linear gap penalty function and ; is a constant that is added to every entry of the Dayhoff matrix.
global alignment can only increase. Therefore there is no region of logarithmic growth nor a phase transition in the space of gap penalties when a matrix is used that has a positive expected score.

When a matrix contains only a few positive entries, then the local alignment score will grow linearly only for very small gap penalties. For matrices with most entries negative, growth will be logarithmic because a global alignment will score less than 0 in expectation. The expected value of such a matrix will be negative for a biologically reasonable distribution of amino acids. In the plane spanned by the initial and extension gap penalties one can therefore find a transition curce between the two regimes. Cpon raising the orerall level of the matrix the linear region grows in area and slowly pushes the transition curve out. Figure shows the surface that is described by the transition curve as an increasing emstant is added to every element of the matrix. The $\left(g_{1}, g_{2}\right)$ plane of the Figure is spamed by the two gap penalties and 0 added to the Dayhoff matris. The linear region in this plane is ting. Mowing downwards the level of the matrix rises and the linear rexion grows. Towards the bottom of the graph the linear region takes over the entire plane and the logarithmic region has disappeared. Note that the hettom plane has 0 (947.5 added to the Dayhoff matrix. just slightly more han meceraty to make its arerage pmilive.

## 3. Comparison of Two Random DNA Sequences

lation of the plane for the comparison of two random DNA sequences of length 400 . The score for a match is kept at +1 and the penalties for mismatches and gaps are varied along the $\mu$ and $\delta$-axis respectively. At the origin both $\mu$ and $\delta$ are 0 . Close to the origin we see a messy region. This part of the parameter space is the linear region giving essentially global alignments. Alignments change very easily due to only small changes in the parameters because the alignment is long and for every parameter choice there is a subtle equilibrium between matches, mismatches and gaps. In contrast, when mismatch and gap penalty are higher, the alignments tend to be shorter and, depending on the choice of parameters, have only fow to no gaps. This region is clearly under the regime of logarithmic growth of score. The tesselation there is much coarser than in the linear region. In the outer region corresponding to large gap and mismatch peyaty the optimat alignment is the longest region of consecutive exact matches. No further increase of penalties can change the score.

There are several regular features in this tesselattion that demand to be explained.
(i) The bottom right part contains only horizontal lines.
(ii) Straight lines through many regions near the origin.
(iii) Pemed of lines crossing the $\delta$-a vis.

The horizomal limes atowe and parallel to the $\mu$-avis are easily explatined. Ame miomateh feosting p) (an be avoided by a dektion tollowed be an insertion (ewting ob). Therefore whon a deletion




vant and all dividing lines between regions are horizontal, i.e. independent of $\mu$.
The fact that some dividing lines pass through several regions is more interesting. Let the alignments in two adjacent regions, say $A$ and $B$, have a certain part of the alignment in common. Then upon changing parameters in a certain way region A will become $A^{\prime}$ and region $B$ will become $B^{\prime}$. If both the change between $A$ and $A^{\prime}$ and between $B$ and $B^{\prime}$ occurs in their common region in the same manner. then the dividing line between $A$ and $A^{\prime}$ on the one hand and $B$ and $B^{\prime}$ ' on the other hand will be a straight line. This observation does not vield a necessary explanation for the straight lines but supplies us with a plausible sufficient answer.
It is very easy to prove that the situation described is compatible with straight lines between regions. An analytic description of the dividing line between two adjacent regions can be obtained from equating the formulae for their scores (eqn (1)). This will result in a relationship between $\delta$ and $\mu$. When the two alignments from the adjacent regions undergo the change described above the numbers of matches, mismatches and insertions/deletions change in the same way for them and the equation of the dividing line remains unchanged.
Another. perhaps even more striking feature of Figure 1, is that many of the straight lines through the linear region seem to emanate from one point in the third quadrant of the plane. For global alignments this feature has already been observed and explained by Gusfield et al. (1992). The lines do in fact meet in the point ( $-1 .-1 / 2$ ) and form a pencil of lines. Values of -1 and $-1 / 2$ for mismatch and gap penalties favor insertions, deletions and mismatches. For a match-score of 1 (as is used in this Figure) this choice of parameters implies that every step through the comparison matrix receives a score of 1 . Therefore any alignment that uses the entire sequences will be optimal, all having identical scores. The global alignments and their close relatives populate the linear region of the tesselation. The lines emanating from $(-1,-1 / 2)$ therefore appear to be the borderlines hetween global alignments that are optimal at $(-1,-1 / 2)$, and moving away from ( $-1,-1 / 2$ ) have undergone the same changes in adjacent regions that leads to the straight lines.

A close inspection of the overlay between the tesselation in Figure 1(a) and the transition curve (Fig. (b)) reveals that these pencil-lines extend almost exactly until the transition curve. Note that the transition curve is a generic attribute of the serring scheme and not of the two sequences compared in the tesselation. The above analysis provides us with an explanation of this phenomenom. The pencil-lines cextend as hang as the align-
 the "ase in the linear rexion that ende at the transition curwe beyond han wive there is a dramatio. Whange of haracter of the aliguments to semmine honal aliguments. Buan whith this explanation the

torial structure of the tesselation and the statistical phase transition remains re narkable.

The above analysis illustrates our approach to understanding the tesselations. We try to explain certain general features of the alignments. We cannot always give necessary reasons, which means we cannot claim that whenever a certain pattern occurs it absolutely must be due to the reason we give. Rather we present plausible circumstances that are the sufficient and usual reason for the pattern to occur and that we believe to be the predominant explanation. This will also be the basis of the following analysis of protein comparisons. We will however not always reflect this limitation in the wording of each explanation.

## 4. Comparison of Proteins

(a) Test case: immunoglobulins

We want to illustrate the above ideas with the comparison of a well-studied pair of proteins. There is of course a wide range of pairs of related protein sequences going from very similar to very distant. For two sequences that share a very high degree of similarity the resulting alignment is almost independent of the gap penalties under which it is calculated and studying it is therefore not of interest here. On the other hand most sequence-pairs for which relatedness was recognized only after the structures were solved, resemble random comparisons too closely to teach us anything new. We therefore picked as our central example one that we believe to be a good compromise between the impossible and the obvious, and one that has been well studied on the structural level. We will study the comparison of two immunoglobulin sequences. namely of heary and light chain of the variable domain of the Fab antibody. Amzel \& Poljak (1979) published a structural superposition relating these two sequences. Each of them has two cysteine residues in strands $b$ and $f$. which form a disulfide bridge. Another conserved residue that could guide an alignment is a tryptophan residue in strand cof both sequences. The difficulty of the aligmment stemp mainly from a second tryptophan residue in the her chain 11 residues C-terminal from the first one. which easily leads to misalignment. The problems in comparing these two sequences and possible remedies using secondary structure information have been studied by Barton \& Stemberg (1987).

Figure 3 shows the optimal and one suboptimal Jocal alignment of the two sequences in the form of a dot-plot. The dot-plon was calendated using an algorithon to compute non-intersecting suboptimat local
 optimal adigament commerts diagomats labeled (1) Wf. ( $\because$ and d. Wiagomal W . is found as the top suthprimal athomment. $1 /$ and ( $\because 2$ are the diagomats romaining the corret uratiln mate hes and d is the diagomal math hing belia stands of fom the lw.



Figure 3. The optimal (strong lines) and the top suboptimal (dotted lines) local alignments of the light and heary chain of an immunoglobulin variable domain (Fab antibody).
the correct and false tryptophan matches respectively. The labeled regions are parts of certain diagonals that will be encountered again analrzing tesselations. Table 1 lists the corresponding matching regions. We will use these diagonals to denote alignments made up of different combinations of diagonals.
(b) Varying gap penalties when matrix actrage is negative
Figure 4 shows the tesselation for the two immunoglobulins described above. The scoring matrix used is Dayhoff's PAMO50 matrix. As pointed out above (section $\boldsymbol{2}(\mathrm{d})$ ) its average is around -0.81 . We want to discuss these alignments starting in the upper right comer. The outer region. where any gap is highly penalized, contains the alignment made up only of diagonal C.2 from the dot-plot. As one moves towards the origin. other

Table 1
Importan matching regions (diagonals) frime imemunoglobin cariable domain light (top sequence) and heary (bottom sequeme) chain

[^0]

Figure 4. Tessetation for the comparison of the light and heavy chain of an immunoglobulin rariable domain (Fab antibody). The horizontal axis is the initiating gap penalty ( $g_{1}$ ) and the vertical axis the extension gapprenalty $\left(g_{2}\right)$. Values along the axes range from 0 to 40 . The unmodified PAMO. 00 matrix is used.
diagonals come into play: For example. the Cl-We alignment region to the left of the C 2 region has a high extension gap penalty and starts next to the $y$-axis where the initial gap penalty is zero. Accordingly this alignment has one gap of only length 1 (extending a gap is expensive). The next adjacent region links the $C=$ diagonal to Wf. This alignment has a gap of length $\underline{2}$. which is made possible by the decreased extension gap penalty. The other alignment that borders the $C-2$ region contains Cl-Wf- $(\because$ ? . Here the extension gap penalty is so low that, in spite of a higher initial penalty, two gaps of length 10 and 2 are allowed.

Going from this region (CI-Wf-C2) to the left decreases the initial gap penalty. The next alignment attaches diawonal which results in the alignment (I-Wf-(․).d. A bologist looking for an alignment matying up the entire sequences and containing only a moderate number of gaps would easily believe this one alignment to be the correct one. In addition it is found under the kind of gap penalty choice that is usually recommended (high initial. low extension penalty) and a rather large region in the space of gap, pernalties gives this alignment. Nevertheles this is not the alignment dresest to the structural cotrespondence hetween the sequences. It is the aligmment that is alse tasily fonmd using the :ethbal Needleman- Wunsch algorithon and that was witioged by Pation $\mathbb{A}$ Nitomberg (1985).

An alignment that matches the mapephan
 shaded wesions tase.h thi- pati if the -r.atures


meter plane the initial gap becomes more expensive and it is more "rost effective" to link the crucial diagonals without all further stops. When the initial gap penalty is low the diagonals are connected and between diagonals the alignment will match additional residues. The vertical division lines between the shaded regions are a reflection of the fact that the alignments in these regions bridge the same total number of gapped letters but distributed into different numbers of gaps. We have denoted all the alignments in the shaded region with the abbreviation (II-We $\sim \mathrm{Cz}$-d where the $\sim$ means that the gap does not link Wc and C2 directly but has additional matches in between. This structure of adjacent regions with vertical division lines is encountered frequently, and we will call it a band of regions. Closer to the origin from the shaded band there is another band. This one however has too many gaps and contains alignments not as good as those in the shaded band. The innermost alignment regions show no recognizable order and contain the alignments with un-biologically low gap penalties. In the statistical sense this clearly is in the linear region.

## (c) Positict and varying matrix average

As mentioned in the introduction, we change the Dayhoff matrix by addition of a constant to every matrix entry. Interestingly, after adding a positive constant to the matrix, our view of the good alignments in the tesselation improves. Figure 5 shows the alignment regions for the same pair of immunoglobulins but with 1.5 added to the entire matrix.

Now the alignments are generally longer because the local alignment algorithm extends them further. For example. the alignment in the outer region is still based on the diagonal (' 2 ) but has increased from 46 residue pairs to 85 residue pairs. Certain alignments are essentially unchanged compared with Figure 4. These comprise Wf-C2-d and C1-Wf-C2-d. Both of them only grew at the ends but are unchanged internally. Specifically, the positions of the gaps (the breakpoints where an alignment skips from one diasonal to a subsequent one) are the same as in the corresponding alignments from Figure $4+$. The hand of good alignments Cl-We~ ( $\because$-d (shaded) is much clearer in Figure 5 than in Figure 4 . It now comprises more regions and has grown in area ion. Alignments like Cl-C응 and (1-(')-d are new to this plot. We conclude that raising the matrix level allows ( 1 to be longer. thus atoiding the additional gap-initiation used to include If in hemeen ('I and ( $\because$. Toward the origin the tesselation is considerably less messy. Only immediately adjawnt to the origin can the alignments wha high mmbers of gaps survive.

[^1]

Figure 5. Tesselation for the comparison of the light and heary chain of an immunoglobulin variable domain (Fab antibody). The horizontal axis is the initiating gap) penalty $\left(g_{1}\right)$ and the vertical axis the extension gappenalty $\left(g_{2}\right)$. Values along the axes range from 0 to 40 . A constant of 1.5 has been added to every entry in the PAMOSO matrix.

Note that due to the addition of a constant the average value of the matrix is of course increased by this constant and is now positive. This implies that the average score of the global alignment between two random sequences is positive even for high gap penalties. Thus. the local alignment score grows linearly, no matter how strongly gaps are penalized. Consequently. in this case there is no phase transition.

Figure 6 illustrates the result of adding a constant to every matris entre. The two gap penalties are kept equal to each other and increase along the rertical axis. For technical reasons in our plot the constant added to the matrix ( $;$ ) decreases along the horizontal axis. The dark shaded region next to the horionntal axis contains the fine part of the tesselation thong the horizontal axis we highlighted where 0 is added to the PAMO50 matrix (the siluation of Fig. 4). where $1: 5$ is added (the situation of Fig. 5) and where 0.81 is added, such that the average of the resulting matrix is apmoximately 0. For example. the aligmments along a reetical line through the point where nothing is added to the PAMESO matrix. correspond to the alignments along the main diagonal of Figure 4.

Ventical division lines in Figute 6 indicate growth at the comb of an aligment. The top bateled regions atre all comentalls the diagonal $\because \because$. which we have
 sape. Ifman ardinge a constant of the matrix this diatsomal smats at the ends. Wh the top right the





Figure 6. Tesselation for the comparison of the light and heary chain of an immunoglobulin variable domain (Fab antibody). The constant $\%$ added to the Dayhoff matrix increases along the horizontal axis towards the left. The vertical axis represents simultantous growth of initial and extension gap penalty.
the shorter sequence is entirely fitted into the longer one.

Similarly, the regions helow, which are divided by vertical lines. are alignments growing at the end in the same manner. This allows linking some alignments from Figures $t$ and $i$. For example the alignment Wf( $\because-d$ was contamed in both Figures 4 and 5 . differing only in how far the alignment extends at the emeds. In Figure if the alignment babeled Wf- $\because-$ d is pard of a set of four shaded cells that show the srowth of this aligment. The rightmost of these shaded afls contains the WIf(응
 rettal divivin limes l...iment the dixded wells






A number of regions on the upper left side of the Figure are deqded by horizontal lines and are unbounded towards the left. These alignments are not intluenced by a further increase in the constant that is added to the matrix hecause they already. estend as far as possible. Ther satat and end with the X and C termini of one of the sequences. Further below. the division lines between the region are tilted downwards (highlighted be an arow) as the matrix level increases. This means that these alignments will sowly disappear as me moves to the left. The distinguishing feathere of the upher persistent. alignments is that their longht (mumber af alighed pates) is maximal breatse the have me defetions in
 patis is therefore estern her the helogh af the stomer





Figure 7. One region of the tesselation from Fig. 5 extended into 3 dimensions by raising the constant $\gamma$ (towards the front) that is added to the Dayhoff matrix. The plane in the back corresponds to that shown in Fig. 5. The region is the one shaded cell where the arrow in Fig. 5 ends.
pairs in the alignment. As pointed out in section $\because(\mathrm{d})$, when the matrix level is raised a longer alignment will sooner or later score better than a shorter one. This explains why the alignment regions on the bottom left are slowly disappearing.

Figure 7 illustrates this bias against deletions in the shorter sequence by following an alignment region in three dimensions. The alignment in this region is one of the $\mathrm{Cl}-\mathrm{Wc} \sim \mathrm{C} 2$-d family. The threedimensional polytope has as its backside one of the shaded regions from Figure 5 (with $1 \cdot 5$ added to the Dayhoff matrix). As one moves to the front the constant added to the matrix increases. Due to the one deletion in the shorter sequence (when the alignment links Cl to Wc ) raising the matrix makes this alignment more and more disadrantageous. It is thus slowly pushed out of sight.

## (d) Other examples. specifically local alignments

The results of the above analysis of the comparison of two immunoglobulins is by no means singular. Among the other cases that we looked at were the comparison of human hemoglobin alphachain and lupin leghemoglobin. and Lactobucilles: rasei and Ewherichion coli dihvodofolate reductases. The tirst pair shares very little homology when moasuring the prowentage idential residues in the
 beon wed to sludy and test aligment methods. All the features deserihed for the immuncorghatins can
 athl matse lesselation for wak athd stome gap

alignments. The other pair, the dihydrofolate reductases, are considerably more similar. Correspondingly, the tesselation is rather coarse and most of the regions contain reasonable alignments. As expected the choice of gap penalty is much less crucial for such a simple example.

We also calculated the tesselation for a pair of structurally related proteins that show very little sequence similarity, namely azurin and plastocyanin. In such a difficult case the resulting tesselation is almost indistinguishable from the tesselation produced by random sequences. Features that are also inherent to random sequences like the fine versus coarse tesselation remain. The band structure that seems to be a distinguishing feature of similar sequences is hardly discernible any more. Neither could we draw any conclusions about the best choice of gap penalties from such a case.

The examples discussed above all share similarity over their entire length and therefore constitute test cases that do not specifically address a local alignment algorithm. We therefore also studied examples that are in the true sense local alignments. One such case can be found in the proteins containing a helix-turn-helix motif. We chose to compare phage lambda repressor with the lambda Cro protein. These two share a well-studied region of about 20 amino acid residues without gaps (Sauer et al., 1982). Surprisingly, using the Dayhoff matrix the correct alignment was not found at all. Only when we tried other matrices (e.g. that proposed by Gribskov \& Burgess, 1986) were there gap penalties under which the correct alignment was found. The band structure is lost with this rather short alignment that comprises only one diagonal.

A second truly local example we studied was the comparison of the E.coli CAP protein (which binds cAMP) and a borine cGMP-gated ion channel. Both of these proteins contain the common binding site for cAMP and cGMP. For computational reasons we had to restrict the 690 amino acid residue ion channel sequence to about 240 residues, which contained the region of similarity to CAP. According to Kaupp et al. (1992), alignment of the approximately 100 residue site requires two gaps. In this cuse using the Dayhoff matrix picks out the first of the three regions of similarity under high gap penalties. Lpon lowering the penalties the second diagonal is added. The third diagonal, however, is so subtle that it is not found at all. As with the helix-turn-helix comparison the good alignments are found in the logarithmic region and in the linear region longer. biologically irrelevant alignments take over.

## 5. Discussion of Results

(a) Trwshmian faratures

Bepending on which parameters ate stodied we find differons sestematic features of the wesselations.

In the phots ratring mismateh and insertion
 arlorizing the ghat aticmments.

In the plots varying the initiation and extension gap penalties, bands of regions separated by vertical lines indicate alignments that contain the same number of insertions and deletion distributed over a different number of gaps. This we interpret as an indicator of well-matching regions defining the outlines of an alignment.
In the plots varying the gap penalty and a constant added to the score matrix, vertical lines indicate growth of an alignment at the ends without internal change.
With every set of parameters one expects to find different features. Such srstematic features reflect the limitations in the change that alignments undergo when these parameters vary. This clearly contradicts our intuition of a confusing multitude of optimal alignments.

## (b) Role of the matrix

We also found it surprising that most of the alignments corresponding to larger regions in Figure 4 can be described in terms of only a few diagonals. The fact that we compare biologically related sequences seems to be responsible for this. Their comparison shows diagonals most of which are clearly above noise-level and are following each other without huge gaps in between. Any reasonable alignment will use the good diagonals and string them together in a way that is determined by the gap penalty. Where there are decisions to be made as in our example between Wf and We. the gap penalty might decide whether the alignment includes a good diagonal that requires a larger gap or a less attractive one that might be easier to reach. In this sense. the matrix defines the "players". It defines which diagonals will be considered by an alignment.

Our analysis is not aimed at judging how well a certain matrix defines these diagonals. Other attributes of a matrix seem to he more generic. Consider Figure 6 where the average of the matrix decreases along the horizontal axis. At the very right the matrix average is around $-\underline{O}$ and the $C \underline{Q}$ alignment has taken over the entire logarithmic region. The linear region (shaded region along the horizontal axis) on the other hand is populated only by biologically meaningless alignments containing lots of gaps. Following the good alignments coming from the left. one sees that they are literally squeered in betwen the linear and the logarithmie regions. At the end they either disappear entirely or are reduced 10 a tiny area around the phase transition. We romblude that the matrix arevage should be negative but mot toon negative.
(i) At the same lime the matrix areratere should be keph mesative for the followite reasoms.
(ii) A strongly pasitive matrix adorabe introduees a hias agatios detelions in the shorter $\therefore$ समान


(Arratia et al.. 1990; Karlin \& Altschul, 1990; C. Neuhauser. unpublished results).
(iv) A negative matrix average ensures the existence of a phase transition curve within the parameter space spanned by the gap penalties, and this in turn is helpful in locating reasonable gap penalties (see below).

## (c) Sinp penalty chosire

Once a matrix is specified and fulfils the above criterion of having its average slightly under 0, gap penalties can be calibrated specitically for it. This choice depends on the purpose one has in mind. The main distrinction is between searching a database and comparing two sequences. In the first case the objective is the best contrast between sequences related to the query and all others. In the latter case the alignment should be as good and as complete as possible. We speculate that good contrast will be achiered rather with a few well-matching diagonals than an overall comparison. This implies a gap penalty choice well in the logarithmic region for the purpose of database searching.

For the comparison of two sequences however, the strong "core"-alignment must be extended to encompass further matching regions. In the tesselation this will typically happen as one mores from an outer region towards the transition curve. This suggests choosing gap penalties near the transition curve when the objective is a good alignment of two sequences. Figure $S$ illustrates this point by overlaying the transition curve for the PAM250 matrix with some choices of gap penalties. The o denotes the IVf-C? alignment. * is the C'I-IVf-C2-d alignment and + is $\mathrm{Cl} \cdot \mathrm{IV} \cdot \sim \mathrm{C}-\mathrm{d}$.







As expected we are not able to say anything systematic about the exact location of the qualitatively best alignments in the tesselation. The traditional choice of "large initial, small extension" certainly does not suffice to find these regions. The study of the entire tesselation and the identification of the above-mentioned bands can aid in identifying good alignments.

## (d) Conclusion

The above analysis has helped us to understand how parameters influence alignments and how we can calibrate certain parameters. In addition, there is the insight that there are many more systematic (combinatorial and statistical) features about optimal alignments than previously known that can aid in searching for a biologically valid alignment. On the other hand, one needs to avoid overinterpreting the result of an alignment program. It may well be that the feature that strikes the researcher's eye can be explained totally without recourse to biology from the observations made above only. A thorough knowledge of the systematic changes in alignments should therefore help us not to be led astray by essentially uninteresting consequences of the mathematical model used.
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