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\c ABSTRACT 

An algorithm for multiple sequence alignment I s  given that 

The alignment maximizes an alignment sooring function. 
matches words of length and degree of mismatch chosen by the 
user. 
The method is based on a novel extension of our oonsensus 
sequence methods. 
sequenoes, and from earlier work on oonsensus sequences, it I s  
possible to estimate statlstioal signifioanoe. 

The algorithm works for both DNA and protein 

INTRODUCTIOa 

moleoular biology and many computer algorithms have been devised 
to aooomplish alignments. Most of the results have been for two 
sequenoes. 
Needleman and Wunsoh(1) who solved the problem of maximum 
similarity alignment for two sequenoes. 
related dynamio programming algorithm for minimum distance 
alignment of two sequenoes. These algorithms were extended to 
cover multiple insertions and deletions by Waterman et a1.(3). 
In Waterman (1984)(4) the subjeot of sequenoe oomparlsons is 
reviewed. It is olear that, while the two sequenoe case has 
been adequately solved for many cases, the situation for 
alignment of more than two sequenoes is quite different. 
we review the history of approaches to multiple sequenoe 
alignment. 
alignment that is based on a novel extension of our oonsensus 
sequence methods. 

that considered multiple sequenoe alignment. 
requires a tree relating the sequenoes and employs dynamio 

Sequenoe alignment I s  an important problem motivated by 

The analytioal work began with the paper of 

Later Sellers(2) gave a 

b Next 

Then we give a new algorithm for multiple sequence 
./ 

Sankoff(6) gave the first treatment of whiah we are aware 
His method 
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programming as well as parsimony. 
length N. the method takes time proportional to 
and storage O(NR). 
R-3. Sankoff et al.(6) apply the algorithm, modified somewhat, 
to 5s sequences. 
presented which does not assume a tree. 
requirements are similar. 

of geodesios to sequenoe alignment. 
extended so that a "nuoleotide" is a mixture of A.C,G,T and @ 

(deletions). 
programming. and the sequenoes are aligned and merged two at a 
time. 
understood, as when a oorreot evolutionary tree is available, 
the method works very well. Still it is a pairwise algorithm 
and the final alignment is dependent on the order in whioh the 
sequences are prooessed. 

Computer SOienOe has studied what they call string matching 
problems. beginning with Wagner and Fischer (they prefer 
"string" to sequenoe)(B). In Itoga(l981)(9) the string merging 
problem is studied. and HSU and Du(1984)(14) oonsider the 
longest common subsequenoe of a set of strings. 
authors seem aware of the earlier results desoribed above. 

Sobel and Martinez(11) approaoh sequenoe matching as a 
regions problem, where their algorithm is based on locating a l l  
exact repeats of patterns which ooour in the sequenoe set. The 
method of finding repeats takes O(N1ogN) operations(l2). The 
best set of regions making up the alignment is found by longest 
path methods from oomputer soienoe. 
praotioal method available for more than three sequenoes until 
the present paper. 

Some interesting results have been obtained for protein 
sequences. There it is thought that gaps should reoeive a 
oonstant penalty, regardless of length. Fredman(l3) improved 
the algorithms to O(N3) for aligning 3 sequenoes of length n 
with the oonstant gap penalty, whereas the direot eXtenSiOn of 
Waterman et al. is O(N6). 

For oomparing R sequenoes of 
(0(2%R)> 

Only small sequences are praotioal even when 

In Waterman et a1.(3) a similar algorithm is 
The time and space 

More reoently, Waterman and Perlwitz(7), apply the geometry 
The idea of sequenoe is 

The basio algorithm is based on dymmio 

When the relationships between the sequenoes are 

None of these 

This is perhaps the only 

Murata et a1.(14) give a similar 
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improvement. Johnson and Doolittle(l5) give .a method, not 
guaranteed to be globally optimal, whioh is based on the 
progressive evaluation of seleoted segments from eaoh sequence. 

sequences that require more disoussion. 
Martinez(l1) is based on aligning segments oommon to the 
sequenoes; it is frequently of interest to align patterns with 
some degree of mismatoh. insertion, and/or deletion. There may 
be no segment common to all the sequenoes. 
Johnson and Doolittle(l5) is based on aligning segments found 
within a window of width W and for R sequenoes of length N has 
running time proportional to o[R(N-w)w~-~I. For small R this is 
a praotioal method, but is not praotical for a larger number of 
sequenoes. Next we present our method to overcome some of these 
diffioulties. 

There are two reoent methods designed to align multiple 
That of Sobel and 

The method of 

i 

OF 
We begin with a set of R sequences of length N 

1.1% ,2 * * * * a 1 ,N a 
a 2,1a2.2 * * * * a 2,N 

. . . e . . . .  .... .... 
R. laR, 2 a .... 

These sequences oan be taken to be initially aligned on some 
biologioally determined feature. The alignment is. of course. 
Unknown exoept approximately. It is the purpose of this paper 
to give an algorithm aligning the sequences by matohing or 
aligning on words of a given size. The usual methods of 
sequenoe analysis align on single letters, that is words of 
length 1. 

A ooncept basio to our algorithm is that of oonsensus word. 
The definition has been given in earlier work (Waterman et al. 
(1984)(16) and Galas et al.(lQ85)(17>> and will be briefly given 
here. First, take a fixed word size(length1 k and a word w of 
length k. There are 4 suoh words in DNA and 20’ in proteins. 
Next, define the window width W. 
of sequenoe in whioh a word oan be found and thus defines the 

k 

This parameter gives the width 
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amount of shifting allowed in matching oonsensus words. 
sequences starting at oolumn j+l with window width W appear as 

The 

al, j+lal * j+2 * . * .  a1,j+w 
a2,j+la2.j+2 . * * *  a2,j+w ..,. .... .... .... 
'R. j+laR, j+2 * ' ' ' aR, j+W 

First. we search the first sequenoe of the window for matohes 
to our word w. 
while a 1-letter mismatoh from w is oalled a d-1 neighbor, and 
so on. 
this list of neighbors. We may decide, e.g., to limit the 
amount of mismatoh to d-0.1.2 and not find w in a portion of 
sequenoe unless it is within this neighborhood. 
the number of lines that the best ooourrenoe of w is as a d-th 
neighbor. Eaoh of these ooourrenoes reoeives weight Ad. The 
score of word w In this window is 

A n  exact matoh to w is called a d-0 neighbor 

It is possible to inolude insertions and deletions In 

Let qWnd equal 

8 (w) - c q. 
j+l, j+W d d w.d 

* 
A best word is word w satisfying 

s (w*> - max s (w). 

The idea of the algorithm 18 to align on oonsensus words, 

j+l* j+w w j+l,j+W 

attempting to maximize the sum of the soores of the words. 
Before the praotioal algorithms are presented, a more general 
conoept of alignment on words is presented. 

How we define a partial order on words. The words w1 and w2 
satisfy w1 < w2 if the ocourrences of w1 in sequenoe 1 are to 
the left of the ooourrenoes of w2 in sequenoe i (and do not 
Interseat) for i-1 to R. It is not neoessarp for w1 or w2 to 
have ooourrenoes in all sequences. 
is a window width W and neighborhood speoifioation. 
an optimal alignment is to find words wi whioh satisfy 

Implioit in the definition 
The goal of 

max(~izls(wi) : w1 < w2 < ... 1 .  

(It is frequently desirable to require s(wi)Lo for all 1. where 
o is some outoff value.) It is not possible to aooomplish this 
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goal in reasonable time, but it is possible to oome quite olose. 
We now define two praotioal algorithms. 

in non-overlapping windows. eaoh word satisfying as usual the 
window width and neighborhood oonstraints. 
optimization problem is to satisfy 

Next w1 Iw2 means that oonsensus words w1 and w2 oan be found 

The modified 

There is a straightforward reoursion to find T. 
maximum sum for the sequenoes from base 1 to base i: 

Let Ti be the 

- 
1.1 . * .  a 1.i 
2.1 ... a2.i 

a 
a 
.... ... .... 
R,1 " *  a R.i a 

Then Ti satisfies 

Ti - m=(Tj + Sj+l,i : i-W+l I j I i-k] 

I - Tk-l - 0. Also s - 0 ... X.Y 

Here the 

and T-W - T-w+1 . . . - To - T1 - 
if y-x+lck. 
proportional to NW2RB where B - neighborhood size. 
factor of WRB aooounts for the oonsensus word algorithm with a 
window width W. (This is an overestimate sinoe the aotual 
windows vary from k to W in width.) 

If muoh shifting is neoessary to match the sequences, T is an 
underestimate and misses some of the relevant matching. To 
overoome this problem. the definition of T is modified to 

This algorithm runs in time approximately 

A 

i-W+l I j I i-k). si - m=(sj + Sj+l.i 
A 

is the largest sooring oonsensus word in the j+l ,i where s 

window from j+l to i suoh that all ooourrenoes of the oonsensus 
word are to the right of the oonsensus words for S 
algorithm is not guaranteed to be equal to the global maximum. 
but it is muoh more useful than T. 

- 
This 

j '  . 

ExAIwlE 
The algorithm is now illustrated with an alignment of 34 5s 

sequenoes from 3. o o l i  and related organisms that were obtained 
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from the oolleotion of Olsen and Pace. 
GenBanlr or the review paper of Erdmann et a1.(18). 

An alignment of these sequenoes bp algorithm S with k-4 and 
W-6. allowing up to 1 mismatoh is given in Fig. 1. The 
parameter Ad = (k-d)/k, where d equals the number of mismatohes. 
Algorithm T whioh does not allow overlapping windows has soore 
304.75, while algorithm S has soore 364.00. Some soores for 
various choioes of the parameters are given next: 

They oan be found in 

9 d m  - _6. 

6 
6 
8 
8 
8 
8 
8 
10 
10 
10 

4 
4 
4 
4 
6 
6 
6 
6 
6 
6 

0 
1 
0 
1 
0 
1 
2 
0 
1 
2 

117.00 
364.00 . 
196.00 
487.25 
23.00 
124.00 
269.17 
82.00 
213.67 
329.00 - 

our algorithm are written for DNA sequenoes. but they oan easily 
be extended to proteins. The largest 
protein word possible is k-3, shoe 203-8.000, while words with 
k-8 or 9 is possible with DNA. 
is deoreased from the usual 20-letter alphabet, k can be 
inoreased. 

Another feature we have not inoluded in our program is a oost 
for unmatohed letters (deletions/insertions). This oould easily 
be done as Martinez does, for example, but we are not pet 
persuaded of the neoessity here. 

alignment. Frequently the sequenoes are randomly permuted, and 
the optimal alignment soores obtained from the random sequences. 
Statistical signifioanoe is estimated from these soores. 
we have a more direot approaoh. It is possible to oaloulate the 

The existing multiple sequenoe alignment programs based on 

(We plan to do this.) 

Whenever the amino acid alphabet 

- 

Statistioal signifioanoe is always an issue in sequence 

Here 

I 
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probability that a word occurs in the specified neighborhood and 
in the window of one sequence. Then the binomial distribution 
or the theory of large deviations (for large R)(16) can be used 
to calculate the probability of ever seeing a matched word in L 
out of the R sequences. 
small (e.g., .Ol), we oan be assured that every matched word in 
an alignment is significant at that level of significance. 

The implementation for DNA sequences is written in the C 
language and is available from the author. 
details. 

By requiring this probability to be 

.c 
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