# Probability Distributions for DNA Sequence Comparisons 

Michael S. Waterman<br>Dedicated to the memory of Stanislaw Ulam

ABSTRACT. Recently DNA sequence comparisons have focused on finding long matching segments between two sequences, rather than matching the entire sequences. Generalizations of the celebrated ErdosRenyi law give laws of large numbers and extreme value distributions for random variables equal to the length of the longest exact match and longest approximate match between the sequences. The cases of independent, identically distributed sequences and of Markov chains are presented. In the final section, simulated sequences and sequences from bacteriophage lambda are analyzed in light of these theoretical results.

1. INTRODUCTION AND DNA SEQUENCE COMPARISONS
As the nucleic acid sequence data accumulate at an
increasing rate, comparison of the sequences becomes
increasingly central. In the late $1960^{\prime} \mathrm{s}$, macromolecular
sequence comparison meant calculating a matrix of pairwise
distances between sequences of a protein, such as cytochrome -
C, taken from a number of organisms. Then, with a variety of
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As mentioned above, DNA sequences evolve by deletion and insertion as well as mutation of letters. That is, spaces can be placed in either sequence. A random variable of interest here is
$H=\max \{\#$ matches - $\mu \#$ mismatches $-\lambda \#$ insertion/deletions $\}$,
IC $x$
$\mathbf{J} \subset y$
where $I \subset x, J \subset y$ ranges over all contiguous segments in the indicated sequences. Smith and Waterman (1981a,b) solved this problem with an algorithm which uses time proportional to nm. Let $H_{i, j}$ be the maximum score (\# matches $\mu \#$ mismatches - $\lambda \#$ insertion/deletions) of two segments that end in $x_{i}$ and $y_{j}$, or zero, whichever is larger. It is shown that, if $H_{i, 0}=H_{0, j}=0$ for $0<1<n$ and
$1 \leqslant j \leqslant m, \quad$ then

$$
H_{i, j}=\max \left\{H_{i-1, j-1}+s\left(x_{1}, y_{i}\right), H_{i-1, j}-\lambda, H_{i, j-1}-\lambda, 0\right\}
$$

where

$$
s(x, y)=\left\{\begin{array}{rll}
1 & \text { if } & x=y \\
-\mu & \text { if } & x \neq y
\end{array}\right.
$$

Of course,

$$
H=\max \left\{H_{i, j}: 1 \leqslant i \leqslant n, 1 \leqslant j \leqslant m\right\}
$$

Figure 1 is an example of ( $H_{i, j}$ ) for a specific problem. The value of $H$ is 3.10 corresponding to the aligned segments

$$
\begin{aligned}
& C T G G G \\
& C T G G G
\end{aligned}
$$

|  |  | G | T | C | C | G | C | T | G | C | G |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| A | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| T | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 |
| C | 0.0 | 0.0 | 0.0 | 2.0 | 1.0 | 0.0 | 1.0 | 0.0 | 0.1 | 1.0 | 0.0 |
| T | 0.0 | 0.0 | 1.0 | 0.0 | 1.1 | 0.1 | 0.0 | 2.0 | 0.0 | 0.0 | 0.1 |
| G | 0.0 | 1.0 | 0.0 | 0.1 | 0.0 | 2.1 | 0.1 | 0.0 | 3.0 | 1.0 | 1.0 |
| G | 0.0 | 1.0 | 0.1 | 0.0 | 0.0 | 1.0 | 1.2 | 0.0 | 1.0 | 2.1 | 2.0 |
| G | 0.0 | 1.0 | 0.1 | 0.0 | 0.0 | 1.0 | 0.1 | 0.3 | 1.0 | 0.1 | 3.1 |
| A | 0.0 | 0.0 | 0.1 | 0.0 | 0.0 | 0.0 | 0.1 | 0.0 | 0.0 | 0.1 | 1.1 |
| A | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 | 0.0 |
| G | 0.0 | 1.0 | 0.0 | 0.0 | 0.0 | 1.0 | 0.0 | 0.0 | 1.0 | 0.0 | 1.0 |

Figure 1. Similarity matrix where matches receive weight 1 , mismatches receive weight -.9 , and deletion/insertions receive weight -2.0 .

Earlier work on probability distributions for sequence alignments is motivated by best matching of entire sequences. Chvatal and Sankoff (1975) studied the length $L_{n}$ of the longest subsequence common to two random sequences with a finite alphabet and equally likely letters. Deken (1979) noted that there exists a $c$ such that

$$
P\left(\lim _{n \rightarrow \infty} \frac{L_{n}}{n}=c\right)=1
$$

Steele (1982) showed $\operatorname{Var}\left(L_{n}\right)=0(n)$. In this paper, I
consider probability distributions for the "highly similar
segments" problem.
In the following sections, $I$ survey results principally
obtained in collaboration with my colleagues Richard Arratia
and Louis Gordon at the University of Southern California.
Section 2 presents laws of large numbers for a large class of
random variables including $M_{n}(k), k \geqslant 0$. Section 3 contains
much finer distributional results for $M_{n}(k), k \geqslant 0$, related to the extreme value distribution. Finally, in Section 4, Monte Carlo and biological sequences are examined in light of the probabilistic results. Even the complex random variable H displays evidence of an extreme value distribution.
2. LAWS OF LARGE NUMBERS

In this section, I present laws of large numbers for the asymptotic behavior of the longest match between two random DNA sequences. Random here means either independent and ifentical1y distributed or Markov, although similar laws for m-dependent processes can be obtained. While the laws of large numbers only give order of magnitude results, these estimates are surprisingly good. The extreme value results of Section 3 give much more precise results and allow comparison with the more easily obtained results of this section.

The first problem considered here will be the length $R_{n}$ of the longest match between two independent identically distributed (i.i.d.) DNA sequences of length $n$ which are in a fixed alignment. Let

$$
\mathrm{p}=\mathrm{P}(\text { Match })=\mathrm{p}_{\mathrm{A}}^{2}+\mathrm{p}_{\mathrm{T}}^{2}+\mathrm{p}_{\mathrm{G}}^{2}+\mathrm{p}_{\mathrm{C}}^{2}
$$

where $p_{i}$ is the probability of base 1 . The random variable $R_{n}$ is only of interest in the cases $p \in(0,1)$. The problem posed here can be restated as the longest run of heads in $n$ coin tosses where $p=P($ Heads ). Erdös and Rényi (1970)
presented results which contain the following theorem. I give an outline of a proof which prepares the way for generalization.

Theorem 2.1 Let $X_{1}, X_{2}, \ldots, Y_{1}, Y_{2} \ldots$ be independent and identically distributed and let $0<p \equiv P\left(X_{1}=Y_{1}\right)<1$. Define $R_{n}=\max \left\{m: X_{i+k}=Y_{i+k}\right.$ for $k=1$ to $m$, for some
$0 \leqslant 1 \leqslant n-m\}$. Then

$$
P\left(\lim _{n \rightarrow \infty} \frac{R_{n}}{\log _{1 / p}(n)}=1\right)=1
$$

Proof. Let $A_{i}=\left\{X_{1+k}=Y_{i+k}\right.$ for $k=1$ to $\left.m\right\}$ where
$0 \leqslant 1 \leqslant n-m$. Now, for $\varepsilon>0$, let $m=\left[(1+\varepsilon) \log _{1 / p}(n)\right]$.
Since $P\left(A_{i}\right)=p^{m i n}$, we have

$$
p n^{-(1+\varepsilon)} \leqslant P\left(A_{i}\right)=p^{\text {II }}<n^{-(1+\varepsilon)}
$$

For $n=n_{k}=\left[(1 / p)^{k}\right]$,

$$
\begin{aligned}
P\left({ }_{k i} A_{i}\left(n_{k}\right)\right) & <\sum_{k=1}^{\infty} \sum_{i=0}^{n_{k}^{-m}} P\left(A_{i}\left(n_{k}\right)\right) \\
& <\sum_{k=1}^{\infty} \frac{p^{\varepsilon k}}{\left(1-p^{k}\right)}<\infty
\end{aligned}
$$

Therefore, by the Borel-Cante11i lemaa (Chung,1968),

$$
P\left(A_{1}\left(n_{k}\right) \text { occurs infinitely often }\right)=0
$$

Since longest match length increases with $n$, it follows that

$$
\left.\underset{n}{P(\overline{\lim }} R_{n} / \log _{1 / p}(n)<1\right)=1
$$

This establishes half of the result.

To obtain a corresponding lower bound, recall that the Borel-Cantelli lemma has a converse if the events are independent. To create non-overlapping head runs, let

$$
B_{i} \equiv A_{m i}=\left\{X_{m i+k}=Y_{m i+k} \text { for } k=1, \ldots, m\right\},
$$

and

$$
S=\sum_{i} I\left(B_{i}\right)
$$

This time, with $m=\left[(1-\varepsilon) \log _{1 / p}(n)\right]$,

$$
E(S) \geqslant\left(\left[\Sigma \frac{n}{m}\right]-1\right) p^{m} \approx \frac{n}{m} p n^{-(1-\varepsilon)}=\frac{p}{m} n^{\varepsilon} .
$$

Therefore

$$
\lim _{\mathrm{n}} E(S)=\infty
$$

and

$$
\underset{n}{P(11 m} S>0)=1
$$

It follows that

$$
P\left(\frac{11 m}{n} R_{n} / \log _{1 / p}(n) \geqslant 1\right)=1
$$

Next I take up a problem of more direct interest to molecular biology, the length $M_{n}(0)$ of the longest match between two sequences when shifts are allowed. Allowing shifts gives $n^{2}$ choices for (i,j), the starting position of a match run. Above there were only $n$ starting positions. This naive approach might suggest that $M_{n}(0)$ grows like
$\log _{1 / p}\left(n^{2}\right)=2 \log _{1 / p}(n)$. This turns out to be correct and is
formalized in the next theorem, due to Arratia and Waterman (1984a) .

Theorem 2.2. Let $X_{1}, X_{2}, \ldots, Y_{1}, Y_{2}, \ldots$ be independent and identically distributed and let $0<p \equiv P\left(X_{1}=Y_{1}\right)<1$. Define

$$
\begin{aligned}
M_{n}(0)=\max \{m: & X_{1+k}=Y_{j+k} \text { for } k=1 \text { to } m \\
& \text { for some } 0<1, j<n-m\}
\end{aligned}
$$

Then

$$
P\left(\lim _{n \rightarrow \infty} \frac{M_{n}(0)}{\log _{1 / p}(n)}=2\right)=1
$$

Proof. The upper bound is established as in Theorem 2.1, but the lower bound is more difficult. Define $A_{i j}=\left\{X_{i+k}=Y_{j+k}\right.$ for $k=1$ to $m\}$ and let $m=\left[(2-\varepsilon) \log _{1 / p}(n)\right]$. Let $B_{i j}=A_{m i, m j}$ and $S=\sum_{i j j} I\left(B_{i j}\right)$. As in Theorem 2.1, $E(S)=m^{-2} n^{\varepsilon}+\infty$. To handle the dependence introduced by shifting, it is sufficient to show

$$
\operatorname{Var}(S) /(E(S))^{2}+0
$$

See, e.g., Problem 10, Section 4.3 of Chung (1968). Using the above formula for $S$,

$$
\begin{aligned}
\operatorname{Var}(S) & =E\left(\Sigma_{i, j}\left(I\left(B_{i j}\right)-P\left(B_{i j}\right)\right)^{2}\right. \\
& \leqslant \sum P\left(B_{i j} \cap B_{k \ell}\right) \\
& =\underset{\substack{i=k \\
j=\ell}}{\sum \sum \sum_{i \neq k}^{\sum}+\underset{i=k}{2} \quad P\left(B_{i j} \cap B_{k \ell}\right)} \quad
\end{aligned}
$$

In the last line the first sum is less than $E(S)$ while the second is 0 . The third sum has approximately $2(n / m)^{3}$
terms. Let $p=\underset{a}{\sum}(P(X=a))^{2}=\sum_{a} q_{a}^{2}, \quad$.e., $\quad q_{a} \quad$ is the
probability distribution on the atoms of $X$. Now, using a
version of Holder's inequality (Hardy, Littlewood, and
Polya (1934), formula 2.10.3) for $j \neq k$,

$$
P\left(B_{i j} \cap B_{i k}\right)=\underset{a}{\left[\Sigma\left(q_{a}\right)^{3}\right]^{m}} \leqslant \underset{a}{\left[\Sigma q_{a}^{2}\right]^{3 m / 2}=\left(P\left(B_{i j}\right)\right)^{3 / 2} .}
$$

Combining these estimates yields,

$$
\operatorname{Var}(S)<E(S)+2(E(S))^{3 / 2}
$$

and

$$
\frac{\operatorname{Var}(S)}{(E(S))^{2}} \leqslant \frac{m^{-3} n^{3 \varepsilon / 2}}{\left(m^{-2} n^{\varepsilon}\right)^{2}}=m n^{-\varepsilon / 2}+0
$$

This completes the proof of the theorem.
Notice that the effects introduced by shifting make the theorem more difficult to prove. It is possible to obtain results for Markov chains as well (Arratia and Waterman, 1985a).

Theorem 2.3. Let $X_{1}, X_{2}, \ldots$, and $Y_{1}, Y_{2}, \ldots$ be two independent Markov chains on a finite alphabet $S$ which are irreducible and aperiodic and have transition probabilities $\left(p_{i, j}\right) \quad 1, j \in S$. Let $p \in(0,1)$ be the largest eigenvalue of the substochastic matrix $\left(\left(p_{i j}\right)^{2}\right) i, j \in S$. Then

$$
P\left(\lim _{n} \frac{M_{n}(0)}{\log _{1 / p}(n)}=2\right)=1
$$

Our interest in establishing Theorem 2.3 is the fact that (first-order) nearest neighbor effects in DNA sequences are statistically significant (Smith et al., 1983). Another feature of DNA evolution that concerns us is substitutions,
insertions, and deletions of letters as well as inversions. We ask how many letters can be "removed" from the sequences to lengthen the match and still retain the $2 \log _{1 / p}(n)$ behavior. The result is surprisingly strong.

Theorem 2.4. Let $X_{1}, X_{2}, \ldots, Y_{1}, Y_{2}, \ldots$ and $p$ be as in Theorem 2.2 or 2.3. Let $M_{n}^{*}(k)$ be the longest match between $X_{1} \ldots X_{n}$ and $Y_{1} \ldots Y_{n}$ allowing shifts and removal of $k$
single letters, i.e.,
$M_{n}^{*}(k) \equiv \max \left\{m: X_{i(a)}=Y_{j(a)}\right.$ for $a=1$ to $m$, for some integers
$1<i(1)<\ldots<1(m) \leqslant n$ and $1<j(1)<\ldots<j(m)<n$
where $i(m)-i(1)<m+k$ and $f(m)-f(1)<m+k\}$.

Then for any constant $k$ or any deterministic sequence $k=k(n) \quad$ where

$$
k=o(\log (n) / \log \log (n))
$$

it follows that

$$
\lim _{n} M_{n}^{*}(k) / \log _{1 / p}(n)=2
$$

in probability.
Another feature of DNA sequences Arratia and I (1985b) considered was that all sequences do not have the same distribution. We obtained results for Markov sequences as well as i.1.d. sequences but only the i.i.d. results are discussed here. The surprising discovery is that $M_{n}$ can still have $2 \log _{1 / p}(n)$ behavior even when the marginal distributions are quite different.

Theorem 2.5. Let $X_{1}, X_{2}, \ldots$ be distributed as $\mu, Y_{1}, Y_{2}, \ldots$ be distributed as $v$ with all letters independent and $p=$ $P\left(X_{1}=Y_{1}\right) \in(0,1)$. Then there is a constant $C(\mu, v) \in[1,2]$
such that

$$
P\left(\lim _{n+\infty} M_{n} / \log _{1 / p}(n)=C(\mu, \nu)\right)=1
$$

In addition

$$
C(\mu, v)=\sup _{\gamma \in \operatorname{Pr}(S)} \min \left\{\frac{\log (1 / p)}{H(\gamma, \mu)}, \frac{\log (1 / p)}{H(\gamma, v)}, \frac{2 \log (1 / p)}{\log (1 / p)+H(\gamma, \alpha)}\right\}
$$

where $\quad \alpha_{a} \equiv \mu_{a} \nu_{a} / p, H(\alpha, \nu)=\sum_{a} \alpha_{a} \log \left(\alpha_{a} / \nu_{a}\right)$, and $\quad \gamma \quad$ ranges over the probability distributions on the state space $S$. Here $\log$ can be to any base. Also $C(\mu, \nu)=2$ if and only if

$$
\max \{H(\alpha, \nu), H(\alpha, \mu)\} \leqslant(1 / 2) \log (1 / p) .
$$

The set of $\mu$ such that $C(\mu, \nu)=2$ for a fixed $\nu$ has positive diameter. Of course, $C(v, v)=2$ by Theorem 2.2. That a large set of $\mu$ satisfies $C(\mu, \nu)=2$ is another indication of the strength of the $2 \log (n)$ " law.

## 3. extreme value distributions

Next I give some results for the "exact" distribution of $R_{n}$ and $M_{n}(k)$. For coin tossing the first results were given in a paper by Erdös and Révész (1975) and improved by Guibas and Odlyzko (1980). More recently Gordon, Schilling, and I (1984) gave a probabilistic analysis which is easily motivated and extends the earlier results.

I begin by again considering $R_{n}$, the length of the longest head run where $p=P$ (Heads). Each head run is preceded by a tail and has length $m$ with probability $q p^{m}$, $q=1-p$. There are approximately $n q$ tails in $n$ trials so that

$$
R_{n}=\max _{1<1 \leqslant n q} Z_{i}
$$

where $Z_{1}$ is geometric and $P\left(Z_{i}=m\right)=q p^{m}$. Also
$Z_{1}=\left[W_{1}\right]$ where $W_{i}$ are i.i.d. exponential random variables with mean $1 / \lambda, \lambda=\ln (1 / p)$, and [] is the usual greatest 1nteger function. Therefore it follows that

$$
R_{n} \approx\left[\max _{1 \leqslant i \leqslant n q} W_{i}\right]
$$

The maximum of i.i.d. exponential random variables is an extreme value random variable. Letting $V$ denote a random variable such that $P(V<t)=\exp \left(-e^{-t}\right)$ (that is, the standard extreme value distribution), $R_{n}$ then should satisfy

$$
R_{n}=[\ln (n q) / \lambda+v / \lambda]
$$

Hence

$$
\begin{aligned}
E\left(R_{n}\right) & =\ln (n q) / \lambda+E(V) / \lambda-1 / 2 \\
& =\ln (n q) / \lambda+\gamma / \lambda-1 / 2, \\
& =\log _{1 / p}(n)+\log _{1 / p}(q)+\gamma / \lambda-1 / 2,
\end{aligned}
$$

where $E(V)=\gamma$ is the Euler-Mascheroni constant and the $1 / 2$
is Sheppard's continuity correction. For $p=q=1 / 2$, the
approximation is $(\ln (n)+\gamma) / \lambda-3 / 2$, exactly the leading
terms found by Guibas and Odlyzko (1980). Applying the same
approach to the variance, $\operatorname{Var}\left(R_{n}\right)=\pi^{2} / 6 \lambda^{2}+1 / 12$. Here the $1 / 12$ is Sheppard's correction for variance and $\operatorname{Var}(V)=\pi^{2} / 6$. The next theorem appears in Gordon, Schilling, and Waterman (1984).

Theorem 3.1. Let $X_{1}, X_{2}, \ldots, Y_{1}, Y_{2}, \ldots$ be independent and identically distributed and let $0<p=P\left(X_{1}=Y_{1}\right)<1$. Let $R_{n}(k)=\max \left\{m: X_{i+\ell}=Y_{i+\ell}\right.$ for $\ell=1$ to $m$ except for at most $k$ failures, for some $0<i \leqslant n-m\}$.

Then for $\lambda=\ln (1 / p)$,

$$
\begin{aligned}
E\left(R_{n}(k)\right)= & \log _{1 / p}(n)+k \log _{1 / p^{\log _{1 / p}}(n)} \\
& +(k+1) \log _{1 / p}(q)-\log _{1 / p}(k!)+k \\
& +\gamma / \lambda-1 / 2+r_{1}(n)+o(1)
\end{aligned}
$$

and

$$
\operatorname{Var}\left(R_{n}(k)\right)=\pi^{2} / 6 \lambda^{2}+1 / 12+r_{2}(n)+o(1)
$$

where, for $\theta=\pi^{2} / \lambda$,

$$
\left|r_{1}(n)\right|<(2 \pi)^{-1} \theta \frac{1 / 2}{} e^{-\theta}\left(1-e^{-\theta}\right)^{-2}
$$

and

$$
\left|r_{2}(n)\right|<(1.1+.7 \theta)\left(2 \theta^{1 / 2} e^{-\theta}\left(1-e^{-\theta}\right)^{-3}\right) .
$$

Notice that the bounds are about equal to $1.6 \times 10^{-6}$ (or $3.45 \times 10^{-4}$ ) for the mean and $6 \times 10^{-5}$ (or $2.64 \times 10^{-2}$ ) for the variance when $p=1 / 2$ (or $1 / 4$ ). The striking feature of the variance being approximately constant with $n$ is derived from the extreme value distribution.

The next question of interest to DNA sequence analysts is whether these results carry over to matching with shifts. This
is answered in the affirmative by the next theorem which is proved in Arratia, Gordon, and Waterman (1984). Karlin et al. (1984) announced a similar result for ${ }_{n}(0)$, the longest match with no mismatch. Their result as stated gives no error estimates and differs from the one given here for $k=0$ by minor constants.

Theorem 3.2. Let $X_{1}, X_{2}, \ldots, Y_{1}, Y_{2}, \ldots$ be independent and identically distributed and let $0<p=P\left(X_{1}=Y_{1}\right)<$. Let
$M_{n}(k)=\max \left\{m: X_{i+\ell}=Y_{j+\ell}\right.$ for $\ell=1$ to $m$ fails at most
$k$ times, for some $0<i, j \leqslant n-m\}$. Then

$$
\begin{aligned}
E\left(M_{n}(k)\right) & =\log _{1 / p}\left(n^{2}\right)+k \log _{1 / p} \log _{1 / p}\left(n^{2}\right)+(k+1) \log _{1 / p}(q) \\
& -\log _{1 / p}(k!)+k+\gamma / \lambda-1 / 2+r_{1}(n)+o(1)
\end{aligned}
$$

and
$\operatorname{Var}\left(M_{n}(k)\right)=\pi^{2} / 6 \lambda^{2}+1 / 12+r_{2}(n)+o(1)$.
The functions $r_{1}(n)$ and $r_{2}(n)$ are bounded by the corresponding functions of $\theta$ in the statement of Theorem 3.1. DNA sequences do not always have equal lengths, and in Arratia, Gordon, and Waterman (1984) a more general theorem appears with $n^{2}$ replaced by $n_{1} n_{2}$, the product of the lengths of the sequences. The necessary condition is $\log \left(n_{1}\right) / \log \left(n_{2}\right)+1$.

It is possible to present these results in the case of Markov chains or even m-dependence. However, the analysis of DNA sequences seems only to require the i.i.d. case. The next section examines data supporting this observation.
4. DATA ANALYSIS.

In this final section, $I$ test the previous theory by applying the algorithms of Section 1 to Monte Carlo and DNA sequences. The DNA sequences come from a bacteriophage named lambda. (Bacteriophages are viruses that infect bacteria). The complete sequence of lambda is now known and has 48,502 base pairs (Sanger et al., 1982). Beginning at base 1 of lambda, $I$ chose $2^{7}, 2^{8}, \ldots, 2^{12}$ bases in a nonoverlapping manner. Then $I$ repeated this process until the remaining sequence was less than $2^{7}+2^{8}+\ldots+2^{12}$ bases. Therefore I have six sequences $2^{7}$ long, six sequences $2^{8}$ long,..., and six sequences $2^{12}$ long. The value of $p$ for lambda is essentially 1/4. Similar Monte Carlo data was generated with all bases equally likely so that $p=1 / 4$.

Assuming the simplest $\log \left(n^{2}\right)$ law, $y=a \log \left(n^{2}\right)+b=$ $a x+b$, the scores $M_{n}(0), M_{n}(1), \ldots, M_{n}(6)$, and $H$ were plotted vs. $\log _{1 / \mathrm{p}}\left(\mathrm{n}^{2}\right)$ where all pairs of sequences of equal length are compared. The results are shown in Figures 2 through 9, where (a) is Monte Carlo and (b) is lambda. In $M_{n}(1)$ through $M_{n}(6)$ the slope or coefficient of $\log \left(n^{2}\right)$ is not 1 . This is accounted for by the $k \log _{1 / p^{10}} \log _{1 / \mathrm{p}}\left(\mathrm{n}^{2}\right)$ term of Theorem 3.2. In the range of $2^{7}$ to $2^{12}$, $k \log _{4} \log _{4}\left(n^{2}\right)=(.1) k \quad \log _{4}\left(n^{2}\right)+c$. When this approximately 1inear effect of the $\log 10 g$ term is accounted for, the coefficient of the $\log _{1 / \mathrm{p}}\left(\mathrm{n}^{2}\right)$ term is approximately 1 as
predicted. The constant terms, $b$, are not equal to those given by the formula for $E\left(M_{n}(k)\right)$ in Theorem 3.2 and require additional terms in the expansion. See Arratia et al. (1984) for details. The DNA scores have a slightly larger variance but the agreement is good.

Smith, Waterman, and Burks (1985) calculate $H$ for over 40,000 pairs of vertebrate sequences in an empirical study. That work was the motivation for the theoretical results reported in this paper. The fit to the data there is

$$
H=2.55 \log _{1 / p}\left(n_{1} n_{2}\right)-8.99
$$

where $n_{1}$ and $n_{2}$ are the length of sequences being compared. The fits in Figure 9 are reasonably close to this one. What this all suggests is that the distribution of maximum segments scores is not very dependent on the biological details of the sequence genomes. Alignments with similarity scores differing significantly from the expected scores should be carefully examined by the sequence analyst.
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Fig. 2. $k=0$.

Figures 2-8. Length of longest matches with $k=0,1, \ldots, 6$ mismatches. For each value of $x=\log _{1 / p}\left(n_{1} n_{2}\right)=\log _{4}\left(n_{1} n_{2}\right)$ there are 15 sequence comparisons. (a) Monte Carlo sequences and (b) Lambda sequences. The best linear fits of $y=$ longest match length with $k$ mismatches are given by $y=a+b x$.


Figure 3. $k=1$.


Figure 4. $k=2$.


Figure 5. $\mathrm{k}=3$.



Figure 6. $k=4$.




Figure 9. Best similarity scores. For each value of $x=$ $\log _{1 / p}\left(n_{1} n_{2}\right)=\log _{4}\left(n_{1} n_{2}\right)$ there are 15 sequence comparisons. (a) Monte Carlo sequences and (b) lambda sequences. The best linear fits of $y=$ score $=\max (\#$ matches - .9\# mismatches 2.0\# deletions/insertions) are given by $y=a+b x$.
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