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’ h n t l y  several papers ([a]; [4], [6],’[6], IF]) ham been concerned 
~ with generdizatione of 8 19% theorem of Euzmin. His ywdt gives a rate 

o€ fcir the .oonvw&wa of the iteration 6f an arbitrary function to 
th’0 invariant mea&e for the continued fraction. The pPqeenIi pa= gives 

sions which includes the i~+dimekdonal b.ont&nwd frLwt4on, Bp earlier 
, paper ([SI) presented such ,a t K i e m  with a rate of (ewfi+- a(&)). Oqr 

~~t th-m improves ,$he ra@ ti0 U(Y). -. 
Onr P-expansions ware firat oonsidehd in [SI, and we indude,% &o& 

aumury of noFtion and Bssumptiens hme. Let A be a fixred oonmx , 
;mbset of F. Buppose P is s Ohe-tO-OIU3 continpxtrb map of A onto [O,l)n. 
We assume jP(.), the Jacobian of P, exiIltB, the cohponents of ‘P have 

\ 

a generalized Kbrnin .theoram for a class of mnlti-dimenaional%expfm- * \ 

K 
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Of coarse T(B,(kl  , k, , . . . , kv)) c Bv-l ( k , ,  . . ;, k,) so that 2' is the shift 
on the coordinates of the expansion. If B, is generated by k,, k,, ..., k, 
and we let f a i ( t )  = P(a i+ t ) ,  then we define 

V 

Below are three additional assumptions on P. The first generaliaes 
condition (C) of Renyi [2]. 

uniformly where f, runs over all Y >  1 and all realizable cylinders 

If m(rYB,) = 1 we say that B, is proper; otherwise B, is said to be 
improper. Difficulties with improper cylinders necessitate the next two 
conditions. 

(L) 0 < L < m(rYB,(m)) for dl m r  (0, l);, Y 2 1. 

Bv(kl,  k , ,  ' " 9  k v ) *  

For each &(E), th,ere exists kv+l, a collection of proper cylinder! 
of order ~ + 1  contained in BY($), such that 

. 

considered here. 
The following theorem appears in [6] and is basic to the problem 

THEOREM 1. &uppose Be kF satisfies condition ( C ) ,  coditiora (L), and 
I condition (9). Then there e&sh Q unique probability measure ,u on (0, l)n 

such that ,u < m and T i s  a msas2~re preserviag transformation fm p .  If we I 
dP let e (%)  = - (m), we have 
dm 

I 
Of coume we could conclude ,u N m but we will only need ,u < bn in 

ow proof. Also, adding the assumption %{a: diamB, (s) --f 0) = 1 allows 
us to conclude !l' ergodic. ThiB wsumptign is include6 in Theorem 0 blow. 

To formulate a Kuzmin theorem for 9 we need ,to partition (0,1)$. 

cullection rB(k )  to partition (0,l); and amume the prtition 4s essen- 
I For each cylinder of srder 1, B(k) ,  we have TB(k) t (0,l)g. We use the 

I '  
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t i d y  countable. Denote this partition by {Ai}i2l. With each Ai we asso' 
ciate 

&* = {k: TB(k)  3 Ai} .  

This allows us to cdcubte 

The two lemmas below are taken from [6] and depend only on the 

LEMMA 1. #uppose PC 9 and assume TB,+, = B,, v 2 1. Let Yo be 
properties of fk. Both are related to the form of equation (1). 

given and !Pv be defined by 

Then 
(i) 

Y V ( 4  = ~ ~ o ( ~ v ( ~ ~ ) I J t , ~ ~ ~ l ,  ( i  = 1 , 2 ,  . ' . ) I  

where the last summation i s  over all realizable cylinders (k,, . . . , kv) where 
IC,€ 8i. 

LEMMA 2. Let P, ( !Pv}v~o be as in Lemma 1. Then 

The theorein below wm motivated by a paper of Bchweiger ([a]) 
in which he proves a Kuzmin theorem for a class of P-expa.nsions which 
has the restriction that all cylinders be proper. Since the n-dimensional 
Jacobi algorithm hw improper cylinders, it was not included. Difficulties 
aze encountered in our proof which do not exist if dl cylinders me proper. 
The assumption limdiamB,,($) = 0 almost everywhere is to insure our 

B-expansions converge and ~ ( v )  += 0 as v += m. To circumvent notational 
difficulty, we will, tacitly assume $ 4  (0,l.); implies limdiamBv(m) = 0, 

which involves the deletion of a set of measure zero from the conclusion 
of our theorem. 

THEOREM 2. Let Pe I satisfy conditiom ( C ) ,  (q), ( A )  m d  
m {$ : lim diam B, (m) = 0} = 1. In addition, suppose TB,+, (3) = B, (m), 

v 2 1, ( 0 ,  1);. Assume there i s  a cowtant A such that 

-00 
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ana 

Thsn 

whsre e is the density of the invariant mecxsure for P, 

a = S, y0(s)a~ and b are cowtants, 

u(v)  = sup{diamB,(y): yc  (0,l);). 

(091) 

ana 

Proof. By Lemma 1, we have 

Using this formula and the bounds assumed above, we can show, for 
E ,  Y c Ai, 

Now, applying the mean value theorem to the components of f”, we obtain - 

llf” (4 -f” (Y ) I 1  < fiAIl@- Yll 7 

and urn of condition (0) and condition (L) yields 

Therefore 

c 



Applioibtion of Lemma 1, equation (l), and condition (0) yields 

(2) o m, = mLqC-2 < !Pv (CV) < M ,  = C2 (MLq)-’,  uniformly in Y ,  3. 

This allows us to obtain 0 < go < Go such that 

(3 1 go!Pv(g) < !P,+y(s) < G0!Pv(z) uniformly in d, p, and V. 

By application of Lemma 1, we have 

We obtain 
(i) 

@ v ( d  2 C-’C @0(f,(4)m(Bt) 

from condition (0). We let 

q = u B”(k,, ..., k ” ) .  
be*, 

By the mean value theorem for integrals 

. , .- 

, . .  
. . .  

. . . I  

. 



36 M. S. Waterman 

In the same manner we obtain (#:.Ai) 

and . 

and 

There exists vo such that for Y 2 yo, 

\ 
go $1 <Gl Go. 

Now 
( i )  

1,+z;= 0-’ 1 ( G ~ - g o ) Y O ( ~ ) d s  3 c-’(G,-$o)ml C m ( B A  

3 ~--’(Go-qg,)m, Z ’ m ( B J  = c-’mn(GO-go), 

% 
- 

where 2’ denotes summation over ppper cylinders of order v and the 
last inequality is by condition (a). The importance of this bound is its 
independence of both p and v.  

From these results we obtain 



I 

T 

. 

I A Euzmin theorem 
I 

We note that I 

0 < -1 = 1-m1q(GM,)-1 < 1, 

since without loss of generality C > 1. 
Now we summarize the result just obtained. @om 

SOY" (4 < Y",, (ax;) < Go'y, (4 
we have proved (for v 2 y o )  

g,Y,(m) < K+J4  < G,YV(d 

where 

90 < 91 GI < Go 

and 
Gl-gl (G0-g0)A+C4a(v). 

The argument for g, and G1 can be repeated to obtain 

37 
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I Now 

It should be emphasized that G, and g, are functionally dependent 
i pn r , i , v , p ,  and Yo. '% 

i 
! implies 

! 
! 

lim (G,-g,) = 0 
V,?-WW 

lim G, =lim g, = Q ( p ) .  
*.- v,- 

\, 



. . . . . . . . . . . . . . . . .  
l ~ ” + p ( + - Q ( P w ” ( 4  < b 4 4 .  

By multiplying row 1 by Qo(p), row 2 by Q1(p),  . . ., row I by Q(’-’)(p), 
noting u (.) is a decreasing function, and applying the triangle inequality, 
we have (Q(p) # 1) 

Suppose Q(p) < 1. Then from (10) 

Since !Pv ( e )  is bounded above, @(p) --f 0 8 s  Z + bo, and a(.) --f 0 as Y + bo, 
we have Y , ,  1, such that 

%l+zlp (4 < m L ! F 2  * 

__ 
This contradicts (2) so that Q(p) 2 1. 

Next suppose Q ( p )  > 1. Then from (10) 
. 

Applying (2) we have * 
I 

~ By choosing Y 2 v2 we kave the expreasion in parentherres positive so that 
there exists 4 such that 

which is a~contmdiction of (2). Therefore & ( p )  < l., 
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Finally, since Q ( p )  E 1, we have by (9) 

(11) l ~ ” + M ( + - K ( ~ ) l  < b a ( y ) ,  Y 2 Y o .  

Therefore {Y,,(m)},,21 is a Cauchy sequence. Letting Y(a) = lim!P,,(m), 
a = J ! P ( m )  = J!P, , (m) ,  and e ( m )  = a--’Y’(m), we have V+oD 

I K (a) -ae (41 < be (4.. 
Since e ( m )  satisfies (l), Je(m)dx = 1, e is the unique invariant measure 
<m.  This completes the proof. 

The following corollary corresponds to F. Schweiger’s result ( [ 5 ] )  of 
e E Lip’(0, 

COROLLARY 1. The density fuficotion, e(-), of Theorem 2 satisfies a G p -  
sckitz condition of order 1 on each of the sets Ai. That i8, 

le(a)- @(Y)I  < ~ l l = Y l l ,  0, Y Q Ai. 
Proof. The result follows directly from Yv(.)~Lipl(Ai), and the 

conclusion of Theorem 2. Note that K has the same value for each of 
the A,. 

COROLLARY 2 .  Let Pc.F and !Po be as in Theorem 2.  Then for all p 2 0 
and i 2 1, 

$ yb(x)dx 
fim 5 
v+w J ul, (8) aa 

V; 

= 1. 

Proof. We remark that if rG = (0 , l )g  (for fixed i ) ,  then the result 
is obvious from Lemma 2. In general, however, it seems necessary to 
return to an explioit determination of g7. 

= ag,-,+b = d g , + b ( l + a +  ... +ar-’). 

By choosing Y 2 vg and making M ,  sufficiently large, we have 0 c a ,  b < 1. 
Theref ore, 

t C W - l  J q I (a )h - -  ( 7 5 4 y )  
a b  ~ q 

limg, =- c - 
l--a (GJfl)-l s Fo(m)& (12) 

-. 
-\ 
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A formula very similar to (12) exists for limCt,, so that an dternate 

method of proving our theorem would be to conclude Corollary 2 without 
benefit of Q ( p )  3 1. However, this is essentially asking for an exglicit 
cdculation of the nature of lirnv; which does not seem to be easy. If, 

for example, m(limq) = 1, the result would follow. 

To apply our theorem to the Jacdbi algorithm we refer to [6]. There 
we showed that 

r--tm 

v+w 

V-+W 

belongs to LF and the assumptions axe satisfied with 

0 = (1+2T&)"+', 

and 
1 

m !  (1 + T&)n+l(l+2T&)"+' : P =  

Also, following Schweiger [3], we can verify the assumptions onfY and J,. 
Thus our Kuzmin theorem holds foT the Jacobi dgorithm. 

The author would like to express his appreciation ta F. Schweiger 
for making available a manuscript containing a corrected version of hie 
Kuzmin theorem ([5]). The work referred to in [6] will appear elsewhere. 

, 
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