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## I. Introduction

This paper is concerned with probabilistic aspects of the expansion of points in $n$-dimensional Euclidean space. The expansions we consider need not converge although previous work has required convergence.

The classical continued fraction was first examined from a measure theoretic point of view by Gauss [11]. Defining $T(x)=\frac{1}{x}-\left[\frac{1}{x}\right]$, where $x \in(0,1)$ and $[\cdot]$ denotes the greatest integer function, he found the Lebesgue measure of $\left\{\alpha: T^{n}(\alpha)<x\right\}$ to have the limiting value $\frac{\log (1+x)}{\log 2}$. Gauss posed the problem of estimating the difference between the approximate and the limiting values. In 1928 Kuzmin [14] solved this problem by considering

$$
\psi_{n+1}(x)=\sum_{k=1}^{\infty} \frac{1}{(k+x)^{2}} \psi_{n}\left(\frac{1}{k+x}\right), \quad n \geqq 0
$$

where $\psi_{0}$ is an arbitrary function satisfying regularity conditions. He shows $\psi_{n}$ approaches $((1+x) \log 2)^{-1}$, Gauss' measure.

Ryll-Nardzewski [21] put this work in modern terminology by noting that $T(\cdot)$ was the shift on the digits of the continued fraction expansion. With his proof that $T(\cdot)$ was ergodic with respect to Lebesgue measure, the ergodic theory was completed by noting that Gauss' measure is an invariant measure for $T(\cdot)$.

Renyi [18] generalized Ryll-Nardzewski's results to the $f$-expansions of Everett [6] and Bissinger [3]. Here the shift is $T(x)=f^{-1}(x)-\left[f^{-1}(x)\right], x \in(0,1)$. To show $T$ ergodic with respect to Lebesgue measure, Renyi imposed condition (C), a regularity condition. Rohlin [20] obtained some information theoretic results which were applied to Renyi's $f$-expansions. Recently Vinh-Hien [31] has extended Kuzmin's theorem to $f$-expansions and obtained a central limit theorem. Reznik [19] has used Vinh-Hien's work to obtain a law of the iterated logarithm.

In 1869 Jacobi [10] presented an extension of the continued fraction to two dimensions. Perron [17] extended Jacobi's work to $n$-dimensions. In 1964 Schweiger [23] began an examination of the measure theoretic properties of Jacobi's algorithm (see [24 to 29]). It was this work which motivated our paper. However Schweiger [30] has recently published some results which also concern general $F$-expansions for $n$-dimensions. The class of algorithms he considers does not include the Jacobi algorithm and is a natural generalization of Renyi [18]. Our results generalize most of Schweiger's work and have the Jacobi algorithm
as an example. We also include a central limit theorem and a law of the iterated logarithm.

In obtaining a Kuzmin theorem and Rohlin's results the chain rule is of primary importance. The identity is $(g \circ h)^{\prime}=g^{\prime}(h) h^{\prime}$ in one-dimension and $J_{g \circ h}(\cdot)=J_{g}(h(\cdot)) J_{h}(\cdot)$ in $n$-dimensions ([1], p.140). Our method of obtaining the chain rule is related to some work of Parry ( $[15,16]$ ).

## II. Notation and Assumptions

In this section we define the symbols that we use throughout the paper. The underlying assumptions are made and some special assumptions are stated and labeled. To avoid repetition, we later use the symbols defined here without redefining them. The reason for making some of the assumptions will be pointed out when they come into use.

Suppose $F$ is a $1-1$, continuous map of $A$ onto $(0,1)^{n}$ where $A$ is a convex set contained in $R^{n}$. We assume $J_{F}(x)$, the Jabobian of $F$ evaluated at $x$, exists, the components of $F$ have continuous first order partial derivatives, and $J_{F}(x) \neq 0$ for almost all $x \in A$. Let $D=F^{-1}$. We define the sequence of coordinates ( $n$ tuples of integers) associated with $x \in(0,1)^{n}$ as follows:

$$
\begin{aligned}
& a^{1}(x)=[D(x)], \quad \delta^{1}(x)=D(x)-[D(x)], \\
& \ldots \\
& a^{k}(x)=\left[D\left(\delta^{k-1}(x)\right)\right], \quad \delta^{k}(x)=D\left(\delta^{k-1} x\right)-\left[D\left(\delta^{k-1}(x)\right)\right]
\end{aligned}
$$

where $[z]=\left(\left[z_{1}\right], \ldots,\left[z_{n}\right]\right)$ for $z \in R^{n}$. ( $\left[z_{i}\right]$ denotes the integral part of the real number $z_{i}$.)

Note that $\delta^{k}(x)$ need not belong to $(0,1)^{n}$, that is, $\delta_{j}^{k}(x)=0$ may occur for some $j \in\{1, \ldots, n\}$. To avoid these difficulties we define the algorithm on the restricted set

$$
(0,1)_{F}^{n}=\left\{x \in(0,1)^{n}: \delta^{k}(x) \in(0,1)^{n} \text { for } k=1,2, \ldots\right\}
$$

We impose the assumption that

$$
m(0,1)_{F}^{n}=1
$$

where $m$ denotes $n$-dimensional Lebesgue measure. Our underlying measure space, then, is to be $m$ on the Lebesgue measurable subsets of $(0,1)_{F}^{n}$.

We define the cylinder of order $v$ generated by a specified set of coordinates $k^{1}, \ldots, k^{v}$ as

$$
B^{v}=B^{v}\left(k^{1}, \ldots, k^{v}\right)=\left\{x \in(0,1)_{F}^{n}: a^{j}(x)=k^{j}, j=1, \ldots, v\right\}
$$

We remark that

$$
\delta B^{v}\left(k^{1}, \ldots, k^{v}\right) \subseteq B^{v-1}\left(k^{2}, \ldots, k^{v}\right)
$$

That is, $\delta$ is a shift operator. Here $B^{0}=(0,1)_{F}^{n}$ by definition. Of course we only consider $k^{1}, \ldots, k^{v}$ which are admissible, that is which could arise by application of the algorithm to some $x \in B^{0}$. This is to assume $B^{\nu} \neq \emptyset$. Also

$$
B^{v}(x)=B^{v}\left(a^{1}(x), \ldots, a^{v}(x)\right)
$$

is assumed to satisfy $m\left(B^{v}(x)\right)>0$ for all $x \in(0,1)_{F}^{n}$.

From the definition of $a^{i}$ and $\delta$, it is easily verified that

$$
x=F\left(a^{1}(x)+F\left(a^{2}(x)+\cdots+F\left(a^{v}(x)+\delta^{v}(x)\right) \cdots\right)\right) .
$$

We define

$$
f_{a^{i}}(t)=F\left(a^{i}+t\right) .
$$

The above identity can now be rewritten as $x=f_{a^{1}} \circ f_{a^{2}} \circ \cdots \circ f_{a^{v}}(t)$. Since there is a chain rule for Jacobians [1] just as there is for functions of one variable, and since the integral of a Jacobian is area [1], we make fundamental use of this composition of functions. The entire theory we construct is based on the following observation:

Lemma 2.1. If $B^{v}$ is generated by $k^{1}, \ldots, k^{v}$, then

$$
B^{v}=f_{k^{\prime}} \circ f_{k^{2}} \circ \cdots \circ f_{k^{v}}\left(\delta^{v} B^{v}\right)=\prod_{i=1}^{v} \circ f_{k^{\prime}}\left(\delta^{v} B^{v}\right)
$$

Proof.

$$
f_{k^{1}} \circ f_{k^{2}} \circ \cdots \circ f_{k^{v}}\left(\delta^{v} B^{v}\right)=\bigcup_{x \in B^{v}}\left\{F\left(k^{1}+F\left(k^{2}+\cdots+F\left(k^{v}+\delta^{v}(x)\right) \ldots\right)\right)\right\}=\bigcup_{x \in B^{v}}\{x\}=B^{v} .
$$

The assumptions on $F$ made above will be used throughout and when they hold we will write $F \in \mathscr{F}$. Below we make three additional assumptions on $F$. Every use of these conditions will be clearly indicated.

The following condition generalizes condition (C) of Renyi [18]:
(C)

$$
\frac{\sup _{t \in \delta^{v} B^{v}}\left|J_{f_{v}}(t)\right|}{\inf _{t \in \delta^{v} B^{v}}\left|J_{f_{v}}(t)\right|} \leqq C<+\infty
$$

where $f_{v}=\prod_{i=1}^{v} \circ f_{k^{i}}$ for each $v \geqq 1$ and all admissible cylinders $B^{v}\left(k^{1}, \ldots, k^{v}\right)$. This condition is to assure us that no path of the process is too flat or too steep.

It should be remarked that $\delta^{\nu} B^{v} \subseteq(0,1)_{F}^{n}$ but strict containment can occur. In the $n$-dimensional continued fraction (to be discussed below) for example, $m\left(\delta^{v} B^{v}\right)=(n!)^{-1}$ occurs a countable number of times (whenever $\left.k^{v}=(k, \ldots, k), k \geqq 1\right)$. If $\delta^{v} B^{v}=(0,1)_{F}^{n}$, we say $B^{v}$ is proper; otherwise $B^{v}$ is said to be improper. Difficulties associated with improper cylinders lead us to the next two conditions.
(L)

$$
m\left(\delta^{v} B^{v}(x)\right) \geqq L>0 \quad \text { for all } x \in B^{0}, \quad v=1,2, \ldots
$$

Condition ( L ) assures us that $\delta^{v} B^{v}$ is never too small.
For each $B^{v}(x)$, there exists $\hat{B}^{v+1}$ the union of a collection of proper cylinders of order $v+1$ contained in $B^{v}(x)$ such that

$$
\begin{equation*}
\frac{m\left(\hat{B}^{v+1}\right)}{m\left(B^{v}(x)\right)} \geqq q>0 \quad \text { for all } x \in B^{0}, \quad v=1,2, \ldots \tag{q}
\end{equation*}
$$

Condition (q) implies that the sum of the measures of the proper cylinders of any given order is at least $q>0$.
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Renyi's usage of notation in [18] is followed throughout. For example, if we assume condition (L) holds for $f \in \mathcal{F}$, we are assuming that $m\left(\delta^{v} B^{v}(x)\right) \geqq L>0$ for all $x \in B^{0}, v \geqq 1$. The ambiguity between condition (L) and the numerical value of $L$ is retained for notational convenience.

## III. Convergence of $\boldsymbol{F}$-Expansions

A very useful property for $F \in \mathcal{F}$ to possess is that $F$ expand almost all $x \in(0,1)^{n}$, that is diam $B^{v}(x) \rightarrow 0$ as $v \rightarrow \infty$. We write this convergence as $B^{v}(x) \rightarrow x$. Previous work of Renyi [18] on $f$-expansions, Schweiger ([25 to 27]) on the Jacobi algorithm, and Schweiger [30] on certain $n$-dimensional expansions has considered classes of such algorithms. Convergence of the algorithm is useful in proving ergodicity of the shift. The following theorem characterizes this convergence.

Theorem 3.1. Suppose $F \in \mathfrak{F}$ and condition (q) holds. Then

$$
m\left\{x: B^{v}(x) \rightarrow x\right\}=1
$$

if and only if for all $B^{\nu}$ and all $\varepsilon>0$, there exist countably many disjoint $B^{\mu} \subset B^{\nu}$ such that $\operatorname{diam} B^{\mu}<\varepsilon$ and $m\left(B^{v} \sim \bigcup_{\mu} B^{\mu}\right)=0$.

Proof. Assume $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$. For a.a. $x$ there exists $v(x)$ such that $\operatorname{diam}\left(B^{v(x)}(x)\right)<\varepsilon$. For each $\mu$ we remove the set of $B^{\mu}$ such that $x \in B^{v}$ and $B^{\mu}(x)=$ $B^{\nu(x)}(x)$. Collecting these sets, $m\left(B^{\nu} \sim \bigcup B^{\mu}\right)=0$. The converse is obvious.

Recent work of Schweiger [30] deals with a class of $n$-dimensional $F$-expansions. We will refer to his conditions as condition (S). For $f_{v}=\prod_{i=1}^{v} \circ f_{k^{i}}, f_{k^{i}}(t)=$ $F\left(k^{i}+t\right)$, define

$$
\left\|J_{v}\right\|=\sup \left\{\left|\frac{\partial\left(f_{v}\right)_{i}}{\partial x_{j}}\right|: 1 \leqq i, j \leqq n, x \in \delta^{v} B^{v}\right\}
$$

Then $F$ satisfies condition (S) if

$$
\begin{gather*}
F \in \mathscr{F}  \tag{S1}\\
\left\|J_{v}\right\| \leqq \tau(v)
\end{gather*}
$$

where $\tau(\cdot)$ is a non-negative, decreasing function on $[1, \infty)$ such that $\lim _{x \rightarrow \infty} \tau(x)=0$. This inequality must hold uniformly for admissible $k^{1}, \ldots, k^{\nu}$.

## $(\mathrm{S} 3)$ All cylinders of all orders are proper.

Theorem 3.2 (Schweiger). If $F$ satisfies condition (S), then $\operatorname{diam} B^{v}(x) \rightarrow x$ as $\nu \rightarrow \infty$ for all $x$.

The theorem is proved by considering the components of $f_{v}$ and applying the mean value theorem for functions of $n$ variables. Then (S2) yields the result. This result gives a relationship between the Jacobian and the diameter of the cylinders. However it is an open question whether or not the Jacobi algorithm
satisfies (S2). In Section VII we show that Theorem 3.3 below applies to the Jacobi algorithm. The hypothesis clearly contains a version of condition (q).

Theorem 3.3. Let $F \in \mathscr{F}$. Also suppose there exists $1 \leqq 1, \lambda \in(0,1), 0<q^{\prime}$ such that for each $B^{v}$ there exists $\hat{B}^{v+1} \subseteq B^{v}$, a cylinder of order $v+\mathrm{I}$, satisfying
a) $\operatorname{diam}\left(\hat{B}^{v+1}\right) \leqq \lambda \operatorname{diam}\left(B^{v}\right)$
and
b) $0<q^{\prime} \leqq \frac{m\left(\hat{B}^{v+1}\right)}{m\left(B^{v}\right)}$.

Then

$$
m\left\{x: B^{v}(x) \rightarrow x\right\}=1 .
$$

Proof. Choose $B^{v}$ and $\varepsilon>0$. Repeatedly applying our hypothesis we obtain $\hat{B}^{v+k I}$ such that

$$
\operatorname{diam} \hat{B}^{v+k l} \leqq \lambda^{k} \operatorname{diam} B^{v} \leqq \lambda^{k}<\varepsilon
$$

and

$$
0<q^{\prime \prime}=\left(q^{\prime}\right)^{k} \leqq \frac{m\left(\hat{B}^{v+k l}\right)}{m\left(\hat{B}^{v(k-1 l}\right)} \cdots \cdots \frac{m\left(\hat{B}^{v+I}\right)}{m\left(B^{v}\right)}=\frac{m\left(\hat{B}^{v+k I}\right)}{m\left(B^{v}\right)}
$$

where $k=\min \left\{r: \lambda^{r}<\varepsilon\right\}$. This implies (taking the union over all $v+k I$ cylinders with less diameter less than $\varepsilon$ )

$$
m\left(B^{v} \sim \bigcup B^{v+k l}\right) \leqq m\left(B^{v}\right)-m\left(\hat{B}^{v+k I}\right) \leqq\left(1-q^{\prime \prime}\right) m\left(B^{v}\right) .
$$

For any $B^{v+k l} \subset B^{v}$ with diameter greater than or equal to $\varepsilon$, we have $\hat{B}^{v+2 k l}$ such that

$$
q^{\prime \prime} \leqq \frac{m\left(\hat{B}^{v+2 k I}\right)}{m\left(B^{v+k l}\right)}
$$

with $\operatorname{diam}\left(\hat{B}^{v+2 k l}\right)<\varepsilon$. This implies

$$
m\left(B^{v} \sim \bigcup_{\mu=1}^{2} B^{v+\mu k I}\right) \leqq\left(1-q^{\prime \prime}\right) m\left(B^{v} \sim \bigcup B^{v+k I}\right) \leqq\left(1-q^{\prime \prime}\right)^{2}
$$

where the union is over cylinders satisfying $\operatorname{diam}\left(B^{v+\mu k l}\right)<\varepsilon$. By induction we obtain

$$
m\left(B^{v} \sim \bigcup_{\mu=1}^{p} B^{v+\mu k i}\right) \leqq\left(1-q^{\prime \prime}\right)^{p}
$$

and the theorem is proved with an application of Theorem 3.1.
As a simple illustration of Theorem 3.3 we consider $F(x, y)=(x / 2, y / 2)$ with domain $(0,2)^{2}$. Then $D(x, y)=(2 x, 2 y)$ and the cylinders are squares. If we consider $B^{v}\left(k^{1}, \ldots, k^{v}\right)$, then $B^{v+1}\left(k^{1}, \ldots, k^{v},(1,1)\right)=\hat{B}^{v+1}$ is the square in the upper right hand corner of $B^{v}$. We have $m\left(\hat{B}^{v+1}\right)=\frac{1}{4} m\left(B^{v}\right)$ and $\operatorname{diam}\left(\hat{B}^{v+1}\right)=\frac{1}{2} \operatorname{diam}\left(B^{v}\right)$. Thus Theorem 3.3 applies with $\mathrm{I}=1, \lambda=\frac{1}{2}$, and $q=q^{\prime}=\frac{1}{4}$.

Another application of Theorem 3.3 will be made in Section VII to a generalization of the Jacobi algorithm.

## IV. Ergodic Theory of the Shift

For any $F \in \mathscr{F}$ with conditions (C) and (L) satisfied, we show there exists a probability measure $\mu$ invariant with respect to $\delta$. This is the initial step in establishing an ergodic theory for $\mathscr{F}$. The proofs follow Renyi's [18] technique for the one-dimensional case but must be modified to handle $\delta^{\nu} B^{\nu} \neq(0,1)_{F}^{n}$. It is this technicality that complicates Schweiger's [26] calculation of the results of RyllNardzewski's theorem for the $n$-dimensional Jacobi algorithm.

Theorem 4.1. Suppose that $F \in \mathcal{F}$ satisfies condition (C) and condition (L). Then there exists a probability measure $\mu$ on $(0,1)^{n}$ such that $\mu \ll m$ and $\delta$ is a measure preserving transformation for $\mu$. Moreover $\mu(E) \leqq \frac{C}{L} m(E)$ holds for measurable $E \subset(0,1)^{n}$. Therefore, if $g$ is any Lebesgue integrable function on $(0,1)^{n}$, we have (by an Ergodic theorem)

$$
\lim _{v \rightarrow \infty} \frac{1}{v} \sum_{j=0}^{v-1} g\left(\delta^{j}(x)\right)=\hat{g}(x)
$$

exists for a.a. $[m] x \in(0,1)^{n} . \hat{g} \in L_{1}$ and $\hat{g}=E(g \mid \mathscr{I})$ where $\mathscr{I}=\left\{E: \delta^{-1} E=E\right\}$ and $E(\cdot)$ is with respect to $\mu$ above.

Proof. Let $J_{v}(t)=J_{f_{v}}(t), f_{v}=\prod_{i=1}^{v} \circ f_{k^{i}}$, and $B^{v}=B^{\nu}\left(k^{1}, \ldots, k^{v}\right)$.
By an area theorem for Jacobians [1] and Lemma 2.1

$$
\int_{\delta^{v} B^{v}}\left|J_{v}(t)\right| d t=m\left(B^{v}\right)
$$

Let $\mathscr{E}_{v}$ denote an admissible sequence $k^{1}, \ldots, k^{v}$. If $\mathscr{E}_{v}$ runs over all admissible sequences

$$
\sum_{\mathscr{\delta}_{v}} \int_{\delta^{v} B^{v}}\left|J_{v}(t)\right| d t=\sum_{\delta_{v}} m\left(B^{v}\right)=1 .
$$

From this we obtain

$$
\sum_{\delta_{v}} \inf _{\delta^{v} B^{v}}\left|J_{v}(t)\right| m\left(\delta^{v} B^{v}\right) \leqq 1 \leqq \sum_{\delta_{v}} \sup _{\delta^{v} B^{v}}\left|J_{v}\right| m\left(\delta^{v} B^{v}\right)
$$

and

$$
L \sum_{\delta_{v}} \inf _{\delta v B^{v}}\left|J_{v}(t)\right| \leqq 1 \leqq \sum_{\delta_{v}} \sup _{\delta^{v} B^{v}}\left|J_{v}\right| .
$$

Now we set $E=\underset{i=1}{n}\left[a_{i}, b_{i}\right)$ where $0 \leqq a_{i} \leqq b_{i} \leqq 1$.

$$
\delta^{-v}(E)=\bigcup_{\delta_{v}}\left(F\left(k^{1}+F\left(k^{2}+\cdots+F\left(k^{v}+t\right) \ldots\right)\right): t \in E \cap \delta^{v} B^{v}\right) .
$$

Due to the 1-1 property of $F$, the above union is disjoint. By a Jacobian argument similar to the one above, we obtain

$$
\begin{aligned}
m\left(\delta^{-v} E\right) & =\sum_{\delta_{v}} \int_{\delta^{v} B^{v} \cap E}\left|J_{v}(t)\right| d t \leqq \sum_{\delta_{v}} \sup _{\delta^{\prime} B^{v} \cap E}\left|J_{v}\right| m\left(\delta^{v} B^{v} \cap E\right) \\
& \leqq \sum_{\delta_{v}} \sup _{\delta^{v} B^{v}}\left|J_{v}\right| m(E)=m(E) \sum_{\delta_{v}} \sup _{\delta^{v} B^{v}}\left|J_{v}\right| .
\end{aligned}
$$

Using the earlier inequality (4.1),

$$
m\left(\delta^{-v} E\right) \leqq \frac{m(E)}{L} \frac{\sum_{\delta_{v}} \sup \left|J_{v}\right|}{\sum_{\delta_{v}} \inf \left|J_{v}\right|} \leqq \frac{C}{L} m(E)
$$

This yields

$$
\begin{equation*}
\frac{1}{v} \sum_{j=0}^{v-1} m\left(\delta^{-j} E\right) \leqq \frac{C}{L} m(E) \tag{4.2}
\end{equation*}
$$

where $E$ is the product of rectangles, and hence (4.2) holds all measurable subsets of $(0,1)^{n}$.

By the direct application a theorem of Dunford and Miller [5], (4.2) implies

$$
\begin{equation*}
\lim _{v \rightarrow \infty} \frac{1}{v} \sum_{j=0}^{v-1} g\left(\delta^{k} x\right)=\hat{\mathrm{g}}(x) \tag{4.3}
\end{equation*}
$$

exists for all $g \in L_{1}(0,1)^{n}$ and a.a. $x \in(0,1)^{n}$. We may also define (applying (4.3) above)

$$
\mu(E)=\lim _{v \rightarrow \infty} \frac{1}{v} \sum_{j=0}^{v-1} m\left(\delta^{-j} E\right)
$$

which easily has the properties

$$
\mu(E) \leqq \frac{C}{L} m(E)
$$

and

$$
\mu(E)=\lim _{v \rightarrow \infty} \frac{1}{m} \sum_{j=0}^{m-1} m\left(\delta^{-j} E\right)=\lim _{v \rightarrow \infty} \frac{1}{m} \sum_{j=0}^{m-1} m\left(\delta^{-j}\left(\delta^{-1} E\right)\right)=\mu\left(\delta^{-1} E\right) .
$$

If condition $(\mathfrak{q})$ also holds, the proper subcylinders of any cylinder $B^{v}$ have measure greater than or equal to $q m\left(B^{\nu}\right)$. This allows us to obtain a lower bound on $\mu(E)$ and have $\mu$ equivalent to $m$. Renyi has no difficulty here because all of his cylinders are proper.

Theorem 4.2. Suppose we have an $F \in \mathfrak{F}$ with conditions (C), (L), and (q) holding. Then there exists a probability measure $\mu$ on $(0,1)^{n}$ such that $\mu \sim m$ and $\delta$ is a measure preserving transformation for $\mu$. Moreover

$$
\frac{q}{C} m(E) \leqq \mu(E) \leqq \frac{C}{L} m(E)
$$

holds for measurable $E \subset(0,1)^{n}$. Therefore, if $g$ is any Lebesgue integrable function on $(0,1)^{n}$, we have (by the Ergodic theorem)

$$
\lim _{v \rightarrow \infty} \frac{1}{v} \sum_{j=0}^{v-1} g\left(\delta^{j}(x)\right)=\hat{g}(x)
$$

exists a.e. $[m] \cdot \hat{g} \in L_{1}(m)$ and $\hat{g}=E(g \mid \mathscr{I})$ where $\mathscr{I}=\left\{E: \delta^{-1} E=E\right\}$.

Proof. The only additional work beyond Theorem 4.1 is to establish the lower bound on $\mu(E)$. Below $\sum_{\varepsilon}$ will denote a summation over all admissible cylinders of order $v$;
$\sum_{\mathscr{E}_{v}}^{\prime}$ will denote a summation over all proper admissible cylinders of order $v$.
For each $v-1$ cylinder $B^{v-1}$, condition (q) states that there exists $\hat{B}^{v}$, a collection of proper cylinders of order $v$ such that

$$
m \hat{B}^{v} \geqq q m\left(B^{v-1}\right)
$$

Thus

$$
\sum_{\mathcal{E}_{v}}^{\prime} m\left(B^{v}\right) \geqq \sum_{\mathscr{E}_{v-1}} m\left(\hat{B}^{v}\right) \geqq \sum_{\mathscr{E}_{v-1}} q m\left(B^{v-1}\right)=q
$$

and

$$
\sum_{\mathscr{E}_{v}}^{\prime} \sup \left|J_{v}\right| \geqq \sum_{\mathscr{E}_{v}}^{\prime} \int_{\delta^{v} B^{v}}\left|J_{v}(t)\right| d t=\sum_{\mathscr{E}_{v}}^{\prime} m B^{v} \geqq q .
$$

Now

$$
\begin{aligned}
m\left(\delta^{-v} E\right) & =\sum_{\delta_{v}} \int_{\delta^{v} B^{v} \cap E}\left|J_{v}(t)\right| d t \\
& \geqq \sum_{\delta_{v}^{\prime}}^{\prime} \int_{\delta^{v} B^{v} \cap E}\left|J_{v}(t)\right| d t \\
& \geqq \sum_{\delta_{v}}^{\prime} \inf \left|J_{v}\right| m(E) \\
& \geqq q \frac{\sum_{\delta_{v}}^{\prime} \inf \left|J_{v}\right|}{\sum_{\delta_{v}}^{\prime} \sup \left|J_{v}\right|} m(E) \geqq \frac{q}{C} m(E) .
\end{aligned}
$$

To complete the ergodic theory for $\mathfrak{F}$ we show our measure preserving transformation $\delta$ ergodic with respect to $m$ (and hence with respect to $\mu$ ) for all $F$ such that $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$. This allows us to replace the $\hat{g}(x)$ in Theorems 4.1 and 4.2 by the constant $\int g(x) d \mu(x)$. Our technique is used by Billingsley ([2], p. 44) in connection with continued fractions and by Schweiger [30] in a similar context. Renyi [18] used a theorem of Knopp [13] to show ergodicity while Schweiger [25] has used the Lebesgue density theorem [22].

The following lemma shows the invariant sets have positive density in proper cylinders.

Lemma 4.1. Suppose $F \in \mathcal{F}$ and condition (C) holds. Then, if $E \in \mathscr{I}_{d}=\{D: D$ a rectangle, $\left.m(D)=d, \delta^{-1} D=D\right\}(0<d<1)$,

$$
\frac{m\left(E \cap B^{v}\right)}{m\left(B^{v}\right)} \geqq \frac{d}{C}
$$

uniformly in $E \in \mathscr{I}_{d}$ and proper $B^{v}, v \geqq 0$.
Proof. As usual we write $J_{v}(x)=J_{f_{v}}(x), f_{v}=\prod_{i=1}^{v} \circ f_{k^{i}}$, where $B^{v}=B^{v}\left(k_{1}, \ldots, k^{v}\right)$.
Since $\delta^{-1} E=E$,

$$
I_{E}(x)=I_{\delta^{-\nu}}(x)=I_{E}\left(\delta^{v} x\right)=I_{E}\left(f_{v}^{-1}(x)\right), \quad \text { for } x \in B^{v}
$$

Then, using the transformation theorem for Jacobians,

$$
\begin{aligned}
\int_{B^{v}} I_{E}(x) d x & =\int_{B^{v}} I_{E}\left(f_{v}^{-1}(x)\right) d x \\
& =\int_{\delta^{v}} I_{B^{v}}(t)\left|J_{v}(t)\right| d t .
\end{aligned}
$$

Using this relationship (and $\delta^{v} B^{v}=(0,1)_{F}^{n}$ ),

$$
\begin{aligned}
m\left(B^{v} \cap E\right) & \geqq \inf \left|J_{v}(\cdot)\right| \int_{(0,1)_{F}^{n}} I_{E}(t) d t=m(E) \inf \left|J_{v}(\cdot)\right| \\
& \geqq m(E) \frac{\sup \left|J_{v}(\cdot)\right|}{C}
\end{aligned}
$$

But
so that

$$
\sup _{(0,1)_{F}^{n}}\left|J_{v}(\cdot)\right| \geqq \int_{(0,1)_{F}^{n}}\left|J_{v}(t)\right| d t=m\left(B^{v}\right),
$$

$$
m\left(E \cap B^{v}\right) \geqq \frac{m(E)}{C} m\left(B^{v}\right)
$$

or

$$
\frac{m\left(E \cap B^{v}\right)}{m\left(B^{v}\right)} \geqq \frac{d}{C}>0
$$

Next we note that condition (q) allows us to replace an improper cylinder by the proper cylinders contained in it and lose an arbitrarily small portion of the cylinder. Lemma 4.2 corresponds directly to a result of Schweiger [25] concerning the Jacobi algorithm.

Lemma 4.2. Suppose $F \in \mathscr{F}$ and satisfies condition (q). Then for an arbitrary cylinder $B^{v}$ and $\varepsilon>0$, there exist countably many disjoint proper cylinders $B^{\mu}$ and an integer $v_{0}=v_{0}(\varepsilon)$ such that
(i) $B^{\nu} \supset \bigcup_{\mu=v+1}^{\nu_{0}} B^{\mu}$
and
(ii) $m\left(B^{\nu} \sim \bigcup_{\mu=v+1}^{\nu_{0}} B^{\mu}\right)<\varepsilon$.

It is clear that (ii) can only be improved by taking the union over all proper cylinders of order $\mu$ contained in $B^{v}$.

Proof. Let $\hat{B}^{v+1}$ be the union of a collection of proper cylinders of order $v+1$ contained in $B^{v}$ such that

$$
q \leqq \frac{m\left(\hat{B}^{v+1}\right)}{m\left(B^{v}\right)}
$$

Below $\bigcup_{\mu}^{\prime}$ denotes the union over proper cylinders of order $\mu$.

$$
\begin{aligned}
m\left(B^{v} \sim \bigcup^{\prime} B^{v+1}\right) & =m B^{v}-m\left(\bigcup^{\prime} B^{v+1}\right) \leqq m\left(B^{v}\right)-m\left(\hat{B}^{v+1}\right) \\
& \leqq m\left(B^{v}\right)-q m\left(B^{v}\right)=(1-q) m\left(B^{v}\right)
\end{aligned}
$$

Take any $B^{v+1} \subset B^{v}$ which is improper. Let $\hat{B}^{v+2}$ be a proper cylinder such that

$$
q \leqq \frac{m\left(\hat{B}^{v+2}\right)}{m\left(B^{v+1}\right)}
$$

Then

$$
m\left(B^{v+1} \sim \bigcup_{B^{v+2} \in B^{v+1}} \widehat{B}^{v+2}\right) \leqq(1-q) m\left(B^{v+1}\right)
$$

which implies

$$
m\left(B^{v} \sim\left(\left(\cup^{\prime} B^{v+1}\right) \cup\left(\bigcup^{\prime} B^{v+2}\right)\right)\right) \leqq(1-q) m\left(B^{v} \sim \bigcup^{\prime} B^{v+1}\right) \leqq(1-q)^{2} m\left(B^{v}\right) .
$$

We proceed by induction and let

$$
v_{0}(\varepsilon)=\min \left\{p:(1-q)^{p}<\varepsilon\right\} .
$$

Lemma 4.2 allows us to conclude that $E \in \mathscr{I}_{d}$ has positive density with respect to any cylinder.

Corollary 4.1. Suppose $F \in \mathscr{F}$ and satisfies conditions (C) and (q). Then

$$
\frac{m\left(E \cap B^{v}\right)}{m\left(B^{v}\right)} \geqq \frac{d}{C}
$$

uniformly in $E \in \mathscr{I}_{d}$ and $B^{v}(v \geqq 0)$.
Proof. We apply Lemmas 4.1 and 4.2. $\sum^{\prime}$ denotes a summation over proper cylinders as above. For all $\varepsilon>0$,

$$
\begin{aligned}
\frac{m\left(E \cap B^{v}\right)}{m\left(B^{v}\right)} & =\frac{\sum^{\prime} m\left(E \cap B^{v+1}\right)+\cdots+\sum^{\prime} m\left(E \cap B^{v_{0}}\right)+m\left(E \cap B^{v} \sim \bigcup_{v+1}^{v_{0}} B^{\mu}\right)}{\sum^{\prime} m\left(B^{v+1}\right)+\cdots+\sum^{\prime} m\left(B^{v_{0}}\right)+m\left(B^{v} \sim \bigcup_{v+1}^{v_{0}} B^{\mu}\right)} \\
& \geqq \frac{\sum^{\prime} m\left(E \cap B^{v+1}\right)+\cdots+\sum^{\prime} m\left(E \cap B^{v_{0}}\right)}{\sum^{\prime} m\left(B^{v+1}\right)+\cdots+\sum^{\prime} m\left(B^{v_{0}}\right)+\varepsilon} .
\end{aligned}
$$

If we let $\varepsilon \rightarrow 0$, we can obtain

$$
\frac{m\left(E \cap B^{v}\right)}{m\left(B^{v}\right)} \geqq d^{\prime} .
$$

Finally we can prove $\delta$ ergodic if $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$.
Theorem 4.3. Suppose $F \in \mathfrak{F}$ satisfies conditions (C), (q), and $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$. Then $\delta$ is ergodic under $m$.

Proof. By definition, $\delta$ is ergodic under $m$ if $\delta^{-1} E=E$ implies $m(E)=0$ or 1 . Corollary 4.1 states $m\left(E \cap B^{v}\right) \geqq C^{-1} m(E) m\left(B^{v}\right)$ for all cylinders $B^{v}$. If $A$ is any rectangle it is easy to see that $A$ can be approximated in measure by a countable union of cylinders (since $\operatorname{diam} B^{v}(x) \rightarrow 0$ a.e.). Thus $m(E \cap A) \geqq C^{-1} m(E) m(A)$. Letting $A=\tilde{E}, m(E \cap \tilde{E}) \geqq C^{-1} m(E) m(\tilde{E})$ and $m(E)=0$ or 1 .

## V. Rohlin's Formula

In this section we obtain bounds on the $\mu$-measure and the $m$-measure of $B^{v}(x)$ for large $v$. Our formula will be similar to that which Rohlin [20] used to compute the entropy of one-dimensional $f$-expansions. Kinney and Pitcher [12] have used Rohlin's formula for bounds on one-dimensional $f$-expansions when the formula did not represent entropy. The calculations of this section follow Rohlin [20] as Schweiger [27] did in his computation of entropy for the Jacobi algorithm. $J_{v}(t)$ will denote $J_{f_{v}}(t), f_{v}=\prod_{i=1}^{v} \circ f_{k^{i}}$. The next theorem corresponds to Theorem 4.1 and only gives an upper bound for $\mu\left(B^{\vee}(x)\right)$.

Theorem 5.1. Suppose that $F \in \mathscr{F}$ satisfies conditions (C) and (L). Assume $\log \left|J_{D}(\cdot)\right|$ is Lebesgue integrable on $(0,1)^{n}$ and that $\delta$ is ergodic (indecomposable) with respect to $m$. Then, if we take $\mu$ to be the measure of Theorem 4.1,

$$
\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{m\left(B^{v}(x)\right)}=+\int \log \left|J_{D}(t)\right| d \mu(t)
$$

for a.a. x. Also

$$
\varliminf_{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{\mu\left(B^{v}(x)\right)} \geqq+\int \log \left|J_{D}(t)\right| d \mu(t) .
$$

Proof. By Theorem 4.1, $\mu(E) \leqq \frac{C}{L} m(E)$. Then

$$
\frac{1}{v} \log \frac{1}{m\left(B^{v}(x)\right)}-\frac{1}{v} \log \frac{1}{\mu\left(B^{v}(x)\right)}=\frac{1}{v} \log \frac{\mu\left(B^{v}\right)}{m\left(B^{v}\right)} \leqq \frac{1}{v} \log \frac{C}{L} .
$$

Thus, if $\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{m\left(B^{v} x\right)}$ exists,

$$
\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{m\left(B^{v}(x)\right)} \leqq \varliminf_{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{\mu\left(B^{v}(x)\right)} .
$$

Conditions ( L ) and (C) imply

$$
\begin{aligned}
\left\lvert\, \frac{1}{v} \log \frac{1}{m B^{v}(x)}\right. & -\frac{1}{v} \log \frac{1}{\left|J_{v}\left(\delta^{v} x\right)\right|} \left\lvert\, \leqq \frac{1}{v} \log \frac{1}{\inf _{\delta^{v} B^{v}(x)}\left|J_{v}(\cdot)\right|}\right. \\
- & -\frac{1}{v} \log \frac{1}{\sup _{\delta v B^{v}(x)}\left|J_{v}(\cdot)\right|} \leqq \frac{1}{v} \log \frac{C}{L} .
\end{aligned}
$$

We next obtain a limit for $\frac{1}{v} \log \frac{1}{\left|J_{v}\left(\delta^{v} x\right)\right|}$ which will then be equal to

$$
\lim \frac{1}{v} \log \frac{1}{m\left(B^{v}(x)\right)} .
$$

For $x \in B^{v}, f_{v} \circ \delta^{v}(x)=x$ so that

$$
J_{f_{v v} \delta v}(x)=1,
$$

and by the chain rule [1]

$$
\begin{aligned}
J_{f_{v v} \delta_{v}}(x) & =J_{f_{v}}\left(\delta^{v}(x)\right) \cdot J_{\delta_{v}}(x) \\
& =J_{f_{v}}\left(\delta^{v}(x)\right) \prod_{i=0}^{v-1} J_{\delta}\left(\delta^{i}(x)\right) .
\end{aligned}
$$

Therefore

$$
\frac{1}{J_{f_{v}}\left(\delta^{v}(x)\right)}=\prod_{i=0}^{v-1} J_{\dot{\delta}}\left(\delta^{i}(x)\right) .
$$

Noting $J_{\delta}=J_{D}$ we have

$$
\frac{1}{v} \log \frac{1}{\left|J_{f_{v}}\left(\delta^{v}(x)\right)\right|}=\frac{1}{v} \sum_{i=0}^{v-1} \log \left|J_{D}\left(\delta^{i}(x)\right)\right| .
$$

By the Ergodic Theorem

$$
\lim _{v \rightarrow \infty} \log \frac{1}{\left|J_{J_{v}}\left(\delta^{v}(x)\right)\right|}=+\int_{(0,1)^{n}} \log \left|J_{D}(t)\right| d \mu(t)
$$

exists for a.a. $t \in(0,1)^{n}$.
If we add condition (q), then Theorem 4.2 gives us a $\mu \sim m$ and the new condition allows us to conclude that $m\left(B^{v}(x)\right)$ and $\mu\left(B^{v}(x)\right)$ have the same bounds. The conclusions of this theorem fully correspond to Rohlin [20].

Theorem 5.2. Suppose we have an $F \in \mathfrak{F}$ with additional conditions $(\mathrm{C}),(\mathrm{L})$, and (q). Assume $\log \left|J_{D}(\cdot)\right|$ is Lebesgue integrable on $(0,1)^{n}$ and that $\delta$ is ergodic (indecomposable) with respect to $m$. Then if we take $\mu$ to be the measure of Theorem 4.2,

$$
\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{m\left(B^{v}(x)\right)}=\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{\mu\left(B^{v}(x)\right)}=+\int \log \left|J_{D}(t)\right| d \mu(t),
$$

for a.a. $x \in(0,1)^{n}$.
Proof. Since Theorem 5.1 can be applies, we need only establish

$$
\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{m\left(B^{v}(x)\right)}=\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{\mu\left(B^{v}(x)\right)} .
$$

By Theorem 4.2

$$
\frac{q}{C} m(E) \leqq \mu(E) \leqq \frac{C}{L} m(E) .
$$

This implies (letting $C^{\prime}=\max \{C / L, C / q\}$ )

$$
\left|\frac{1}{v} \log \frac{1}{m B^{v}(x)}-\frac{1}{v} \log \frac{1}{\mu B^{v}(x)}\right| \leqq \frac{1}{v} \log C^{\prime} .
$$

Rohlin [20] has shown that in the case of one-dimensional $f$-expansions the entropy of $\delta, h(\delta)$, is given by

$$
h(\delta)=\int \log \left|\varphi^{\prime}(t)\right| d \mu(t)
$$

where $\varphi=f^{-1}$. Since Theorem 5.2 above has an integral of the same form, it is natural to conjecture that, if $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$, then

$$
h(\delta)=\int \log \left|J_{D}(t)\right| d \mu(t)
$$

Utilizing some results of Rohlin [20] we will establish this result below.
In Rohlin's terminology a measure preserving transformation on $(\Omega, B, P)$ is called an endomorphism. A transformation $T$ is said to be exact if $\bigcap_{v=0}^{\infty} T^{-v} B$ is
composed of sets of $P$-measure 0 or 1 .

Theorem 5.3. Let $F \in \mathfrak{F}$ satisfy condition $(\mathrm{C}),(\mathrm{L}),(q)$ and $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$. Then $\delta$ is an exact endomorphism.

Proof. We apply a theorem of Rohlin ([20], p. 30). Let $\mathfrak{A}$ be the collection of all proper cylinders of all orders. To index $\mathfrak{A l}$ we define $B_{v}(x), x \in(0,1)_{F}^{n}$, to be the $v$-th proper cylinder containing $x$. For a. a. $x B_{v}(x)$ exists and $B_{v}(x) \rightarrow x$. It is easy to see that $\mathfrak{A}$ generates the Lebesgue measurable sets.

To complete the proof we need to establish

$$
\mu\left(\delta^{v} X\right) \leqq M \frac{\mu(X)}{\mu\left(B^{v}\right)}
$$

for proper cylinders $B^{v}$ and measurable $X \subset B^{v}$ with $\delta^{v} B^{v}$ measurable. It is easy to show that

$$
m\left(\delta^{v} X\right) \leqq \frac{m(X)}{\inf \left|J_{v}(\cdot)\right|} \leqq \frac{C m(X)}{\sup \left|J_{v}(\cdot)\right|} \leqq C \frac{m(X)}{m\left(B^{v}\right)}
$$

Using the inequalities of Theorem 4.2

$$
\frac{L}{C} \mu\left(\delta^{v} X\right) \leqq m\left(\delta^{v} X\right) \leqq C \frac{m(X)}{m\left(B^{v}\right)} \leqq \frac{C^{3}}{L q} \frac{\mu(X)}{\mu\left(B^{v}\right)}
$$

Rohlin ([20], p.17) also proves an exact endomorphism is mixing of all degrees.
Corollary 5.1. Let $F \in \mathscr{F}$ satisfy conditions $(\mathrm{C}),(\mathrm{L}),(\mathrm{q})$, and $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$. Then $\delta$ is mixing of all degrees.

Our main result is established as a result of $\delta$ being an exact endomorphism. The following lemma will be necessary. We define $\xi=\left\{B^{1}(x): x \in B^{0}\right\}$.

Lemma 5.1. Suppose $F \in \mathcal{F}$ satisfies conditions (C), (L), and (q). Then
if and only if

$$
H(\xi)=-\sum \mu\left(B^{1}\right) \log \mu\left(B^{1}\right)<+\infty
$$

$$
\log \left|J_{D}(\cdot)\right| \in L_{1}\left(m,(0,1)^{n}\right)
$$

Proof. Using condition ( L ) and summing over $\xi$, we obtain

$$
\sum m(B) \log \frac{1}{\sup _{\delta B}\left|J_{1}(\cdot)\right|} \leqq \sum m(B) \log \frac{1}{m(B)} \leqq \sum m(B) \log \frac{1}{L \inf _{\delta B}\left|J_{1}(\cdot)\right|}
$$

As in the proof of Theorem 6.1,

$$
J_{D}(x)=J_{\delta}(x)=\frac{1}{J_{f_{1}}(\delta(x))}
$$

Taking supremum and infimum over $B$ followed by integration over $B$ and finally symmation over $\xi$, we obtain

$$
\sum m(B) \log \frac{1}{\sup _{\delta B}\left|J_{1}(\cdot)\right|} \leqq \int \log \left|J_{D}(x)\right| d x \leqq \sum m(B) \log \frac{1}{\inf _{\delta B}\left|J_{1}(\cdot)\right|} .
$$

But

$$
0 \leqq m(B) \log \frac{1}{\inf _{\delta B}\left|J_{1}(\cdot)\right|}-m(B) \log \frac{1}{\sup _{\delta B}\left|J_{1}(\cdot)\right|} \leqq m(B) \log C
$$

so that the sums bounding $-\sum m(B) \log m(B)$ and $\int \log \left|J_{D}(x)\right| d x$ converge and diverge together. By virtue of the inequalities of Theorem $4.2-\sum m(B) \log m(B)$ and $H(\xi)$ converge or diverge together.

Theorem 5.4. Suppose $F \in \mathscr{F}$ satisfies condition (C), (L), and (q) with

$$
\log \left|J_{D}(\cdot)\right| \in L_{1}\left(m,(0,1)^{n}\right) .
$$

Then, if $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$, we have

$$
h(\delta)=\int \log \left|J_{D}(t)\right| d \mu(t)
$$

and

$$
h(\delta)=\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{m\left(B^{v}(x)\right)}=\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{\mu\left(B^{v}(x)\right)} \text { a.e. }[m] .
$$

Proof. By Rohlin's generalization ([20], p.21) of the Kolmogorov-Sinai Theorem [2],

$$
h(\delta)=h(\delta, \xi) .
$$

The Shannon-Mcmillan-Breiman-Chung Theorem ( $[2,4]$ ) then allows us to conclude

$$
\lim _{v \rightarrow \infty} \frac{1}{v} \log \frac{1}{\mu\left(B^{v}(x)\right)}=h(\delta) \quad \text { for a. a. } x
$$

if we have

$$
H(\xi)=\sum \mu\left(B^{1}\right) \log \frac{1}{\mu\left(B^{1}\right)}<+\infty .
$$

Applications of Lemma 5.1 and Theorem 5.2 then complete the proof.

## VI. A Kuzmin Theorem for $\boldsymbol{F}$-Expansions

Much of the value of our work is dependent on calculating $h(\delta)$, the entropy of the shift associated with a given $F$-expansion. Unter the conditions of Section V, $h(\delta)$ is given by

$$
h(\delta)=\int_{(0,1)^{n}} \log \left|J_{D}(t)\right| d \mu(t)
$$

where $\mu \sim m$ has been discussed in Section III. But even in the one-dimensional case $\mu$ or, equivalently, $d \mu / d m$ is difficult to find for a given $F$. However, in the one-dimensional case, some recent work of S. Guthery finds an $F$ for which a given $\mu$ is the invariant measure (personal communication). Unfortunately his results do not extend to the $n$-dimensional case.

In the introduction we noted results of Kuzmin [14] and Vinh-Hien [30] which give a rate at which

$$
\psi_{n+1}(x)=\sum_{k} \psi_{n}(f(x+k))\left|f^{\prime}(x+k)\right|
$$

approaches $\rho(x)$, the density for the invariant measure associated with $f$ (here $f$ refers to a one-dimensional $f$-expansion). Recently Schweiger [29] has generalized the Kuzmin theorem to the Jacobi algorithm when $n=2$. In this section we generalize the Kuzmin theorem to arbitrary $F$-expansions satisfying conditions (C), (L), (q), and $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$. We also require that

$$
\delta B^{v}\left(k^{1}, k^{2}, \ldots, k^{v}\right)=B^{v-1}\left(k^{2}, \ldots, k^{v}\right), \quad v \geqq 2 .
$$

Our results include those of Schweiger on the Jacobi algorithm [29], and our theorem holds for Schweiger's general $F$-expansions [30]. However, Schweiger's general theorem has a bound of $\sigma(v)$ instead of $\sigma(\sqrt{v})+e^{-\lambda \sqrt{v}}$ (see Theorem 6.1 below), which we have been unable to obtain in our situation.

For each admissible cylinder of order $1, B(k)$, we have $\delta B(k) \subseteq 0,1)_{F}^{n}$. The sets $\delta B(k)$ can be used to partition the set $B^{0}$. (The induced partition is the finest partition measurable with respect to the $\sigma$-algebra generated by $\delta B(k)$.) We assume this partition is countable and denote our partition by $\left\{A_{i}\right\}_{i=1}^{\infty}$. With each $A_{i}$ we associate

$$
\mathscr{E}_{i}=\left\{k: \delta B(k) \supset A_{i}\right\} .
$$

Since our interest is in statements true almost everywhere we may assume $m\left(A_{i}\right)>0$ for all $i$ without loss of generality. It is clear that

$$
\mathscr{E}_{i} \supset\{k: B(k) \text { is proper }\}
$$

Next we obtain a Kuzmin relation for $\rho(\cdot)$. Suppose $E \subset A_{i} \cdot \mu(E)=\mu\left(\delta^{-1} E\right)$ and

$$
\delta^{-1}(E)=\{x: \delta(x) \in E\}=\bigcup_{k \in \mathcal{E}_{i}}\left\{f_{k}(t): t \in E\right\}=\bigcup_{k \in \mathcal{S}_{i}} f_{k}(E) .
$$

Due to the 1-1 nature of $F$ the unions above are disjoint. Thus

$$
\begin{aligned}
\mu(E) & =\int_{E} \rho(x) d x=\int_{\delta_{-1 E}} \rho(x) d x=\sum_{k \in \delta_{i} f_{k} E} \rho(x) d x \\
& =\sum_{k \in \delta_{i}} \int_{E} \rho\left(f_{k}(x)\right)\left|J_{f_{k}}(x)\right| d x .
\end{aligned}
$$

This implies $\rho(\cdot)$ satisfies

$$
\begin{equation*}
\rho(x)=\sum_{k \in \mathcal{\delta}_{i}} \rho\left(f_{k}(x)\right)\left|J_{f_{k}}(x)\right|, \quad x \in A_{i} . \tag{6.1}
\end{equation*}
$$

The relation (6.1) suggests that we formulate a Kuzmin theorem where the recursion is done in separate components. The following lemma points out that such an approach is feasible:

Lemma 6.1. Let $\psi_{0}(x)$ be given and $\psi_{v}(x)$ be defined by

$$
\psi_{v}(x)=\sum_{k \in \delta_{i}} \psi_{v-1}\left(f_{k}(x)\right)\left|J_{f_{k}}(x)\right|, \quad x \in A_{i}, i=1,2, \ldots
$$

Then

$$
\psi_{v}(x)=\sum_{\sum}^{\left(v_{i}\right)} \psi_{0}\left(f_{v}(x)\right)\left|J_{f_{v}}(x)\right|, \quad x \in A_{i},
$$

where $f_{v}=\prod_{i=1}^{v} \circ f_{k^{i}}$ and the last summation is over all admissible cylinders $\left(k^{1}, \ldots, k^{v}\right)$ where $k^{v} \in \mathscr{E}_{i}$.

Proof. The proof is by induction. Assume

$$
\psi_{v}(x)=\sum^{(v)} \psi_{0}\left(f_{v}(x)\right)\left|J_{f_{v}}(x)\right|, \quad x \in A_{i}, i=1,2, \ldots,
$$

where the sum is over all admissible $\left(k^{1}, \ldots, k^{\nu}\right)$ with $k^{\nu} \in \mathscr{E}_{i}$. For $v=1$ the induction hypothesis holds by definition. Now, for $x \in A_{i}$,

$$
\begin{aligned}
\psi_{v+1}(x) & =\sum_{k \in \mathscr{\delta}_{i}} \psi_{v}\left(f_{k}(x)\right)\left|J_{f_{k}}(x)\right| \\
& =\sum_{k \in \delta_{i}} \sum^{(v)_{j}} \psi_{0}\left(f_{v}\left(f_{k}(x)\right)\right)\left|J_{f_{v}}\left(f_{k}(x)\right)\right|\left|J_{f_{k}}(x)\right|,
\end{aligned}
$$

where the second summation is taken over all admissible $\left(k^{1}, \ldots, k^{\nu}\right)$ with $k^{\nu} \in \mathscr{E}_{j}$ and $f_{k}(x) \in A_{j}$.

Since $f_{k}(x) \in A_{j}$ and $(v)_{j}$ are all admissible sequences such that $\delta^{v} B^{v} \supset A_{j}$, then $\left(k^{1}, \ldots, k^{v}, k\right)$ with $\left(k^{1}, \ldots, k^{v}\right) \in(v)_{j}$ runs over all admissible sequences ending in $k$. This allows us to write (using the chain rule)

$$
\psi_{v+1}(x)=\sum^{(v+1)_{i}} \psi_{0}\left(f_{v+1}(x)\right)\left|J_{f_{v+1}}(x)\right|, \quad x \in \mathscr{E}_{i} .
$$

Lemma 6.1 motivates Theorem 6.1 below.
Theorem 6.1. Let $\rho(\cdot)$ be any function $(q / C \leqq \rho(x) \leqq C / L)$ on $B^{0}$ satisfying

$$
\rho(x)=\sum_{k \in \mathcal{S}_{i}} \rho\left(f_{k}(x)\right)\left|J_{f_{k}}(x)\right|, \quad x \in A_{i}, i=1,2, \ldots
$$

Let $\left\{\psi_{v}\right\}_{v \geqq 0}$ be a sequence of recursively defined real-valued functions satisfying

$$
\psi_{v+1}(x)=\sum_{k \in \delta_{i}} \psi_{\nu}\left(f_{k}(x)\right)\left|J_{f_{k}}(x)\right|, \quad x \in A_{i}, \quad i=1,2, \ldots,
$$

where $0<m \leqq \psi_{0} \leqq M ; \psi_{0}$ and $\rho$ have continuous first order partials satisfying

$$
\left|\frac{\partial \psi_{0}}{\partial x_{j}}\right|<N ; \quad\left|\frac{\partial \rho}{\partial x_{j}}\right|<A, \quad j=1, \ldots, n
$$

Further we assume $\left|J_{f_{v}}(x)\right| \leqq D_{1}<+\infty$ uniformly in $v$ and $x$, and

$$
\sum^{(v)_{i}}\left|\frac{\partial J_{f_{v}}(x)}{\partial x_{j}}\right| \leqq D_{2}, \quad \sum^{(v)_{i}}\left|\frac{\partial\left(f_{v}(x)\right)_{k}}{\partial x_{j}}\right| \leqq D_{3}
$$

uniformly in $v$ and $x$. Then

$$
\left|\psi_{v}(x)-a \rho(x)\right|<b\left(e^{-\lambda \sqrt{v}}+\sigma(\sqrt{v})\right)
$$

where $a, b, \lambda$ are constants and

$$
\sigma(x)=\sup _{y \in B^{\circ}}\left(\operatorname{diam} B^{v}(y)\right), \quad v \leqq x<v+1
$$

Remark. (i) $\sigma(x)$ is monotone decreasing.
(ii) $\sigma(x) \rightarrow 0$ as $x \rightarrow \infty$.
(iii) $\operatorname{diam} B^{v}(x) \leqq \sigma(v)$.

Proof. We fix $x \in A_{i}$. By Lemma 6.1

$$
\begin{gathered}
\psi_{v}(x)=\sum^{(v)_{i}} \psi_{0}\left(f_{v}(x)\right)\left|J_{f_{v}}(x)\right|, \quad x \in A_{i} . \\
\left|\frac{\partial \psi_{v}(x)}{\partial x_{j}}\right| \leqq \sum^{(v)_{i}}\left\{\sum_{k=1}^{n}\left|\frac{\partial \psi_{0}}{\partial x_{k}}\left(f_{v}(x)\right)\right|\left|\frac{\partial\left(f_{v}(x)\right)_{k}}{\partial x_{j}}\right|\left|J_{f_{v}}(x)\right|+\psi_{0}\left(f_{v}(x)\right)\left|\frac{\partial J_{f_{v}}(x)}{\partial x_{j}}\right|\right\}
\end{gathered}
$$

and

$$
\begin{aligned}
\left|\frac{\partial \psi_{v}(x)}{\partial x_{j}}\right| & \leqq N D_{1} \sum^{(v)_{i}} \sum_{k=1}^{n}\left|\frac{\partial\left(f_{v}(x)\right)_{k}}{\partial x_{j}}\right|+M \sum^{(v)_{i}}\left|\frac{\partial J_{f_{v}}(x)}{\partial x_{j}}\right| \\
& \leqq n N D_{1} D_{3}+M D_{2}=D_{4} .
\end{aligned}
$$

We now state another Lemma to be used in the remainder of the proof:
Lemma 6.2. If constants $t, T$ exist such that

$$
t \rho(x)<\psi_{\nu}(x)<T \rho(x), \quad x \in B^{0}
$$

then

$$
t \rho(x)<\psi_{v+1}(x)<T \rho(x), \quad x \in B^{0}
$$

We make the first application of Lemma 6.2 by noting

$$
g \rho(x)<\frac{m L}{C} \rho(x) \leqq \psi_{0}(x) \leqq \frac{C M}{q} \rho(x)<G \rho(x)
$$

where $g=\frac{m L}{2 C}$ and $G=\frac{2 C M}{2 q}$. Then

$$
g \rho(x)<\psi_{v}(x)<G \rho(x)
$$
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We define

$$
\varphi_{v}(x)=\psi_{v}(x)-g \rho(x)
$$

and

$$
\zeta_{v}(x)=G \rho(x)-\psi_{v}(x) .
$$

By application of Lemma 6.1, we have
and

$$
\varphi_{v}(x)=\sum^{\left(v_{1}\right)} \varphi_{0}\left(f_{v}(x)\right)\left|J_{f_{v}}(x)\right|
$$

Using condition (C)

$$
\zeta_{v}(x)=\sum^{(v)_{i}} \zeta_{0}\left(f_{v}(x)\right)\left|J_{f_{v}}(x)\right| .
$$

$$
\varphi_{v}(x) \geqq \frac{1}{C} \sum^{\left(v_{i}\right)} \varphi_{0}\left(f_{v}(x)\right) m\left(B^{v}\right) .
$$

We let $\mathbb{C}_{i}^{\nu}=\bigcup_{k \cup \in \mathcal{S}_{i}} B\left(k^{1}, \ldots, k^{\nu}\right)$. By the mean value theorem for integrals ([1], p. 269),

$$
\int_{\mathbb{G}_{i}^{v}} \varphi_{0}(y) d y=\sum^{\left(v_{i}\right)} \varphi_{0}\left(y_{v}^{\prime}\right) m\left(B^{v}\right) .
$$

By the mean value theorem for functions of several variables ([1], p.117),

$$
\begin{aligned}
\left|\varphi_{0}(y)-\varphi_{0}\left(y^{\prime}\right)\right| & \leqq\left|\psi_{0}(y)-\psi_{0}\left(y^{\prime}\right)\right|+g\left|\rho(y)-\rho\left(y^{\prime}\right)\right| \\
& \leqq \sqrt{n}(N+g A)\left\|y-y^{\prime}\right\| \leqq \sqrt{n}(N+g A) \sigma(v)
\end{aligned}
$$

where $y$ and $y^{\prime}$ belong to $B^{\nu}$, and $\|\cdot\|$ is Euclidean distance. Combining the above results

$$
\varphi_{v}(x)>\frac{1}{C} \int_{\mathbb{G}_{v}^{v}} \varphi_{0}(x) d x-\frac{\sqrt{n}}{C}(N+g A) \sigma(v)
$$

Now define

$$
\mathfrak{I}_{i}=\frac{1}{C} \int_{\mathbb{C} Y} \varphi_{0}(x) d x>0 .
$$

We now write

$$
\varphi_{v}(x)>I_{i}-\frac{\sqrt{n}}{C}(N+g A) \sigma(v)=I_{i}-C_{1} \sigma(v) .
$$

In the same manner we obtain

$$
\zeta_{v}(x)>\frac{1}{C} \int_{\mathfrak{G} Y} \zeta_{0}(x) d x-\frac{\sqrt{n}}{C}(N+G A) \sigma(v)
$$

or, defining

$$
\begin{aligned}
& \mathfrak{I}_{i}^{1}=\frac{1}{C} \int_{\mathfrak{c}_{v}^{\Downarrow}} \zeta_{0}(x) d x>0, \\
& \zeta_{v}(x)>I_{i}^{1}-C_{2} \sigma(v) .
\end{aligned}
$$

It now follows that

$$
\begin{aligned}
\psi_{v}(x)>g \rho(x)+\mathrm{I}_{i}-C_{1} \sigma(v) & =\rho(x)\left(g+\frac{\mathrm{I}_{i}}{\rho(x)}-\frac{C_{1} \sigma(x)}{\rho(x)}\right) \\
& \geqq \rho(x)\left(g+\frac{L}{C} \mathrm{I}_{i}-\frac{C c_{1} \sigma(v)}{q}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\psi_{v}(x)<G \rho(x)-1_{i}^{1}+C_{2} \sigma(v) & =\rho(x)\left(G-\frac{\mathrm{I}_{i}^{1}}{\rho(x)}+\frac{C_{2} \sigma(v)}{\rho(x)}\right) \\
& \leqq \rho(x)\left(G-\frac{L 1_{i}^{\mathrm{I}}}{C}+\frac{C_{2} C}{q} \sigma(v)\right) .
\end{aligned}
$$

There exists a $v_{0}$ such that $v \geqq v_{0}$ implies

$$
\mathrm{g}_{1}=g+\frac{L}{C} \mathrm{I}_{i}-\frac{C c_{1} \sigma(v)}{q}>g
$$

and

$$
\begin{gathered}
G_{1}=G-\frac{L}{C} \mathrm{l}_{i}^{1}+\frac{C_{2} C}{q} \sigma(v)<G . \\
G_{1}-g_{1}=G-g-\frac{L}{C}\left(\mathrm{I}_{i}+\mathrm{I}_{i}^{1}\right)+\left(\frac{C}{q}\left(C_{1}+C_{2}\right)\right) \sigma(v) .
\end{gathered}
$$

Now

$$
\begin{aligned}
\mathfrak{I}_{i}+\mathrm{I}_{i}^{1} & =\frac{1}{C} \int_{\mathbb{G} Y}\left(\zeta_{0}(x)+\varphi_{0}(x)\right) d x=\frac{G-g}{C} \int_{\mathbb{G Y}} \rho(x) d x=\frac{G-g}{C} \sum^{\left(v_{i}\right)} m\left(B^{v}\right) \\
& \geqq \frac{G-g}{C} \sum^{\prime} m\left(B^{v}\right) \geqq \frac{G-g}{C}(q),
\end{aligned}
$$

where the last summation ( $\Sigma^{\prime}$ ) is over proper cylinders of order $v$ and the last inequality is due to condition (q). The importance of this result is to establish lower bound on $\mathrm{I}_{i}+\mathrm{I}_{i}^{1}$ which is uniform in $i$ and $v$. It is this bound which allows us to iterate below and obtain the geometric bound. Now

$$
G_{1}-g_{1} \leqq(G-g)\left(1-\frac{q L}{C^{2}}\right)+C_{3} \sigma(v) .
$$

Now $0<q \leqq 1,0<L \leqq 1$, and without loss of generality $C>1$. Thus $0<\hat{q}=$ $1-\frac{q L}{C^{2}}<1$, and

$$
G_{1}-g_{1} \leqq(G-\mathrm{g}) \hat{q}+C_{3} \sigma(v) .
$$

We now summarize the result just obtained. From the conditions that

$$
\begin{gathered}
g \rho(x)<\psi_{0}(x)<G \rho(x), \\
\left|\frac{\partial \psi_{0}}{\partial x_{j}}\right|<N, \quad j=1, \ldots, n,
\end{gathered}
$$

we have shown that for sufficiently large $v$

$$
g_{1} \rho(x)<\psi_{v}(x)<G_{1} \rho(x)
$$

where $g<g_{1}<G_{1}<G ; G_{1}-g_{1} \leqq(G-g) \hat{q}+C_{3} \sigma(v)$.
By noting that we have earlier shown

$$
\left|\frac{\partial \psi_{v}}{\partial x_{j}}\right|<D_{4}, \quad j=1, \ldots, n
$$

we can repeat the argument to obtain (for a fixed $v \geqq v_{0}$ )

$$
g_{2} \rho(x)<\psi_{2 v}(x)<G_{2} \rho(x)
$$

where $g_{1}<g_{2}<G_{2}<G_{1}$, and

$$
G_{2}-g_{2} \leqq\left(G_{1}-g_{1}\right) \hat{q}+C_{4} \sigma(v)
$$

where $C_{4}$ is a function of $D_{4}$.
The argument for $g_{2}$ and $G_{2}$ can be iterated to obtain

$$
g_{r} \rho(x)<\psi_{r v}(x)<G_{r} \rho(x)
$$

where

$$
\begin{aligned}
G_{r}-g_{r} & \leqq\left(G_{r-1}-g_{r-1}\right) \hat{q}+C_{4} \sigma(v) \leqq \cdots \\
& \leqq \hat{q}^{r}(G-g)+C_{4} \sigma(v)\left(\hat{q}^{r-1}+\hat{q}^{r-2}+\cdots+1\right) \\
& \leqq \hat{q}^{r}(G-g)+\frac{C_{4}}{1-\hat{q}} \sigma(v)
\end{aligned}
$$

Therefore

$$
G_{r}-g_{r} \leqq C_{5} e^{-\lambda r}+C_{6} \sigma(v)
$$

where $-\lambda=\log \hat{q}, C_{5}=G-g, C_{6}=\frac{C_{4}}{1-\hat{q}}$, and $\lim _{v=r \rightarrow \infty} G_{r}=\lim _{v=r \rightarrow \infty} g_{r}=a$ follows.
If we set $r=v$,

$$
\left|\psi_{v^{2}}(x)-a \rho(x)\right|<\rho(x)\left(G_{v}-g_{v}\right) \leqq \frac{C}{L}\left(C_{5} e^{-\lambda v}+C_{6} \sigma(v)\right)
$$

This gives us

$$
a=\lim _{v \rightarrow \infty} \int_{B^{0}} \psi_{v^{2}}(x) d x
$$

Finally choose $N \in\left[v^{2},(v+1)^{2}\right)$. Applying Lemma 6.2 we obtain

$$
\left|\psi_{N}(x)-a \rho(x)\right|<\frac{C}{L}\left(C_{5} e^{-\lambda v}+C_{6} \sigma(v)\right) \leqq \frac{C}{L}\left(C_{5} e^{+\lambda} e^{-\lambda(v+1)}+C_{6} \sigma(\sqrt{N})\right)
$$

Finally

$$
\left|\psi_{N}(x)-a \rho(x)\right|<b\left(e^{-\lambda \sqrt{N}}+\sigma(\sqrt{N})\right)
$$

setting $b=\frac{C}{L} C_{5} e^{\lambda}+\frac{C}{L} C_{6}$.

Corollary 6.1. The constant a of the previous theorem has the value

$$
a=\int_{B^{0}} \psi_{0}(x) d x
$$

Proof.

$$
\int_{B^{0}} \psi_{v}(x) d x=\sum_{i} \int_{A_{i}} \psi_{v}(x) d x=\sum_{i} \sum_{A_{A_{i}}}^{()_{i}} \int_{0} \psi_{0}\left(f_{v}(x)\right)\left|J_{v}(x)\right| d x
$$

But $f_{v}$ takes $A_{i}$ 1-1 onto $f_{v}\left(A_{i}\right)$. Thus

$$
\begin{aligned}
\int_{B^{0}} \psi_{v}(x) d x & =\sum_{i} \sum_{f_{v^{-1}}^{(v)}}^{()_{i}} \int_{f_{v}\left(A_{i}\right)} \psi_{0}\left(f_{v}(x)\right)\left|J_{v}(x)\right| d x \\
& =\sum_{i} \sum_{f_{v} A_{i}}^{()_{i}} \int_{0} \psi_{0}(x) d x=\int_{B^{0}} \psi_{0}(x) d x
\end{aligned}
$$

The Kuzmin theorem appears in Schweiger's paper [30] with an error bound of the form $b \tau(v)$. He then uses this result to generalize a result of Gauss that states

$$
m\left(\delta^{-v}(E)\right) \rightarrow \mu(E) .
$$

We have no difficulty generalizing Schweiger's theorem to the $F$-expansions considered above.

Theorem 6.2. Let $F \in \mathscr{F}$ satisfy conditions $(\mathrm{C}),(\mathrm{L}),(\mathrm{q})$, and $m\left\{X: B^{v}(x) \rightarrow x\right\}=1$. Also assume that the hypothesis of Kuzmin's Theorem 9.1 is satisfied for $\rho$ and $f_{v}$. Then

$$
\left|m\left(\delta^{-v}(E)\right)-\mu(E)\right|<b m(E)\left(e^{-\lambda \sqrt{v}}+\sigma(\sqrt{v})\right),
$$

for all Borel sets E.
Proof. Define $\psi_{0}(x)=1$. Then Theorem 6.1 states

$$
\begin{equation*}
\left|\psi_{v}(x)-a \rho(x)\right|<b\left(e^{-\lambda \sqrt{v}}+\sigma(\sqrt{v})\right) \tag{6.2}
\end{equation*}
$$

But Corollary 6.1 shows $a=\int_{B^{0}} \psi_{0}(x) d x=1$. Multiplying (6.2) by $I_{E}(x)$ and inte-
grating, we have

$$
\left|\int_{B^{0}} I_{E}(x) \psi_{v}(x) d x-\mu(E)\right|<b m(E)\left(e^{-\lambda \sqrt{v}}+\sigma(\sqrt{v})\right) .
$$

We complete the proof by

$$
\begin{aligned}
\int_{B^{0}} I_{E}(x) \psi_{v}(x) d x & =\sum_{i} \int_{A_{i}} \psi_{v}(x) I_{E}(x) d x \\
& =\sum_{i} \sum_{A_{i}}^{\left(v_{i}\right.} \int_{A_{i}} \psi_{0}\left(f_{v}(x)\right) I_{E}(x)\left|J_{v}(x)\right| d x \\
& =\sum_{i} \sum_{f_{v} A_{i}}^{(v)_{i}} \int_{E}\left(\delta^{v} x\right) d x \\
& =\int_{B^{0}} I_{\delta^{-v}}(x) d x=m\left(\delta^{-v} E\right)
\end{aligned}
$$

The next application of the Kuzmin Theorem gives us a rate on the strong mixing condition. It is this result which allows us to obtain the limit theory.

Theorem 6.3. Let $F \in \mathscr{F}$ satisfy conditions $(\mathrm{C}),(\mathrm{L}),(\mathrm{q})$, and $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$. Also assume the hypothesis of Theorem 6.1 is satisfied for $\rho$ and $f_{v}$. Then

$$
\begin{aligned}
& \left|\mu\left(B\left(k^{1}, \ldots, k^{s}\right) \cap \delta^{-v-s} E\right)-\mu\left(B\left(k^{1}, \ldots, k^{s}\right)\right) \mu(E)\right| \\
& \quad \leqq \frac{C b}{q}\left(e^{-\lambda \sqrt{v}}+\sigma(\sqrt{v})\right) \mu\left(B\left(k^{1}, \ldots, k^{s}\right)\right) \mu(E)
\end{aligned}
$$

for all admissible $k^{1}, \ldots, k^{s}$ and Borel sets $E$.
Proof. Let $B\left(k^{1}, \ldots, k^{s}\right)=B^{s}$ be a proper cylinder. Define

$$
\psi_{0}(x)=\frac{I_{B^{s}}(x)}{\mu\left(B^{s}\right)} \rho(x)
$$

with $\psi_{v}$ defined recursively as usual.
Since $\psi_{0}(x)=0$ for $x \notin B^{s}$, we cannot apply Kuzmin's Theorem to $\left\{\psi_{v}\right\}_{v \geqq 0}$. However, since $\mathscr{E}_{i} \supset\{k: B(k)$ is proper $\}$,

$$
\psi_{s}(x)=\frac{\rho\left(f_{s}(x)\right)}{\mu\left(B^{s}\right)}\left|J_{s}(x)\right|, \quad x \in B^{0}
$$

The hypothesis of Theorem 6.1 then applies to the sequence $\left\{\psi_{v}\right\}_{v \geqq s}$, and

$$
\begin{equation*}
\left|\psi_{v}(x)-a \rho(x)\right|<b\left(e^{-\lambda \sqrt{v}}+\sigma(\sqrt{v})\right) \tag{6.3}
\end{equation*}
$$

Applying Corollary 6.1 to $\left\{\psi_{v}\right\}_{v \geqq 0}$ gives $a=1$. We multiply (6.3) by $I_{E}(\cdot)$ and integrate to obtain

$$
\left|\int_{B^{0}} I_{E}(x) \psi_{v}(x) d x-\mu(E)\right|<b\left(e^{-\lambda \sqrt{v}}+\sigma(\sqrt{v})\right) m(E) \leqq \frac{C b}{q}\left(e^{-\lambda \sqrt{v}}+\sigma(\sqrt{v})\right) \mu(E) .
$$

Proceeding as in Corollary 6.1,

$$
\begin{aligned}
\int_{B^{\circ}} I_{E}(x) \psi_{v}(x) d x & =\sum_{i} \int_{A_{i}} I_{E}(x) \psi_{v}(x) d x \\
& =\sum_{i}^{(s+v)_{i}} \sum^{\int_{A_{i}}} I_{E}(x) \psi_{0}\left(f_{v+s}(x)\right)\left|J_{v}(x)\right| d x \\
& =\sum_{i}^{(s+v)_{i}} \int_{f_{v+s}\left(A_{i}\right)} \psi_{0}(x) I_{E}\left(\delta^{s+v}(x)\right) d x=\int_{B^{\circ}} \psi_{0}(x) I_{\delta^{-s-v}}(x) d x \\
& =\frac{\mu\left(B^{s} \cap \delta^{-s-v} E\right)}{\mu\left(B^{s}\right)} .
\end{aligned}
$$

Thus the conclusion of our theorem holds for proper cylinders. Lemma 4.2 states that the measure of any cylinder can be approximated by the measure of countably many disjoint proper cylinders whenever condition (q) holds. This completes the proof.

To apply the limit theory developed by Ibragimov ([7 to 9] and Reznik [19] we need the following assumption

$$
\begin{equation*}
\sum_{v=1}^{\infty}\left(e^{-\lambda \sqrt{v}}+\sigma(\sqrt{v})\right)^{\frac{1}{2}}<+\infty . \tag{M}
\end{equation*}
$$

For the cylinder $B^{v}(x)$ and $g \in L_{2}(0,1)^{n}$ we write
and

$$
[g]_{v}^{(x)}=\frac{1}{\mu\left(B^{v}(x)\right)} \int_{B^{v}(x)} f d \mu
$$

$$
\|g\|_{\mu}=\left\{\int g^{2} d \mu\right\}^{ \pm}
$$

Then we have
Theorem 6.4. Suppose $F \in \mathscr{F}$ satisfies conditions (C), (L), (q), (M) and $m\{x$ : $\left.\operatorname{diam} B^{v}(x) \rightarrow 0\right\}=1$. Also suppose the hypothesis of Theorem 6.1 is satisfied for $\rho$ and $f_{v}$. Assume $g \in L_{2}(0,1)^{n}$ and $\int g d \mu=0$. Then if

$$
\sum_{v=1}^{\infty}\left\|g-[g]_{v}\right\|_{\mu}<+\infty,
$$

it follows that

$$
\|g\|_{\mu}^{2}+2 \sum_{v=0}^{\infty} \int_{(0,1)^{n}} g(t) g\left(\delta^{v}(t)\right) d t=\sigma^{2}<+\infty
$$

and, if $\sigma \neq 0$,
(i) (Ibragimov)

$$
\mu\left\{t: \frac{\sum_{k=0}^{v-1} g\left(\delta^{k}(t)\right)}{\sigma \sqrt{v}}<z\right\} \rightarrow \frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{z} e^{-\frac{v^{2}}{2}} d u \quad \text { as } v \rightarrow \infty
$$

and
(ii) (Reznik)

$$
\varlimsup_{v \rightarrow \infty} \frac{\left|\sum_{k=0}^{v-1} g\left(\delta^{k}(t)\right)\right|}{\left(2 \sigma^{2} \ln \ln v\right)^{\frac{1}{2}}=1 \quad \text { a.e. }[\mathrm{m}] .}
$$

One-dimensional examples of Theorem 6.4 (i) and (ii) can be found in Vinh Hien [31], Ibragimov [8], and Reznik [19].

## VII. Examples

In this section we present two main examples to which our theory has application. Besides the independence example developed first, we develop a generalization of the Jacobi algorithm.

The simplest and most natural algorithm is

$$
\begin{gathered}
F\left(x_{1}, \ldots, x_{n}\right)=\left(f_{1}\left(x_{1}\right), f_{2}\left(x_{2}\right), \ldots, f_{n}\left(x_{n}\right)\right), \\
F:{\underset{i=1}{n}\left(A_{i}, B_{i}\right) \rightarrow(0,1)^{n},}^{\text {and }} \text {, }
\end{gathered}
$$

where $f_{i}$ is either in the class of increasing $f$ 's considered by Everett [6] or decreasing $f$ 's considered by Bissinger [3]. It is clear that $\delta(t)=\left(\delta_{1}\left(t_{1}\right), \ldots, \delta_{n}\left(t_{n}\right)\right)$ where $\delta_{i}(\cdot)$ is the shift for the process generated by $f_{i}$. If each $f_{i}$ (with $n=1$ ) satisfies condition (C) with $C_{i}$, then we have invariance $\left(\mu_{i}\right)$ and ergodicity. Thus the $F$ being considered has $C=\prod_{i=1}^{n} C_{i}, q=L=1$, and $\mu=X_{i=1}^{n} \mu_{i}$. The results available to us could of course have been obtained as direct application of Renyi [20].

Next we define a modified Jacobi algorithm and indicate its development. The proofs follow Perron [17] and Schweiger ( $[23,25,26]$ ) and are not included here due to their excessive length. Our algorithm generalizes the Jacobi algorithm and an example of Kinney and Pitcher [12] who consider $f(x)=M / x$.

Let $M_{1}, M_{2}, \ldots, M_{n}$ be a fixed set of positive reals such that $M_{j} \geqq 1$ for $j=1, \ldots, n$. We define $F(\cdot)$ by

$$
F\left(x_{1}, \ldots, x_{n}\right)=\left(\frac{M_{1}}{x_{n}}, \frac{M_{2} x_{1}}{x_{n}}, \ldots, \frac{M_{n} x_{n-1}}{x_{n}}\right)
$$

where $x \in\left\{\left(z_{1}, \ldots, z_{n}\right): z_{n} \geqq M_{1} ; \frac{z_{n}}{z_{j-1}} \geqq M_{j}, j=2, \ldots, n\right\}$. It is easy to see that $D=F^{-1}$ has the form

$$
D\left(y_{1}, \ldots, y_{n}\right)=\left(\frac{M_{1}}{M_{2}} \frac{y_{2}}{y_{1}}, \frac{M_{1}}{M_{3}} \frac{y_{3}}{y_{1}}, \ldots, \frac{M_{1}}{M_{n}} \frac{y_{n}}{y_{1}}, \frac{M_{1}}{y_{1}}\right)
$$

Some simple computations show $\left\{x \in(0,1)^{n}: \delta_{1}^{k}(x)=0\right.$ for some $\left.k \geqq 1\right\}$ to be a countable set of hyperplanes intersected with $(0,1)^{n}$ and hence to have measure 0 .

The coefficient matrices defined below correspond to those which Schweiger used for the Jacobi algorithm. Relationships of our matrices to $F$ are given below.

$$
\begin{aligned}
& \Lambda^{0}=\left(\begin{array}{cccccc}
0 & 0 & 0 & \cdots & 0 & 0 \\
1 & 0 & 0 & \cdots & 0 & 0 \\
F_{n} \\
0 & \frac{M_{2}}{F_{1}} & 0 & \cdots & 0 & 0 \\
& \cdots & & \cdots & 0 \\
0 & 0 & 0 & \cdots & 0 & \frac{M_{n}}{F_{n-1}}
\end{array}\right), \\
& \Lambda^{1}=\left(\begin{array}{ccccc}
0 & 0 & \cdots & M_{1} \\
1 & \cdots & \cdots & F_{1} a_{1}^{k} \\
0 & 1 & \cdots & 0 & F_{2} a_{2}^{k} \\
\cdots & 0 & \cdots & F_{n} a_{n}^{k}
\end{array}\right),
\end{aligned}
$$

and

$$
\Lambda^{k}=\left(\begin{array}{llll}
0 & 0 & \cdots & 0 \\
1 & 1 \\
1 & 0 & \cdots & 0 \\
F_{1} a_{1}^{k} \\
0 & 1 & \cdots & 0 \\
F_{2} a_{2}^{k} \\
\cdots & & \cdots \\
0 & 0 & \cdots & F_{n} a_{n}^{k}
\end{array}\right), \quad k \geqq 2,
$$

where

$$
F_{j}=\frac{\left(\prod_{i=1}^{n} M_{i}\right)^{j / n+1}}{\prod_{i=1}^{j} M_{i}}, \quad j=1,2, \ldots, n
$$

Next we define

$$
\begin{aligned}
\Omega^{k}(x) & =\prod_{v=0}^{k-1} \Lambda^{v}(x) \\
& =\left(\omega_{i j}^{k}\right), \quad i=0, \ldots, n, j=0, \ldots, n .
\end{aligned}
$$

It is not hard to see that det $\Omega^{k}(x)=(-1)^{n k} \prod_{i=1}^{n} \frac{M_{i}}{F_{i}}, k \geqq 2$.
The following lemma allows us to recover $x$ and corresponds to a result of Perron [17].

Lemma 7.1. If $x \in(0,1)_{F}^{n}$, then

$$
x_{i}=\frac{\omega_{i, n}^{k+1}+\sum_{j=1}^{n} \omega_{i, j}^{k} \delta_{j}^{k} F_{j}}{\omega_{0, n}^{k+1}+\sum_{j=1}^{n} \omega_{0, j}^{k} \delta_{j}^{k} F_{j}}
$$

where $k=1,2, \ldots, i=1,2, \ldots, n$, and $\omega_{i, j}^{k} \in \Omega^{k}(x)$.
Using Lemma 7.1 and following Perron [17], the following convergence theorem can be obtained.

Theorem 7.1. If $x \in(0,1)_{F}^{n}$, then

$$
\lim _{k \rightarrow \infty} \frac{\omega_{i, n}^{k}(x)}{\omega_{0, n}^{k}(x)}=x_{i}, \quad i=1,2, \ldots, n
$$

Our most difficult task comes in evaluating $J_{f_{v}}(t)$ where $f_{\mathrm{v}}(t)=\prod_{i=1}^{v} \circ f_{\mathrm{k}}(t)$. A determinant evaluation similar to one which Schweiger ([23], p. 72) makes must be carried out. We find

$$
\left|J_{v}(t)\right|=\frac{\prod_{i=1}^{n} M_{i}}{\left(\omega_{0 n}^{v+1}+\sum_{\mathfrak{l}=1}^{n} \omega_{0 \mathrm{l}}^{v} t_{\mathrm{L}} F_{\mathrm{I}}\right)^{n+1}}
$$

This yields

$$
\frac{\sup \left|J_{v}(\cdot)\right|}{\inf \left|J_{v}(\cdot)\right|} \leqq\left(\frac{1+2 \sum_{\mathrm{t}=1}^{n} F_{1}}{F_{n}}\right)^{n+1}=C<+\infty
$$

so that condition ( C ) is verified.
It is difficult to verify condition (L) for arbitrary $M_{i}$. If $M_{2}=M_{3}=\cdots=M_{n}=1$ with $M_{1}$ an integer, then $\delta^{\nu} B^{\nu} \supset\left\{X: x_{j} \leqq x_{n}, x_{n} \in(0,1)\right.$ and $\left.x \in(0,1)_{F}\right\}$, which occurs if and only if $k^{v}=(k, k, k, \ldots, k), k \geqq$. Thus $m\left(\delta^{v} B^{v}\right) \geqq 1 / n!=L>0$ and condition (L) is verified.

Given any cylinder $B^{v}$ we choose a proper cylinder $\hat{B}^{v+1} \subset B^{v}$ with $a^{v+1}=$ $(0,0, \ldots, \hat{M})$. This gives condition ( q ) with

$$
q=L\left(\frac{F_{n}}{\left(1+\sum_{\mathrm{l}=1}^{n} F_{\mathrm{l}}\right)\left(1+2 \sum_{\mathrm{I}=1}^{n} F_{\mathrm{l}}\right) \hat{M}}\right)^{n+1}>0
$$

Thus Theorems 4.2, 4.3 and 5.4 hold. Since the form of $\rho(x)$ is not known we cannot conclude Kuzmin's theorem holds.

As an alternative to the classical approach to Theorem 7.1, we can conclude a.e. convergence as a result of Theorem 3.3, since it can be shown that

$$
\operatorname{diam}\left(B^{v+n}\right) \leqq \lambda \operatorname{diam}\left(B^{v}\right)
$$

where $\lambda=(2 n F)\left(\max \left\{M_{1}, 2([2 n F]+1)\right\}\right)^{-1}$ and

$$
q^{\prime}=\left(\frac{L F_{n}^{n+1}}{\left(1+\sum_{\mathrm{I}=1}^{n} F_{1}\right)^{n+1}\left(1+\sum_{\mathrm{I}=1}^{n} F_{\mathrm{l}}\right)^{n+1}}\right)^{n}\left(\frac{1}{M_{1}^{n-1}\left(\max \left\{M_{1}, 2([2 n F]+1)\right\}\right)}\right)^{n+1} .
$$

It is quite natural to ask whether all $F \in \mathcal{F}$ satisfying conditions (C), (q), and $\delta$ ergodic have the property that $m\left\{x: B^{v}(x) \rightarrow x\right\}=1$. This is not the case as our consideration of $F(x, y)=(1 / x, y+\xi \bmod 1)$ (where $\xi$ is irrational) will show. Now $\left|J_{F}(x, y)\right|=1 / x^{2} \neq 0$ for all $x \in[1, \infty)$ and the cylinders are rectangles. The invariant measure is simply the product of Lebesgue measure and Gauss' measure:

$$
d_{\mu}(x, y)=\frac{d x d y}{(\log 2)(1+x)}
$$

Since $\delta_{1}$ and $\delta_{2}$ are both ergodic on ( 0,1 ) (see [2]) we may conclude $\delta=\delta_{1} \times \delta_{2}$ ergodic on $(0,1)^{2}$. Also $L=q=1$ and, following Renyi [20], we may choose $C=4$. Thus all conditions are satisfied but $B^{v}\left(x_{1}, x_{2}\right)$ is a rectangle of height 1 erected above the one-dimensional continued fraction cylinder for $x_{1}$. Therefore $\operatorname{diam}\left(B^{v}(x)\right) \geqq 1$.
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