Fall 2010

1. Let > 0 be an unknown parameter, and suppose that X; and X5 are independent random variables,
each having the exponential distribution with density function

1
p(w;p) = — exp (—x) , x>0
I I

It is clear that since the distribution p(z; 1) has mean p that an unbiased estimator of u is given by
X = (X; + Xq)/2.

a) Calculate the variance of the estimator X of p.
Solution. Note that
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Then,
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and so,

2
Var(X) = EX? — (EX)” = qu —wr=| 2]

b) Now consider the estimator of u given by T'(X1, Xo) = v X1 X5. Calculate the bias of T'(X7, X2).
Solution. Note that
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Then, ET' = Ev X1 X2 = EV X 1EV X2 = Zp, and so the bias of T is
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¢) Show that the mean square error of T'(X1, X2) as an estimator of y, that is
MSE(T) = E[T(X1, X5) — p]?,

is strictly smaller than the mean squared error of the estimator X of .
Solution. We have
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and
MSE(X) = E[X — py)*> = EX? — 2uEX + pi?
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Since 2 — Z < 1, it follows that MSE(T") < MSE(X). O



2. A random variable X has the Weibull(«, 3) distribution if
P, 3(X >x) =exp [f(x/a)ﬂ] for z > 0.

Suppose that X, ..., X, are iid Weibull(«ayg, 8o), where (ap, Bo) is in the interior of a compact parameter
space © C RT x RT.

a) Show that the MLE of « is given by

where B is the MLE of 3.

Solution. Note that P(X < z;a,8) =1 —exp |— (%)5], and so, the probability density function
of X is 51
P~ T\ B
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Then, the likelihood function is
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and so, the log-likelihood function is
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The partial derivative of the log-likelihood function with respect to « is
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and setting it equal to zero gives us
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Thus, the MLE of « is



b) As an alternative to maximum likelihood, let B be any estimator of 5 and consider the estimator
of a given by

W\
a= <nlzXf> .
i=1

Show that & is a “pseudo-MLE” in the sense that it maximizes l(a,B), where {(a, 8) is the
log-likelihood function.

Solution. From part (a), we have that
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Taking the partial derivative of I(«, 3) with respect to o gives us
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and so, similarly as above, we see that
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maximizes [(«a, §), and so, & is “pseudo-MLE.” O

¢) Prove that EX/* = af°.
Solution. We have

0 B—1 r B 0 241 B
8 _ 85T _(* - z _(*
EX] —/0 z” o7 exp _ (a) ] dx /0 I5) o7 exp[ (a) ] dx

0
[l [T oo - (2)]

o0

— o

and so, EX/° = ozgo. O
d) Prove that if 3 is any consistent estimator, then & given in (b) is consistent for a.

[HINT: Letting Y,,(8) = n~1Y, Xf, argue that it suffices to prove that Y, (3) — o in proba-
bility. Then, using the convexity of Y,,(8), show that

and complete the argument by applying (c¢) and the law of large numbers.]



