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## Problem 1

You have a choice to roll a fair die either 100 times. For each of the following outcomes, state whether it is more likely with 100 rolls, or with 1000 rolls. Justify your answer, but you do not need to give a full formal proof.

## (a)

The number 1 shows on the die between $15 \%$ and $20 \%$ of the time.
Solution. $n=1000$. (not a proof) Let $X_{i}$ be the indicator function for the ith roll being 1. By the Weak Law of Large Numbers (WLLN),

$$
\frac{1}{n} \sum_{i=1}^{n} X_{i} \rightarrow \mathbb{E}\left(X_{i}\right)=\frac{1}{6} \text { in probability. }
$$

That is, for any $\epsilon>0$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\frac{1}{6}-\epsilon<\frac{1}{n} \sum_{i=1}^{n} X_{i}<\frac{1}{6}+\epsilon\right)=1
$$

Notice that $15 \%<\frac{1}{6}<20 \%$. Therefore,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(15 \%<\frac{1}{n} \sum_{i=1}^{n} X_{i}<20 \%\right)=1
$$

In another word, we should expect that the above probability is larger (closer to 1 ) when $n$ larger.
(b)

The number showing is at most 3 , at least half the time.
Solution. $n=100$.

Proof. Let $X_{i}$ be the indicator function for the ith roll at most 3 . Compute the probability for $2 n$ rolls:

$$
\begin{aligned}
\mathbb{P}\left(\frac{1}{2 n} \sum_{i=1}^{2 n} X_{i} \geq \frac{1}{2}\right) & =\sum_{i=n}^{2 n}\binom{2 n}{i}\left(\frac{1}{2}\right)^{2 n} \\
& =\frac{1}{2} \cdot 2 \sum_{i=n}^{2 n}\binom{2 n}{n}\left(\frac{1}{2}\right)^{2 n} \\
& \stackrel{(*)}{=} \frac{1}{2}\left(\binom{2 n}{n}\left(\frac{1}{2}\right)^{2 n}+\sum_{i=0}^{2 n}\binom{2 n}{i}\left(\frac{1}{2}\right)^{2 n}\right) \\
& =\frac{1}{2}+\left(\frac{1}{2}\right)^{2 n+1}\binom{2 n}{n}
\end{aligned}
$$

(*) By the symmetry that $\binom{n}{m}=\binom{n}{n-m}$.
Compare the above probability between $2 n$ and $2 n+2$ notice that for the right term,

$$
\begin{aligned}
\frac{\binom{2 n}{n}\left(\frac{1}{2}\right)^{2 n+1}}{\binom{2 n+2}{n+1}\left(\frac{1}{2}\right)^{2 n+3}} & =\frac{4 \cdot(n+1)^{2}}{(2 n+1)(2 n+2)} \\
& =\frac{4 n^{2}+8 n+4}{4 n^{2}+6 n+2} \\
& >1, \text { for } n>0
\end{aligned}
$$

Therefore the probability is decreasing with $n$.
(c)

The number showing is 2 or 5 , at least half the time.
Solution. $n=100$. (not a proof) Let $X_{i}$ be the indicator function for ith roll being 2 or 5 . By the WLLN,

$$
\frac{1}{n} \sum_{i=1}^{n} X_{i} \rightarrow \mathbb{E}\left(X_{i}\right)=\frac{1}{3}, \quad \text { in probability. }
$$

Since $\frac{1}{2}>\frac{1}{3}$,

$$
\lim _{n \rightarrow \infty} \mathbb{P}\left(\frac{1}{n} \sum_{i=1}^{n} X_{i} \geq \frac{1}{2}\right)=0
$$

Therefore, we should expect that this probability is smaller when $n$ is larger.

## Problem 2

let $X$ and $Y$ be independent exponential random variables with parameters $\lambda$ and $\mu$ (that is, $\mathbb{E}(X)=$ $1 / \lambda$ and $\mathbb{E}(Y)=1 / \mu)$, and let $Z=\min (X, Y)$.
(a)

Show that $Z$ is independent of the event $X<Y$. In other words, show the event $Z \leq t$ is independent of $X<Y$ for all $t$.

Proof.

$$
\begin{aligned}
& \mathbb{P}(Z \leq t \mid X<Y)=\mathbb{P}(X \leq t \mid X<Y) \\
&=\frac{\mathbb{P}(X \leq t, X<Y)}{\mathbb{P}(X<Y)} \\
& \mathbb{P}(X \leq t, X<Y)=\int \mathbb{P}(x \leq t, x<Y \mid X=x) f_{X}(x) d x \\
& \stackrel{(*)}{=} \int \mathbf{1}_{x \leq t} \cdot \mathbb{P}(Y>x) f_{X}(x) d x \\
&=\int_{0}^{t} e^{-\mu x} \cdot \lambda e^{-\lambda x} d x \\
&=\frac{\lambda}{\lambda+\mu}\left(1-e^{-(\lambda+\mu) t}\right)
\end{aligned}
$$

(*) By the independence of $X$ and $Y$.

$$
\begin{aligned}
\mathbb{P}(X<Y) & =\int \mathbb{P}(X<y) f_{Y}(y) d y \\
& =\int_{0}^{\infty}\left(1-e^{-\lambda y}\right) \cdot \mu e^{-\mu y} d y \\
& =\frac{\lambda}{\lambda+\mu}
\end{aligned}
$$

According to what we computed above,

$$
\begin{aligned}
& \mathbb{P}(Z \leq t \mid X<Y)=1-e^{-(\lambda+\mu) t} \\
& \mathbb{P}(Z \leq t) \\
& =1-\mathbb{P}(Z>t) \\
& \quad=1-\mathbb{P}(Y>t) \mathbb{P}(X>t) \\
& \quad=1-e^{-(\lambda+\mu) t}
\end{aligned}
$$

(b)

Find the distribution of $\max (X-Y, 0)$.
Solution. For $t>0$

$$
\begin{aligned}
\mathbb{P}(\max (X-Y, 0) \leq t) & =\mathbb{P}(X-Y \leq t, X \geq Y)+\mathbb{P}(0 \leq t, X<Y) \\
& =\int_{0}^{\infty} \mathbb{P}(y \leq X \leq y+t) \cdot \mu e^{-\mu y} d y+\mathbb{P}(X<Y) \\
& =\int_{0}^{\infty}\left(e^{-\lambda y}-e^{-\lambda(y+t)}\right) \mu e^{-\mu y} d y \\
& =\frac{\mu}{\mu+\lambda}\left(1-e^{-\lambda t}\right)
\end{aligned}
$$

## Problem 3

Let $X_{1}, X_{2}, \ldots$ be iid with characteristic function $\psi$. Let $N$ be independent of the $X_{i}$ 's with $\mathbb{P}(N=n)=2^{-n}$ for all $n \geq 1$. Let $Y=\sum_{i=1}^{n} X_{i}$. Find the characteristic function of $Y$.

Solution.

$$
\begin{aligned}
\mathbb{E}\left(e^{i t Y}\right) & =\mathbb{E}\left(e^{i t \sum_{j}=1^{N} X_{j}}\right) \\
& =\mathbb{E}\left(\prod_{j=1}^{N} \mathbb{E}\left(e^{i t X_{j}}\right)\right) \\
& =\mathbb{E}\left(\psi(t)^{N}\right) \\
& =\sum_{n=1}^{\infty} \psi(t)^{n} 2^{-n} \\
& = \begin{cases}\frac{\psi(t)}{2-\psi(t)}, & |\psi(t) / 2|<1 \\
\infty, & \text { otherwise } .\end{cases}
\end{aligned}
$$

## Problem 4

$n \geq 4$ men, among whom are Alfred, Bill, Charles and David, stand in a row. Assume that all possible orderings of the men are equally likely.

## (a)

Find the probability that Charles stands somewhere between Alfred and Bill. (Note this does not mean they are necessarily adjacent - there might be other people between Alfred and Bill.)

Solution. Let $A, B, C, D$ denote Alfred, Bill, Charles, and David, respectively. And let $C_{A, B}$ denotes the event that Charles is between A and B. Now, since all the orderings are equally likely, to find the desired probability, we only need to consider the ordering for $A, B$, and $C$. They are: $A B C$, $A C B, B A C, B C A, C A B, C B A$. So

$$
\mathbb{P}\left(C_{A, B}\right)=\frac{1}{3}
$$

(b)

Find the probability that David stands somewhere between Alfred and Bill given that Charles stands somewhere between Alfred and Bill.

Solution. Again, we only need to consider the relative ordering of $A, B, C, D$. For the cases that $C, D$ are both between $A, B: A C D B, A D C B, B C D A, B D C A$

$$
\begin{aligned}
\mathbb{P}\left(D_{A, B} \mid C_{A, B}\right) & =\frac{\mathbb{P}\left(D_{A, B} \cap C_{A, B}\right)}{\mathbb{P}\left(C_{A, B}\right)} \\
& =\frac{\frac{4}{4!}}{\frac{1}{3}} \\
& =\frac{1}{2}
\end{aligned}
$$

(c)

Find the expected value and variance of the number of men out of $n$ who stand between Alfred and Bill. (Note Alfred and Bill themselves are not counted in this number.)

Solution. Let $X_{i}$ be the indicator function of ith person(not including $A$ and $B$ ) is between $A$ and $B$. Use the results from (a) and (b):

$$
\begin{aligned}
& \mathbb{E}\left(\sum_{i=1}^{n-2} X_{i}\right)=\sum_{i=1}^{n-2} \mathbb{E}\left(X_{i}\right) \\
&=\sum_{i=1}^{n-2} \mathbb{P}\left(X_{i}=1\right) \\
&=\frac{n-2}{3} \\
& \operatorname{Var}\left(\sum_{i=1}^{n-2} X_{i}\right)=\mathbb{E}\left(\sum_{i=1}^{n-2} X_{i}\right)^{2}-\left(\mathbb{E}\left(\sum_{i=1}^{n-2} X_{i}\right)\right)^{2} \\
&=\sum_{i=1}^{n-2} \mathbb{E}\left(X_{i}^{2}\right)+\sum i \neq j^{n-2} \mathbb{E}\left(X_{i} X_{j}\right)-\left(\frac{n-2}{3}\right)^{2} \\
&=\left(\frac{n-2}{3}\right)+\frac{1}{6} \cdot(n-2)(n-3)-\left(\frac{n-2}{3}\right)^{2}
\end{aligned}
$$

