
Numerical Analysis Preliminary Examination
Spring 2023

January 8, 2023

Problem 1. (20 points)

Suppose A ∈ Rn×n is symmetric and let ‖ · ‖F denote the Frobenius norm on Rn defined by

‖B‖2F =
n∑

i,j=1

B2
ij.

Given two integers 1 ≤ p < q ≤ n and an angle θ, let c = cos θ and s = sin θ and consider
the matrix G = G(p, q, θ) for which

Gkk = 1 k 6= p, q Gij = 0 i 6= j and (i, j) 6= (p, q) or (q, p)

Gpp = c Gpq = −s
Gqq = c Gqp = s

This matrix is shown below.

G = G(p, q, θ) =



1
1

. . .

c . . . −s
...

. . .
...

s . . . c
. . .

1
1


Consider the matrix B = GTAG. Notice, if i, j 6= p, q then Bij = Aij, if i 6= p, q then

Bip = cAip + sAiq

Biq = −sAip + cAiq,
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if j 6= p, q then

Bpj = cApj + sAqj

Bqj = −sApj + cAqj,

and

Bpp = c2App + 2csApq + s2Aqq

Bpq = Bqp = (c2 − s2)Apq + cs(−App + Aqq)

Bqq = c2Aqq − 2csApq + s2App.

Jacobi’s iterative method for finding the eigenvalues of A starts with the matrix A(0) = A.
For k = 1, 2, . . ., values of pk < qk and θk are chosen and the matrix A(k) = GTA(k−1)G is
constructed.

(a) (5 points) Show that, for all k, A(k) is symmetric, ‖A(k)‖2F = ‖A‖2F , and the eigenvalues
of A(k) are the same as the eigenvalues of A.

(b) (5 points) Given values of pk and qk, find a value of θk so that A
(k)
pkqk = 0.

(c) (5 points) Let A(k) = D(k) + E(k) where D(k) is diagonal and E(k) has zeros on the
diagonal. If θk is chosen as in part (b) then it is a straightforward calculation to see that

||E(k)||2F = ||E(k−1)||2F − 2
(
A(k−1)

pkqk

)2
.

(You do not need to show this.) Show that pk < qk can be chosen at each stage so that

‖E(k)‖2F ≤
(

1− 2

n2

)k

‖E(0)‖2F .

(d) (5 points) Let ε > 0 be given. Show there exists K such that for all k ≥ K, every
eigenvalue of A lies within ε of a diagonal element of A(k) and every diagonal element of A(k)

lies within ε of an eigenvalue of A.
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Problem 2. (20 points)

(a) (5 points) Suppose B ∈ Rn×n and consider the sequence defined by

x(k+1) = Bx(k) + d

where d ∈ Rn. Show the sequence converges for all d and all x(1) to a limit that is indepen-
dent of x(1) if and only if Bk → 0. Hint. Show that the matrix I −B is invertible if Bk → 0.

(b) (5 points) Suppose B ∈ Rn×n. Show that Bk converges to zero as k goes to infinity is
equivalent to the spectral radius of B being less than 1. Hint. Write SBS−1 = J , where J
is the Jordan form of B:

J =


J1

J2
. . .

Jr

 where Ji =


λi 1

λi 1
. . . 1

λi

 .
Also, write Ji = λiI +N where N is a nilpotent matrix and use the binomial theorem on Ji.

(c) (5 points) Let Ax = b, where A ∈ Rn×n is a non singular matrix. Use (b) to show that
if A is strictly row diagonally dominant then the Jacobi method converges for any arbitrary
choice of the initial value x(1). Hint: Recall that, for any induced norm, ρ(B) ≤ ‖B‖ where
ρ(B) denotes the spectral radius of B.

(d) (5 points) Let

A =

5 1 1
1 5 1
1 1 5

 and b =

7
7
7

 .
Apply two iterations of the Jacobi method to the system Ax = b starting at x(1) = (0, 0, 0)T .
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Problem 3. (20 points)

For n = 1, 2, ..., let {ϕn
j }nj=0 ⊂ C[0, 1] be given by ϕn

0 (x) = 1 − nx if x ∈ [0, 1
n
], ϕn

0 (x) = 0
otherwise, ϕn

n(x) = nx−n+ 1 if x ∈ [n−1
n
, 1], ϕn

n(x) = 0 otherwise, and for j = 1, 2, ..., n− 1,

ϕn
j (x) = nx− j + 1 if x ∈ [ j−1

n
, j
n
], ϕn

j (x) = j + 1− nx if x ∈ [ j
n
, j+1

n
], ϕn

j (x) = 0 otherwise.

(a) (2 points) Sketch the graphs of ϕn
j for j = 0, 1, 2, ..., n

(b) (4 points) Compute the Gramian matrix, Mn, considered as vectors in L2(0, 1), Mn
i,j =

〈ϕn
i , ϕ

n
j 〉L2(0,1) of {ϕn

j }nj=0.

(c) (3 points) Let S = span{ϕn
j }nj=0 and use part (b) to argue that {ϕn

j }nj=0 is in fact a basis
for the subspace S ⊂ L2(0, 1).

(d) (3 points) Let ϕ ∈ C[0, 1] be given and find an expression for Inϕ ∈ S, where In denotes
the interpolation operator on C[0, 1] with respect to the mesh {0, 1

n
, 2
n
, ..., n−1

n
, 1} on [0, 1];

that is, (Inϕ)( j
n
) = ϕ( j

n
), j = 0, 1, 2, ..., n.

(e) (3 points) Let ϕ ∈ L2(0, 1) be given and let P n be the orthogonal projection of L2(0, 1)
onto S. Then P nϕ =

∑n
j=0 bjϕ

n
j ∈ S, for some b = [b0, b1, ..., bn]T ∈ Rn+1. What is (i.e.

compute or provide an expression for) b ?

(f) (2 points) Given that for ϕ ∈ C2(0, 1), ‖Inϕ− ϕ‖L2(0,1) ≤ K0

n2 ‖D2ϕ‖L2(0,1) for some con-
stant K0, argue that ‖P nϕ− ϕ‖L2(0,1) is also O( 1

n2 ) for ϕ ∈ C2(0, 1).

(g) (3 points) Use (1) the fact that for ϕ ∈ C2(0, 1), ‖DInϕ−Dϕ‖L2(0,1) ≤ K0

n
‖D2ϕ‖L2(0,1),

(2) Part (f) above, and (3) the Schmidt inequality which states that∫ b

a

|Dpk(x)|2dx ≤ Ck

(b− a)2

∫ b

a

|pk(x)|2dx, k = 1, 2, 3, or

where pk is a polynomial of degree k and Ck is a constant that depends only on k, and not
on a, b or pk to argue that ‖DP nϕ − Dϕ‖L2(0,1) is also O( 1

n
) for ϕ ∈ C2(0, 1). Note: D

denotes the differentiation operator, D = d
dx

. (Hint: Use the fact that
∫ 1

0
=
∑n

j=1

∫ j
n
j−1
n

and

the triangle inequality and consider ‖DP nϕ−DInϕ‖L2(0,1).)

4


