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1. Let 𝐴 ∈ ℂ𝑛×𝑛 and let 𝐴𝑗 ∈ ℂ𝑛 𝑗 = 1,2,… , 𝑛 be the 𝑗𝑡ℎ column of 𝐴.  Show that  

|det 𝐴| ≤ ∏ ‖𝐴𝑗‖1
𝑛
𝑗=1 . 

               Hint: Let 𝐷 = 𝑑𝑖𝑎𝑔(‖𝐴1‖1, ‖𝐴2‖1, … , ‖𝐴𝑛‖1), and consider det𝐵, where 𝐵 = 𝐴𝐷−1. 

 

 

2. a)  Let 𝐴 ∈ ℝ𝑛×𝑛 be nonsingular and let 𝐴𝑗 ∈ ℝ𝑛 𝑗 = 1,2,… , 𝑛 be the 𝑗𝑡ℎ column of 𝐴.  Use 

Gram-Schmidt to show that 𝐴 = 𝑄𝑅, where 𝑄is orthogonal and 𝑅is upper triangular with 

‖𝐴𝑗‖2

2
= ∑ 𝑅𝑖,𝑗

2𝑗
𝑖=1         𝑗 = 1,2, … , 𝑛. 

 

b)  Given 𝐴, 𝑄, 𝑅 ∈ ℝ𝑛×𝑛as in part (a) above with 𝐴 = 𝑄𝑅, and given 𝑏 ∈ ℝ𝑛, perform an 

operation count (of multiplications only) for solving the linear system 𝐴𝑥 = 𝑏. 

 

 

 

3. Consider the constrained least squares problem: 

*  {
min

𝑥
||𝐴𝑥 − 𝑏||2

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  𝐶𝑥 = 𝑑
 

where the 𝑚 ×  𝑛 matrix 𝐴, the 𝑝 ×  𝑛 matrix 𝐶, and the vectors 𝑏 ∈  ℝ𝑚 and 𝑑 ∈  ℝ𝑝 are 

given. 

a) Show that the unconstrained least squares problem 
min

𝑥 
||𝐴𝑥 − 𝑏||2 

   is a special case of the constrained least squares problem *. 

 

b) Show that the minimum norm problem 

{
min

𝑥
||𝑥||2

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜  𝐶𝑥 = 𝑑
 

    is a special case of the constrained least squares problem *. 

c) By writing 𝑥 =  𝑥0 + 𝑁𝑧, show that solving the constrained least squares problem * is 
equivalent to solving an unconstrained least squares problem 

** min
𝑧

||�̃�𝑧 − �̃�||2 . 

    What are the matrices 𝑁 and �̃� and vectors 𝑥0 and �̃�? 

d) Use part c) to solve the constrained least squares problem * where  



                𝐴 = 
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,          𝑏 =  

[
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,           𝐶 = [
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4. Consider a stationary iteration method for solving a system of linear equations 𝐴𝑥 =
𝑏 given by 

𝑦𝑘 = 𝑥𝑘 + 𝜔0(𝑏 − 𝐴𝑥𝑘), 𝑥𝑘+1 = 𝑦𝑘 + 𝜔1(𝑏 − 𝐴𝑦𝑘). 
a) Show that the matrix 𝐵 defined by 𝑥𝑘+1 = 𝐵𝑥𝑘 + 𝑐 has the form 𝐵 = 𝜇𝑝(𝐴) where 

𝑝(𝜆) is a second order polynomial in 𝜆 with leading coefficient equal to 1. 
b) Show that the scaled Chebyshev polynomial 𝑇2(𝜆) = 𝜆2 − 1/2 has the property that 

1

2
= max

−1≤𝜆≤1
|𝑇2(𝜆)| ≤ max

−1≤𝜆≤1
|𝑞(𝜆)| 

for all second order polynomial 𝑞 with leading coefficient 1. 
c) If we know that matrix 𝐴 is Hermitian with eigenvalues in (−1, 1), find coefficients 

𝜔0 and 𝜔1 such that the proposed iterative scheme converges for any initial vector 
𝑥0. 

d) What could you do if the eigenvalues of the matrix 𝐴 is in (𝛼, 𝛽)to make the scheme 
convergent? 
 


