
Fall 2010 Math 541b Exam

1. Let p(x) and q(x) be two distinct density functions that are positive
on R.

(a) We define the Kullack Leibler divergence as

D(p||q) = Ep log
p(x)

q(x)
,

where Ep means taking the expectation under density p(x). Prove
that D(p||q) is strictly positive.

(b) Let X1, . . . , Xn be i.i.d. with density

p(x; θ) =

{
p(x) θ = 0
q(x) θ = 1.

For some fixed δ > 0, consider the testH0 : θ = 0 versusH1 : θ = 1
which has rejection region An given by

An = {(X1, . . . , Xn) : en(D(p||q)−δ) ≤
n∏
i=1

p(Xi)

q(Xi)
≤ en(D(p||q)+δ)}c.

Prove that the sequence of Type I errors P (An) tend to zero as
n→∞, where P (·) is the probability under p(x).

(c) WithQ(·) the probability under q(x), prove that the Type II errors
Q(Acn) satisfy

lim
δ→0

lim
n→∞

1

n
logQ(Acn) = −D(p||q).

2. Suppose that X follows a Poisson distribution P(θ), θ > 0. Let θ have
a Gamma Γ(p, λ) distribution.

(a) Show that the posterior distribution is Γ(p+ x, 1 + λ)

(b) Show that if we take the loss function as l(θ, a) = (a − θ)2, then
the Bayes estimate of θ is (p+ x)/(1 + λ).

(c) Find the Bayes estimate if the loss function is l(θ, a) = (a− θ)2/θ
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