
Fall 2012 Math 541B Exam 1

1. Let X1, . . . , Xn be a random sample from a distribution with variance Var(X1) = σ2 <∞, and let
Tn = Tn(X1, . . . , Xn) be some statistic.

(a) Write down an expression for the jackknife estimator Vn of Var(Tn) in terms of

Tn−1,i = Tn−1(X1, . . . , Xi−1, Xi+1, . . . , Xn), i = 1, . . . , n.

(b) Now let Tn = Xn = n−1
∑n

i=1Xi be the sample mean. Show that:

i. Var(Tn) = σ2/n

ii.

Wn =
1

n(n− 1)

n∑
i=1

(Xi −Xn)2

is an unbiased estimator of Var(Tn)
iii. Vn = Wn

2. Given

• an index set S;

• a distribution π = (πi) on S, and πi > 0 for all i ∈ S;

• a Markov chain on S with transition matrix Q = (qij), where qij > 0 for all i 6= j (the
reference chain).

We construct a new Markov chain whose transition matrix P = (pij) is given by

pij = qij
πj qji

πi qij + πj qji

(a) Show that

i. This new chain is reversible.
ii. The stationary distribution of this chain is π.

(b) Sketch an algorithm that generates random samples whose marginal distribution is π.


