
Fall 2012 Math 541A Exam 1

1. (a) Let X1, . . . , Xn ∼ Poisson(λ) be an i.i.d. sample. Find the method of moments estimate
λ̂MOM and the maximum likelihood estimate λ̂MLE of λ.

(b) Is λ̂MLE unbiased? Is it efficient?

(c) Give an example of a distribution where the MOM estimate and the MLE are different.

2. (a) Prove that, for any (possibly correlated) collection of random variables X1, . . . , Xk,
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(b) Construct an example with k ≥ 2 where equality holds in (1).


