EXERCISE SHEET 5

The exercise numeration aligns with the numbering system used in Chapter 5,
Chapter 6, Chapter 7 and Chapter 9 in the book “Introduction to Probability” by
David Anderson, Timo Seppalainen, and Benedek Valko.
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1. EXERCISES FROM CHAPTER 5

Suppose that the discrete variable X has moment generating function

1 1 1
Mx(t) = = 4+ —e 4 4 =&,
x(%) 5 + 36 + 66
(a) Find E[X].

(b) Find the probability mass function.

: The moment generating function of the random variable X is Mx(t) =

=D Find P(X = 4).
Hint: Recall the moment generating function of a Poisson random variable.

7: Suppose X ~ Exp(A) and Y = In(X). Find the probability density of Y.
9: Let X ~ Bin(n,p).

(a) Find the moment generating function Mx ().
(b) Use part (a) to find E[X], E[X?] and Var(X).

Suppose that X has moment generating function

M(t) = (é + %e_t>30 :

What is the distribution of X7

Let X ~ Unif[0, 1].

(a) Compute E[X"] = fol 2" d.

(b) Compute Mx(t). Find the Taylor series expansion of Mx (t) and identify
the coefficients.

Let X ~ Geom(p).
(a) Compute the moment generating function M (t) of X. Be careful about
the possibility that Mx (¢) might be infinite.
(b) Use the moment generating function to compute the mean and the vari-
ance of X.

Suppose that the random variable X has density function f(z) = Je~ll.
(a) Compute the moment generating function M (t) of X. Be careful about
the possibility that M (t) might be infinite.
(b) Use the moment generating function to compute the n-th moment of X.
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Let Y = aX + b where a,b € R. Express the moment generating function
My (t) in terms of Mx (t).
Let X ~ Exp(A). Find the moment generating function of Y = 3X — 2.

Let X ~ N(0,1) and Y = eX. The random variable Y is called log-normal
random variable. Find the probability density function of Y.

Let X ~ Unif[—1,2]. Find the probability density function of ¥ = X*.

Suppose U ~ Unif|0, 1]. Let Y = e™7. Find the probability density function
of Y.

2. EXERCISES FROM CHAPTER 6

Consider the triangle with vertices (0,0), (1,0), (0,1). Suppose that (X,Y")
is a uniformly chosen random point from this triangle.

(a) Find the marginal density functions of X and Y.

(b) Calculate the expectations E[X] and E[Y].

(c) Calculate E[XY].

: Consider the disk with radius ry centered at (0,0) and consider a point (X,Y)

chosen uniformly at random from such a disk. Determine whether random
variables X and Y are independent or not.

Let Z, W be independent standard normal random variables and —1 < p < 1.
Check that if X = Z and Y = pZ + /1 — p>W, then the pair (X,Y") has a

standard bivariate normal distribution with parameter p.

: Suppose that X and Y are integer-valued random variables with joint prob-

ability mass function given by

L for1<b<a<d4,

a,b) =4 da’
pxy(a.b) {0, otherwise.

Show that this is indeed a joint probability mass function.

)
b) Find the marginal probability mass functions of X and Y.
)
e

(a
((c Find P(X =Y + 1)
T

he joint probability mass function of the random variables (X,Y") is given
by

1 5
pxy(0,0) = pxy(0,1) = IR pxy(L1) =pxy(1,2) = 5
2 4
pxy(1,0) = Ith pxy(0,2) = T

(a) Find the marginal probability mass function of X and Y.

(b) Suppose Z and W are independent random variables and that Z and
X are equal to X and Y, respectively. Give the joint probability mass
function pzw of (Z, W).
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Let (X1, Xs, X3, X4) ~ Multinomial(n, 4, ¢, 3, 5, 2). Derive the joint proba-
bility mass function of X3, Xj.

Suppose that X and Y are random variables with joint density function

x4y, 0<z<y<2,
0, otherwise .

fxy(z,y) = {

(a) Check that fyy is a joint density function.
(b) Calculate the probability P(Y < 2X).
(¢) Find the marginal density function fy(y) of Y.

Let Xi,..., X, be independent random variables with the same cumulative
distribution function F. Let us assume that F'is continuous. Define

Z =min{Xy,..., X, }, W =max{Xy,...,X,}.

(a) Find the cumulative distribution functions Fz of Z and Fy, of W.

(b) Assume additionally that the random variables X7, ..., X,, are continu-
ous and have same probability density function f. Find the probability
density function fz of Z and fy of W.

(¢) Answer to (a) and (b) assuming that Xi,..., X, are i.id. and X; ~
Unif{0, 1].

3. EXERCISES FROM CHAPTER 7

: Suppose that X and Y are independent exponential random variables with

parameters A # p. Find the density function of X + Y.

Let X be an integer chosen uniformly at random from the set {1,...,n} and
let Y be an integer chosen uniformly at random from the set {1,...,m}.
Find the probability mass function of X 4+ Y.

4. EXERCISES FROM CHAPTER 9

: Let X ~ Exp(1/2).

(a) Use Markov’s inequality to find an upper bound for P(X > 6).
(b) Use Chebyshev’s inequality to find an upper bound for P(X > 6).

Let X ~ Poi(100).
(a) Use Markov’s inequality to find an upper bound for P(X > 120).
(b) Use Chebyshev’s inequality to find an upper bound for P(X > 120).
(c) Using the fact that, if Xi,..., X, are i.i.d. with X; ~ Poi(1), then
X1 +...+ X, ~ Poi(n), use the Central Limit Theorem to approximate
the value P(X > 120).

Let X1,..., X500 be ii.d. random variables with expected value 2 and vari-
ance 3. The random variables Y7, ..., Y50 are independent of X1, ..., X500,
also i.i.d., but they have expected value 2 and variance 2. Use the Central
Limit Theorem to estimate P(3°2%0 X; > 7% Y; 4 50).
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Hint: Use the Central Limit Theorem for the random variables X1 — Y7, Xo—
Yo, . ...



