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Some applications of the method require a coupling of $Y_{n}$ to a $Y_{n}^{\prime}$ possessing certain inconvenient properties, e.g. boundedness.
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Based on ideas from Bolthausen (1985) for the Combinatorial Central Limit Theorem, $A \in \mathbb{R}^{n \times n}, \pi \in \mathcal{S}_{n}$,

$$
Y=\sum_{i=1}^{n} a_{i, \pi(i)}
$$
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In both cases, $Y_{n}$ is the sum of (globally) dependent variables.
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When $Y=\sum_{i=1}^{n} X_{i}$, a sum of nonnegative random variables, we may construct $Y^{s}$ by choosing a summand proportional to its mean, i.e. $P(I=i)=E X_{i} / \mu$, replacing $X_{I}$ by $X_{I}^{s}$, and adjusting the remaining variables to have their conditional distribution given the new value.

If $X$ is a non-trivial Bernoulli random variable, $X^{s}=1$.
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$$
d_{1}(\mathcal{L}(W), \mathcal{L}(Z))=\int_{-\infty}^{\infty}|F(x)-G(x)| d x
$$

consider $h$ Lipschitz, satisfying $|h(y)-h(x)| \leq|y-x|$.
2. Kolmogorov distance

$$
d_{\infty}(\mathcal{L}(W), \mathcal{L}(Z))=\sup _{z \in \mathbb{R}}|F(x)-G(x)|
$$

consider $h(x)=\mathbf{1}(x \leq z)$ indicator functions.
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Term in integral yields probability of small interval, not of 'moment' type, but easy to bound when coupling is bounded.
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The coupling of $Y_{n}$ and $Y_{n}^{s}$ is not bounded. It is possible that the chosen vertex I had many edges, and all but $d$ of them were then removed in order for $I$ to attain degree $d$.
$V_{n}$ : Removing I and all its incident edges leaves an Erdős-Rényi random graph on $n-1$ vertices.
$J_{n}$ :The vertex $I$ and its degree $D(I)$ are independent of the reduced graph, yet

$$
\left|Y_{n}^{s}-Y_{n}\right| \leq 1+|d-D(I)| .
$$
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The multinomial occupancy problem is substantially more difficult than graph degree. The number of balls in the one, unlike the number of edges in the other, must remain fixed: compare removing a vertex connected to all other vertices, and removing an urn containing all balls.

Also has a substantially more difficult 'variance calculation.'
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Graph Degree: Kordecki (1990) case $d=0$, Neammanee and Suntadkarn (2009) (within $\epsilon$ ).

Occupancy: Englund (1981) $d=0$, Penrose (2009) $d=1$.
Chen and Rollin (2010) (quite general situations), within poly log.
Inductive method: Applied for the graph and occupancy situations obtains the correct rate for all $d \in\{0,1, \ldots$,$\} .$

## Cast of Main Characters: Occupancy

1. $Y_{n}$ : How many of the $m$ urns contain $d$ balls when $n$ balls are uniformly distributed.
2. $Y_{n}^{s}$ : Number of $m$ urns with $d$ balls after adding or removing balls from urn $I_{n}$, randomly selected, so that it has occupancy d.
3. $J_{n}$ : Identity $I_{n}$ of selected urn and its occupancy $M_{n}\left(I_{n}\right)$.
4. $K_{n}$ : Bound $1+\left|M_{n}\left(I_{n}\right)-d\right|$ the absolute number $\left|Y_{n}^{s}-Y_{n}\right|$ of urns whose occupancy is affected by adding or removing balls when forming $Y_{n}^{s}$.
5. $V_{n}$ : Number of urns other than $I_{n}$ with occupancy $d$.

$$
\mathcal{L}_{m}\left(V_{n} \mid J_{n}\right)=\mathcal{L}_{m-1}\left(Y_{n-M_{n}\left(I_{n}\right)}\right)
$$
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## Further Directions

Presently only the size bias coupling is handled. The inductive method can also be used for exchangeable pairs, and the more general G-coupling framework of Chen and Roellin, as well as with the zero bias coupling.

Should yield results on counts more general than number of urns with exactly $d$ balls, eg. numbers of urns with more than $d$ balls, or number of balls in excess of $d$ summed over all urns.

Also can be applied to more general statistics on the Erdős-Rényi graph.

