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Performance guarantees for estimates of unknowns in nonlinear compressed sensing models under
non-Gaussian measurements can be achieved through the use of distributional characteristics that are
sensitive to the distance to normality, and which in particular return the value of zero under Gaussian or
linear sensing. The use of these characteristics, or discrepancies, improves some previous results in this
area by relaxing conditions and tightening performance bounds. In addition, these characteristics are
tractable to compute when Gaussian sensing is corrupted by either additive errors or mixing.
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1. Introduction

Consider the nonlinear sensing model where (y1,a1), . . . ,(ym,am) in R×Rd are i.i.d. copies of an obser-
vation and sensing vector pair (y,a) satisfying

E[y|a] = θ(〈a,x〉), (1.1)

where a is composed of entry-wise independent random variables distributed as a, a mean zero, variance
one random variable. Throughout the paper we assume that the function θ : R→ R is measurable, and
x ∈ Rd is an unknown, non-zero vector lying in a closed set K ⊆ Rd . The goal is to recover x given
the measurement pairs {(yi,ai)}m

i=1. We note that the magnitude of x is unidentifiable under the model
(1.1) as θ(·) is unknown. Hence in the following, by absorbing a factor of ‖x‖ into θ , we may assume
‖x‖2 = 1 without loss of generality.

In [1], the authors consider model (1.1) under the one-bit sensing scenario where y1, . . . ,ym lie in
the two point set {−1,1} and θ : R→ [−1,1]. They demonstrate that despite θ being unknown and
potentially highly non-linear, performance guarantees can be provided for estimators x̂ of x without
additional knowledge of the structure of θ , and in a way that allows for non-Gaussian sensing.
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Nonlinear compressed sensing beyond the one-bit model has also been considered in previous works
under certain distribution assumptions. For example, [15] and [12] consider the nonlinear model (1.1)
with measurement vectors a being Gaussian and an elliptical symmetric distribution respectively. More
recently, [22] considers measurement vectors of general distribution via a score function method, under
the assumption that the full knowledge of the distribution function is known. We also mention that
the work [8] handles non-gaussian designs using the zero bias transform in order to study equivalences
between Generalized and Ordinary least squares.

In [1], consideration of the non-Gaussian case introduces some challenges, reflected in potentially
poor performance of the bounds, additional smoothness assumptions, and difficulties that may arise
when the unknown is extremely sparse. We show many of these difficulties can be overcome through
the introduction of various measures of the discrepancy between the sensing distribution of a and the
standard normal g. Though our main goal is to develop bounds that are sensitive to certain deviations
from normality, and which in particular recover the previous results for Gaussian sensing and linear
sensing as special cases, we also improve previous results by supplying explicit small constants in our
recovery bounds.

Regarding notation, we generally adhere to the principle that random variables appear in upper case,
but to be consistent with existing literature, and in particular with [1], we make an exception for the
components of the sensing vector, generically denoted by a and the Gaussian by g, and also for the
observed values, denoted by y. Vectors are in bold face.

1.1 Estimator and main result

Given the pairs {(yi,ai)}m
i=1 generated by the model (1.1), let

Lm(t) := ‖t‖2
2−

2
m

m

∑
i=1

yi 〈ai, t〉 for t ∈ K, (1.2)

which is an unbiased estimator of

L(t) := ‖t‖2
2−2E[y〈a, t〉]. (1.3)

As the components of a have mean zero, variance one and are independent, E
[
aaT
]
= Id×d , and there-

fore minimizing L(t) is equivalent to minimizing the quadratic loss E
[
(y−〈a, t〉)2

]
. Thus, we define

the estimator

x̂m := argmin
t∈K

Lm(t). (1.4)

For simplicity of notation, we will write

fx(t) :=
1
m

m

∑
i=1

yi 〈ai, t〉 . (1.5)

To state the main result, we need the following three definitions:

DEFINITION 1.1 (Gaussian mean width) For g∼N (0,Id×d), the Gaussian mean width of a set T ⊆Rd

is

ω(T ) = E
[

sup
t∈T
〈g, t〉

]
.
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REMARK 1.1 In [1], the definition of Gaussian mean width of a set T is taken to be

ω(T ) = E
[

sup
t∈T −T

〈g, t〉
]
,

where the supremum is over the Minkowski difference. Here, for ease of presentation, we adopt the
somewhat more “classical” Definition 1.1 that appears in earlier works in the literature, such as [17].
These two definitions are equivalent up to a constant as E

[
supt∈T −T 〈g, t〉

]
= 2E[supt∈T 〈g, t〉], which

can be seen using the symmetry of the distribution of g.

REMARK 1.2 (Measurability issue) The precise meaning of E[supt∈T X(t)] for an arbitrary process
{X(t)}t∈T is not clear if T is uncountable. In fact, for an uncountable index set T , the function
supt∈T X(t) might not be measurable. Letting (Ω ,E ,P) be the underlying probability space, well known
counter examples exist even in the case where X(·) is jointly measurable on the product space (Ω ×
T , E ⊗Ψ) (first constructed by Luzin and Suslin), where Ψ is a Borel σ -algebra on T . However,
when T is a Borel measurable subset of Rd (which is the case we are interested in) and X(·) is jointly
measurable on (Ω ×T , E ⊗Ψ), one can show that the supt∈T X(t) is always measurable.

Indeed, supt∈T X(t) is measurable if and only if the set {supt∈T X(t) > c} ∈ E for any c ∈ R. On
the other hand, {supt∈T X(t) > c} = PΩ{X(·) > c}, where for any set A ∈ Ω ×T , PΩ A := {ω ∈ Ω :
(ω, t) ∈ A} is the projection of the set A onto Ω . Then, the measurability comes from the following
theorem in [6]: If (Ω ,E ) is a measurable space and T is a Polish space, then, the projection onto Ω of
any product measurable subset of Ω ×T is also measurable.

DEFINITION 1.2 (ψq-norm) The ψq-norm of a real valued random variable X is given by

‖X‖ψq = sup
p>1

p−
1
q (E[|X |p])

1
p .

In particular, for q = 1 and q = 2 respectively, the value of ψq is called the subexponential and subgaus-
sian norm, and we say X is subexponential or subgaussian when ‖X‖ψ1 < ∞ or ‖X‖ψ2 < ∞.

The subgaussian q = 2 case of Definition 1.2 is the most important. Though here the ψ2-norm we
have chosen to use is based on comparing the growth of a distribution’s absolute moments to that of a
normal, definitions equivalent up to universal constants can also be stated in terms of comparisons of
tail decay or of the Laplace transform of X , among others.

REMARK 1.3 It is easily justified that ‖ · ‖ψq for q > 1 defines a norm with identification of almost
everywhere equal random variables. Here we only check the triangle inequality as it is immediate
that ‖ · ‖ψq is homogeneous and separates points. Indeed, for any two random variables X and Y , the
Minkowski inequality yields that

‖X +Y‖ψq = sup
p>1

p−
1
q (E[|X +Y |p])

1
p 6 sup

p>1
p−

1
q
(
(E[|X |p])

1
p +(E[|Y |p])

1
p
)
6 ‖X‖ψq +‖Y‖ψq .

DEFINITION 1.3 (Descent cone) The descent cone of a set T ⊆ Rd at any point t0 ∈T is defined as

D(T , t0) = {τh : τ > 0,h ∈T − t0}.

THEOREM 1.4 Let a = (a1, . . . ,ad) where a1, . . . ,ad are i.i.d. copies of a random variable a with a cen-
tered subgaussian distribution having unit variance, and let {(yi,ai)}m

i=1 be i.i.d. copies of the pair (y,a)
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where y, given by the sensing model (1.1), is assumed to be subgaussian. If K is a closed, measurable
subset of Rd and λx ∈ K where

λ = E[y〈a,x〉], (1.6)

then for all u> 2, with probability at least 1−4e−u, the estimator x̂m given by (1.4) satisfies

‖x̂m−λx‖2 6 2α +C0(‖a‖2
ψ2

+‖y‖2
ψ2
)

ω(D(K,λx)∩Sd−1)+u√
m

,

for all m> ω(D(K,x)∩Sd−1)2 and some constant C0 > 0, where

α = sup{|E[y〈a, t〉]−λ 〈x, t〉| , t ∈ Bd
2}, (1.7)

and Sd−1 and Bd
2 are the unit Euclidean sphere and ball in Rd , respectively.

We note that α = 0 under the conditions of Theorems 2.1 and 2.3, and also when θ is linear. Hence
Theorem 1.4 recovers results for the normal and linear compressed sensing models as special cases.

REMARK 1.4 At first glance it may seem surprising that the least squares type estimator (1.4), which is
well known to work when θ is linear, succeeds in such greater generality. The appearance of the factors
λ and α in (1.6) and (1.7), respectively, may also be non-intuitive. The following explanations may
shed some light.

First, regarding the scaling factor λ , one can easily verify that if θ(w) = µw, a linear function, then
λ = µ . Hence, in this case θ(〈a,x〉) = λ 〈a,x〉= 〈a,λx〉, which behaves as though the unknown vector
to be estimated has length λ , possibly different from one, the assumed length of x.

Next, we present Lemma 1.1, used later in the proof of Theorem 1.4, to give some intuition as to
why the proposed estimator succeeds when θ is non-linear. Let L be as in (1.3), the expectation of the
function Lm whose argument at the minimum defines the estimator x̂m.

LEMMA 1.1 For any t ∈ K, we have

L(t)−L(λx)> ‖t−λx‖2
2−2α‖t−λx‖2,

where λ and α are defined in (1.6) and (1.7), respectively.

Proof. For any t ∈ K,

L(t)−L(λx) = ‖t‖2
2−‖λx‖2

2−2E[y〈a, t−λx〉]
> ‖t‖2

2−‖λx‖2
2−2λ 〈t−λx,x〉−2α‖t−λx‖2

= ‖t−λx‖2
2−2α‖t−λx‖2,

where the inequality follows from (1.7). �
Hence, if one could minimize L instead of Lm (the difference in practice being controlled by a generic

chaining argument), when λx ∈ K, the set over which L is minimized, one obtains

‖x̂m−λx‖2
2 6 [L(x̂m)−L(λx)]+2α‖x̂m−λx‖2 6 2α‖x̂m−λx‖2, (1.8)

and therefore that

‖x̂m−λx‖2 6 2α.
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From the inequality in the proof of Lemma 1.1 one can see that α is the ‘price’ for replacing the
non-linearity inherent in y with a simpler inner product, as supported by the fact that α = 0 when θ

is linear. In addition, parts (a) and (b) of Theorem 2.1 to follow show that α is again zero when θ

is Lipschitz, or has bounded second derivative, and the sensing vector is composed of independent
Gaussian variables. Theorem 2.3 provides this same conclusion when θ is the sign function. Hence, in
these cases, minimizing L would lead to exact recovery.

As mentioned earlier, the length of the unknown vector x in (1.1) is not identifiable due to the
generality in θ that the model allows. However, if one has prior knowledge that ‖x‖2 = 1, the following
corollary to Theorem 1.4 shows that rescaling x̂m to have norm 1 gives an estimator of the true vector x.
The idea underlying the corollary was originally developed in [12].

COROLLARY 1.1 Let the conditions of Theorem 1.4 be in force, and suppose that ‖x‖2 = 1 and λ > 0.
Define the normalized estimator xm, as

xm :=

{
x̂m/‖x̂m‖2, if x̂m 6= 0,
0, if x̂m = 0.

Then there exists a constant C0 > 0 such that for all u> 2, with probability at least 1−4e−u,

‖xm−x‖2 6
4α

λ
+2C0(‖a‖2

ψ2
+‖y‖2

ψ2
)

ω(D(K,λx)∩Sd−1)+u
λ
√

m
,

whenever m> ω(D(K,x)∩Sd−1)2.

FIG. 1. Illustration of the geometric relation between the estimator x̂m and the true vector x.

Proof. By Theorem 1.4, we know that with probability at least 1−4e−u

‖x̂m−λx‖2 6 B where B = 2α +C0(‖a‖2
ψ2

+‖y‖2
ψ2
)

ω(D(K,λx)∩Sd−1)+u√
m

.
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Since λ > 0, it follows that on this event ∥∥∥∥ x̂m

λ
−x
∥∥∥∥

2
6

B
λ
.

Let ω ∈ [0,π) be the angle between x̂m and x (See Figure 1). First consider the case where either ω > π

2
or x̂m = 0. Then 〈x̂m,x〉6 0, and we have from the above inequality,

B
λ
>

∥∥∥∥ x̂m

λ
−x
∥∥∥∥

2
=
√
‖x̂m/λ‖2

2−2〈x̂m,x〉/λ +‖x‖2
2 > ‖x‖2 = 1.

Hence, applying the triangle inequality, we have

‖xm−x‖2 6 26
2B
λ

.

In the remaining case where ω < π

2 and x̂m 6= 0, as can be seen with the help of Figure 1,∥∥∥∥ x̂m

‖x̂m‖2
−x
∥∥∥∥

2
=

dist(x,span(x̂m))

cos(ω/2)
6

dist(x,span(x̂m))

cos(π/4)
6
‖x̂m/λ −x‖2

cos(π/4)
6

√
2B
λ

,

where dist(x,span(x̂m)) denotes the distance of the vector x to the linear span of x̂m, the first inequality
follows from ω < π

2 and the second inequality follows from the fact that x̂m
λ

is in the linear span of x̂m.
Combining the above two cases completes the proof. �

REMARK 1.5 We compare the result in Corollary 1.1 with Lemma 2.2 of [1], where a nearly identical
bound is presented under the additional assumptions that {yi}m

i=1 take values in {−1,1}, θ :R→ [−1,1],
that K lies in a unit Euclidean ball Bd

2 , and g∼N (0,1). Specifically, under the preceding assumptions
it is shown that

‖x̂m−x‖2 6
4α

λ
+C‖a‖ψ2

ω(K)+u
λ
√

m
,

with probability at least 1− 4e−u2
. Under the normality assumption 〈g,x〉 ∼N (0,1) and λ of (1.6)

specializes to E[gθ(g)]. Here, we are able to obtain a more general result that allows y to be sub-
gaussian rather than restricting it to lie in {−1,1}, which comes at the extra cost of a term that is of the
same order as previously existing ones in the bound, and in particular which vanish as m→ ∞. Lastly,
allowing y to be sub-gaussian, the variable y〈a, t〉 is sub-exponential for all t ∈ Rd , as opposed to being
sub-gaussian as in [1]. This additional generality necessitates a generic chaining argument to obtain the
sub-exponential concentration bound.

This paper is organized as follows. In Section 2 we introduce two measures of a distribution’s
discrepancy from the normal that have their roots in Stein’s method, see [5], [19]. The zero bias dis-
tribution is introduced first, being relevant for both Sections 2.1 and 2.2, that consider the cases where
θ is a smooth function, and the sign function, respectively. Section 2.1 further introduces a discrep-
ancy measure based on Stein coefficients, and Theorem 2.1 provides bounds on α of (1.7) in terms of
these two measures, when θ is Lipschitz and when it has a bounded second derivative. Section 2.1 also
defines two specific error models on the Gaussian, an additive one in (2.15), and the other via mixtures,
in (2.16). Theorem 2.2 shows the behavior of the bound on α in these two models as a function of the
amount ε ∈ [0,1] the Gaussian is corrupted, tending to zero as ε becomes small.
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Section 2.2 provides corresponding results when θ is the sign function, specifically in Theorems 2.3
and 2.4. Section 2.3 studies some relationships between the two discrepancy measures applied, and also
to the total variation distance. Theorem 1.4 is proved in Section 3. The presentation of the postponed
proofs of some results used earlier appear in an Appendix in Sections A and B.

2. Discrepancy bounds via Stein’s method

Here we introduce two measures of the sensing distribution’s proximity to normality that can be used to
bound α in (1.7). In Sections 2.1 and 2.2 we consider the cases where θ is a Lipschitz function, and the
sign function, respectively; the difference in the degree of smoothness in these two cases necessitates
the use of different ways of measuring the discrepancy to normality.

An observation that will be useful in both settings is that by definition (1.5), for any t ∈Rd , we have

E[ fx(t)] = E[y〈a, t〉] = E[E[y〈a, t〉|a]] = E[〈a, t〉θ(〈a,x〉)] = 〈vx, t〉
where vx = E[aθ(〈a,x〉)]. (2.1)

Specializing to the case where t = x, we may therefore express λ in (1.6) as

λ = 〈vx,x〉= E[〈a,x〉θ(〈a,x〉)]. (2.2)

In the settings of both Sections 2.1 and 2.2, we require facts regarding the zero bias distribution, and
depend on [13] or [5] for properties stated below. With L (·) denoting distribution, or law, given a mean
zero distribution L (a) with finite, non-zero variance σ2, there exists a unique law L (a∗), termed the
‘a-zero bias’ distribution, characterized by the satisfaction of

E[a f (a)] = σ
2E[ f ′(a∗)] for all Lipschitz functions f . (2.3)

The existence of the variance of a, and hence also its second moment, guarantees that the expectation
on the left, and hence also on the right, exists.

Letting

Lip1 = {g : R→ R satisfying |g(y)−g(x)|6 |y− x|},

we recall that the Wasserstein, or L1 distance between the laws L (X) and L (Y ) of two random variables
X and Y can be defined as

d1(L (X),L (Y )) = sup
f∈Lip1

|E f (X)−E f (Y )|,

or alternatively as

d1(L (X),L (Y )) = inf
(X ,Y )

E|X−Y | (2.4)

where the infimum is over all couplings (X ,Y ) of random variables having the given marginals. The
infimum is achievable for real valued random variables, see [16].

Now we define our first discrepancy measure by

γL (a) = d1(a,a∗). (2.5)
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Stein’s characterization [19] of the normal yields that L (a∗) = L (a) if and only if a is a mean zero
normal variable. Further, with some abuse of notation, writing γa for (2.5) for simplicity, Lemma 1.1 of
[11] yields that if a has mean zero, variance 1 and finite third moment, then

γa 6
1
2

E|a|3, (2.6)

so in particular γa <∞ whenever a has a finite third moment. In the case where Y1, . . . ,Yn are independent
mean zero random variables with finite, non-zero variances σ2

1 , . . . ,σ
2
n , having sum Y = ∑

n
i=1 Yi with

variance σ2, we may construct Y ∗ with the Y -zero biased distribution by letting

Y ∗ = Y −YI +Y ∗I where P[I = i] =
σ2

i
σ2 , (2.7)

where Y ∗i has the Yi-zero biased distribution and is independent of Yj, j 6= i, and where the random index
I is independent of {Yi,Y ∗i , i = 1, . . . ,n}. We will also make use of the fact that for any c 6= 0

L ((ca)∗) = L (ca∗). (2.8)

2.1 Lipschitz functions

When θ is a Lipschitz function inequality (2.12) of Theorem 2.1 below gives a bound on α in (1.7) in
terms of Stein coefficients. We say T is a Stein coefficient, or Stein kernel, for a random variable X with
finite, non zero variance when

E[X f (X)] = E[T f ′(X)] (2.9)

for all Lipschitz functions f . Specializing (2.9) to the cases where f (x) = 1 and f (x) = x we find

E[X ] = 0 and Var(X) = E[T ]. (2.10)

By Stein’s characterization [19], the distribution of X is normal with mean zero and variance σ2

if and only if T = σ2. Correspondingly, for unit variance random variables we will define our second
discrepancy measure as E|1−T |. If c is a non-zero constant and TX is a Stein coefficient for X , then
c2TX is a Stein coefficient for Y = cX . Indeed, with h(x) = f (cx) below we obtain changed g to h to
avoid confusion with normal

E[Y f (Y )] = cE[X f (cX)] = cE[Xh(X)] = cE[TX h′(X)]

= cE[cTX f ′(cX)] = E[c2TX f ′(Y )]. (2.11)

Stein coefficients first appeared in the work of [3], and were further developed in [4] for random vari-
ables that are functions of Gaussians; we revisit this later point in Section 2.3.

The following result considers two separate sets of hypotheses on the unknown function θ and the
sensing distribution a. The assumptions leading to the bound (2.12) require fewer conditions on θ and
more on a as compared to those leading to (2.13). That is, though Stein coefficients may fail to exist for
certain mean zero, variance one distributions, discrete ones in particular, the zero bias distribution here
exists for all. We note that by Stein’s characterization, when a is standard normal we may take T = 1 in
(2.12), and γa = 0 in (2.13), and hence α = 0 in both the cases considered in the theorem that follows.
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The bound (2.13) also returns zero discrepancy in the special case where θ is linear, and thus recovers
the results on linear compressed sensing [17] when combined with Theorem 1.4.

For a real valued function f with domain D let

‖ f‖= sup
x∈D
| f (x)|.

THEOREM 2.1 Let a be a mean zero, variance one random variable and set a = (a1, . . . ,ad) with
a1, . . . ,ad independent random variables distributed as a, and let α be as in (1.7).

(a) If θ ∈ Lip1 and a has Stein coefficient T , then

α 6 E|1−T |. (2.12)

(b) If θ possesses a bounded second derivative, then

α 6 ‖θ ′′‖γa. (2.13)

REMARK 2.1 In [1] the quantity α is bounded in terms of the total variation distance dTV(a,g) between
a and the standard Gaussian distribution g. In particular, for θ ∈C2, Proposition 5.5 of [1] yields

α 6 8(Ea6 +Eg6)1/2(‖θ ′‖+‖θ ′′‖)
√

dTV(a,g). (2.14)

In contrast, the upper bound (2.12) does not depend on any moments of a, requires θ to be only once
differentiable, and in typical cases where dTV(a,g) and E|1−T | are of the same order, that is, when the
upper bound in Lemma 2.5 is of the correct order, α in (2.12) is bounded by a first power rather than the
larger square root in (2.14).

When θ possesses a bounded second derivative, the upper bound (2.13) improves on (2.14) in terms
of constant factors, requirements on the existence of moments, and dependence on a first power rather
than a square root. In this case Lemma 2.6 shows dTV(a,g) and γa are of the same order when a has
bounded support

Measuring discrepancy from normality in terms of E|1−T | and γa also has the advantage of being
tractable when each component of the Gaussian sensing vector g has been independently corrupted at
the level of some ε ∈ [0,1] by a non Gaussian, mean zero, variance one distribution a. In the two models
we consider we let the sensing vector have i.i.d. entries, and hence only specify the distribution of its
components. The first model is the case of additive error, where each component of the sensing vector
is of the form

gε =
√

1− εg+
√

εa (2.15)

with a independent of g, with the second one being the mixture model where each component has been
corrupted due to some ‘bad event’ A that substitutes g with a so that

gε = g1Ac +a1A, (2.16)

where A occurs with probability ε , independently of g,a and a given Stein coefficient T for a. Since

E[T f ′(a)] = E[E[T |a] f ′(a)] (2.17)

we see that E[T |a] is a Stein coefficient for a. Hence, upon replacing T by E[T |a] only the independence
of A from {g,a} is required.
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Theorem 2.2 shows that under both scenarios (a) and (b) considered in Theorem 2.1, and further,
under both the additive and mixture models, the value α can be bounded explicitly in terms of a quantity
that vanishes in ε . Further, we note that both error models agree with each other, and with the model
of Theorem 2.1, when ε = 1, so that Theorem 2.2 recovers Theorem 2.1 when so specializing. We now
present Theorem 2.2 followed by its proof, then the proof of Theorem 2.1.

THEOREM 2.2 Under condition (a) of Theorem 2.1, under both the additive (2.15) and mixture (2.16)
error models, we have

α 6 εE|1−T |.

As regards the measure γa in (b) of Theorem 2.1, under the additive error model (2.15),

γgε
6 ε

3/2
γa, and when θ has a bounded second derivative, α 6 ε

3/2‖θ ′′‖γa, (2.18)

and under the mixture error model (2.16),

γgε
6 εγa, and when θ has a bounded second derivative, α 6 ε‖θ ′′‖γa. (2.19)

Proof: By the assumptions of independence and on the mean and variance of a and g, in both error mod-
els gε has mean zero and variance 1. As the components of the sensing vector are i.i.d. by construction,
the hypotheses on a in Theorem 2.1 holds.

First consider scenario (a) under the additive error model. If a random variable W is the sum of
two independent mean zero variables X and Y with finite variances and Stein coefficients TX and TY
respectively, then for any Lipshitz function f one has

E[W f (W )] = E[(X +Y ) f (X +Y )] = E[X f (X +Y )]+E[Y f (X +Y )]

= E[TX f ′(X +Y )]+E[TY f ′(X +Y )] = E[(TX +TY ) f ′(X +Y )]

= E[TW f ′(W )] where TW = TX +TY ,

showing that Stein coefficients are additive for independents summands. In particular, now also using
(2.11), we see that the Stein coefficient Tε for gε in (2.15) is given by Tε = 1− ε + εT , where T is the
given Stein coefficient for a. As 1−Tε = ε(1−T ), the first claim of the lemma follows by applying
Theorem 2.1.

For the mixture model, by the independence between A and {a,g,T},

E[gε f (gε)] = (1− ε)E[g f (g)]+ εE[a f (a)] = (1− ε)E[ f ′(g)]+ εE[T f ′(a)]

= E[1Ac f ′(g)+T 1A f ′(a)] = E[1Ac f ′(gε)+T 1A f ′(gε)] = E[Tε f ′(gε)] where Tε = 1Ac +T 1A.

Hence the bound just shown for the additive model is seen to hold also for the mixture model by applying
Theorem 2.1 and observing that 1−Tε = 1A(1−T ) and recalling the independence between T and A.

Now consider scenario (b) under the additive error model.this paragraph rewritten for clarity Identity
(2.7) says one may construct the zero bias distribution of a sum of independent terms by choosing
a summand proportional to its variance and replacing it by a variable independent of the remaining
summands and having the chosen summands’ zero bias distribution, where the replacement is done
independent of all else. As the two summands in (2.15) have variance 1− ε and ε , we choose them for
replacement with these probabilities, respectively. Hence, letting B be the event that a is chosen, we see

g∗ε = (
√

1− εg∗+
√

εa)1Bc +(
√

1− εg+
√

εa∗)1B =
√

1− εg+
√

ε (a1Bc +a∗1B) ,
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has the gε -zero bias distribution, where for the first equality we have applied (2.8), yielding (
√

1− εg)∗=d√
1− εg∗ and likewise (εa)∗ =d εa∗, and used that the standard normal is a fixed point of the zero bias

transformation for the second. In addition, we construct a∗ to have the a-zero bias distribution, be inde-
pendent of g and B, and achieve the infimum d1(L (a),L (a∗)) in (2.4), that is, giving the coupling that
minimizes E|a∗−a|.

We now obtain

g∗ε −gε =
√

1− εg+
√

ε (a1Bc +a∗1B)− (
√

1− εg+
√

εa) =
√

ε(a∗−a)1B.

As the Wasserstein distance is the infimum (2.4) over all couplings between g and gε , using that B is
independent of a and a∗, we have

γgε
= d1(gε ,g∗ε)6 E|g∗ε −gε |=

√
εE|a∗−a|P(B) = ε

3/2
γa.

The proof of (2.18), the first claim under (b), can now be completed by applying (2.13).
Continuing under scenario (b), again consider the mixture model (2.16). By Theorem 2.1 of [11], as

Var(a) = Var(g), the variable

g∗ε = g∗1Ac +a∗1A = g1Ac +a∗1A

has the gε zero bias distribution, where we again take g∗ and a∗ as in the previous construction. Hence,
arguing as for the additive error model, we obtain the bound

γgε
6 E|g∗ε −gε |= E[|a∗−a|1A] = εγa.

The second claim under (b) now follows as the first. 2

Proof of Theorem 2.1. Recalling that x is a unit vector, for any t∈ Bd
2 the vectors x and v = t−〈x, t〉x are

perpendicular. If v 6= 0 set x⊥ to be the unit vector in direction v, and let x⊥ be zero otherwise. These
vectors produce an orthogonal decomposition of any t ∈ Bd

2 as

t = 〈x, t〉x+
〈

x⊥, t
〉

x⊥. (2.20)

Defining

Y = 〈a,x〉 and Y⊥ =
〈

a,x⊥
〉
,

using the decomposition (2.20) in (2.1), and the expression for λ in (2.2) yields

E[ fx(t)] = E[〈a, t〉θ(〈a,x〉)] = 〈x, t〉E [〈a,x〉θ(〈a,x〉)]+
〈

x⊥, t
〉

E
[〈

a,x⊥
〉

θ(〈a,x〉)
]

= λ 〈x, t〉+
〈

x⊥, t
〉

E
[
Y⊥θ(Y )

]
.

As
∥∥x⊥

∥∥
2 and ‖t‖2 are at most one, applying the Cauchy-Schwarz inequality we obtain moved from

below to be used in both cases

|E[ fx(t)]−λ 〈x, t〉|6
∣∣∣∣ E
[
Y⊥θ(Y )

]∣∣∣∣ . (2.21)
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We determine a Stein coefficient for Y⊥ as follows. For Ti Stein coefficients for ai, independent
and identically distributed as the given T for all i = 1, . . . ,d, by conditioning on Y − xiai, a function of
{a j, j 6= i} and therefore independent of ai, using the scaling property (2.11) we have

E[x⊥i aiθ(Y )] = E
[
x⊥i aiθ(xiai +(Y − xiai))

]
= E

[
x⊥i xiTiθ

′(xiai +(Y − xiai))
]

= E
[
x⊥i xiTiθ

′(Y )
]
. (2.22)

Hence

E[Y⊥θ(Y )] =
d

∑
i=1

E[x⊥i aiθ(Y )] = E[TY⊥θ
′(Y )]

where TY⊥ =
d

∑
i=1

x⊥i xiTi =
d

∑
i=1

x⊥i xi(Ti−1), (2.23)

where the last equality follows from
〈
x,x⊥

〉
= 0.

Now from (2.21) and (2.23) we have

|E[ fx(t)]−λ 〈x, t〉|6 |E[TY⊥θ
′(Y )]|

6 E|TY⊥ |6
d

∑
i=1
|x⊥i xi|E|T −1|6 ‖x⊥‖2‖x‖2E|T −1|6 E|T −1|,

using θ ∈ Lip1 in the second inequality, followed by (2.23) again and the Cauchy-Schwarz inequality,
noting that ‖x⊥‖2 6 1 and ‖x‖2 = 1. Hence we obtain

|E[ fx(t)]−λ 〈x, t〉|6 E|T −1| for all t ∈ Bd
2 ,

which completes the proof of (2.12) in light of the definition (1.7) of α .
In a similar fashion, if θ is twice differentiable with bounded second derivative, then in place of

(2.22), for every i = 1, . . . ,d we may write

E[x⊥i aiθ(Y )] = E
[
x⊥i aiθ(xiai +(Y − xiai))

]
= E

[
x⊥i xiθ

′(xia∗i +(Y − xiai))
]
,

where ai,a∗i are constructed on the same space to be an optimal coupling, in the sense of achieving the
infimum of E|a∗−a|. Hence,

E[Y⊥θ(Y )] =
d

∑
i=1

E[x⊥i aiθ(Y )] =
d

∑
i=1

E
[
x⊥i xiθ

′(xia∗i +(Y − xiai))
]

=
d

∑
i=1

E
[
x⊥i xi(θ

′(xia∗i +(Y − xiai))−θ
′(Y ))

]
=

d

∑
i=1

E
[
x⊥i xi(θ

′(xia∗i +(Y − xiai))−θ
′(xiai +(Y − xiai)))

]
, (2.24)

where in the third inequality we have used 〈x⊥,x〉= 0, as in (2.23).
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The proof of (2.13) is completed by applying (2.21) and (2.24) to obtain

|E[ fx(t)]−λ 〈x, t〉|6
∣∣∣E[Y⊥θ(Y )]

∣∣∣6 ‖θ ′′‖ d

∑
i=1

E
∣∣∣x⊥i x2

i (a
∗
i −ai)

∣∣∣6 ‖θ ′′‖γa

d

∑
i=1

∣∣∣x⊥i x2
i

∣∣∣
6 ‖θ ′′‖γa

d

∑
i=1

∣∣∣x⊥i xi

∣∣∣6 ‖θ ′′‖γa,

where we have applied the mean value theorem for the second inequality, the fact that the infimum in
(2.4) is achieved for the third, that ‖x‖2 = 1 for the fourth, and the Cauchy-Schwarz inequality for the
last. 2

2.2 Sign function

In this section we consider the case where θ is the sign function given by

θ(x) =
{
−1 x < 0

1 x> 0.

The motivation comes from the one bit compressed sensing model, see [1] for a more detailed discus-
sion. The following result shows how α of (1.7) can be bounded in terms of the discrepancy measure γa
introduced in Section 2.1. Throughout this section set

c1 =
√

2/π−1/2.

We continue to assume that the unknown vector x has unit Euclidean length.
In the following, we say a random variable a is symmetric if the distributions of a and −a are equal.

THEOREM 2.3 Let θ be the sign function, a have a symmetric distribution, and γa as defined in (2.5).
If ‖x‖3

3 6 c1/γa and ‖x‖∞ 6 1/2, then α defined in (1.7) satisfies

α 6
(
10γaE|a|3‖x‖∞

)1/2
. (2.25)

Under the condition that ‖x‖∞ 6 c/E|a|3 for some c > 0, Proposition 4.1 of [1] yields the existence
of a constant C such that

α 6CE|a|3‖x‖1/2
∞ . (2.26)

Theorem 2.3 improves (2.26) by introducing the factor of γa in the bound, thus providing a right hand
side that takes the value 0 when a is normal. Applying the inequality γa 6 E|a|3/2 in (2.6) to (2.25) in
the case where a has finite third moment recovers (2.26) with C assigned the specific value of

√
5.

In terms of the total variation distance between a and the Gaussian g, Proposition 5.2 in [1] provides
the bound

α 6C(Ea4)1/8dTV(a,g)1/8

depending on an unspecified constant and an eighth root. For distributions where γa is comparable to
the total variation distance, see Section 2.3, the bound of Theorem 2.3 would be preferred as far as its
dependence on the distance between a and g, and is also explicit.
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Now we derive bounds on α defined in (1.7) for the two error models introduced in Section 2.1. As
in Theorem 2.2, the bounds vanish as ε tends to zero. We note that Theorem 2.3 is recovered as the
special case ε = 1 for both models considered. For comparison, in view of the relation between (2.25)
of Theorem 2.3 and (2.26), for these error models the bounds one obtains from the latter are the same
as the ones below, but with the factor γa replaced by C =

√
5 by virtue of (2.6), and with the cubic term,

which gives a bound on the third absolute moment of the ε-contaminated distribution, appearing outside
the square root.

THEOREM 2.4 In the additive and mixture error models (2.15) and (2.16), the bound of Theorem 2.3
becomes, respectively

α 6

10ε
3/2

γa

√1− ε

(√
8
π

)1/3

+
√

εE
[
|a|3
]1/3

3

‖x‖∞


1/2

and

α 6

10εγa

((1− ε)

√
8
π

)1/3

+E
[
ε|a|3

]1/3

3

‖x‖∞


1/2

.

We first demonstrate the proof of Theorem 2.3, starting with a series of lemmas.

LEMMA 2.1 For any mean zero, variance 1 random variable a, and any x ∈ Bd
2 ,∣∣∣∣∣〈vx,x〉−

√
2
π

∣∣∣∣∣6 γa‖x‖3
3, (2.27)

where vx = E[aθ(〈a,x〉)] as in (2.1).

The inequality in Lemma 2.1 should be compared to Lemma 5.3 of [1], where the bound on the
quantity in (2.27) is in terms of the fourth root of the total variation distance between a and g and their
fourth moments.

Proof: It is direct to verify that E|g|=
√

2/π for g∼N (0,1). In Lemma A.1 in Appendix B, we show
that when taking f to be the unique bounded solution to the Stein equation

f ′(x)− x f (x) = |x|−
√

2
π
, (2.28)

we have ‖ f ′′‖∞ = 1, where ‖ · ‖∞ is the essential supremum. Hence for a mean zero, variance one
random variable Y , using that sets of measure zero do not affect the integral below, we have

|E|Y |−E|g||= |E[ f ′(Y )−Y f (Y )]|= |E[ f ′(Y )− f ′(Y ∗)]|=
∣∣∣∣E[∫ Y ∗

Y
f ′′(u)du

]∣∣∣∣
6 ‖ f ′′‖∞E|Y ∗−Y |= E|Y ∗−Y |,

where Y ∗ is any random variable on the same space as Y , having the Y -zero biased distribution.
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As θ is the sign function

〈vx,x〉= E[〈a,x〉θ(〈a,x〉)] = E|〈a,x〉| and hence

∣∣∣∣∣〈vx,x〉−
√

2
π

∣∣∣∣∣= |E|〈a,x〉|−E|g||.

For the case at hand, let Y = 〈a,x〉 = ∑
n
i=1 xiai, where a1, . . . ,an are independent and identically

distributed as a, having mean zero and variance 1 and recall ‖x‖2 = 1. Then with P[I = i] = x2
i , taking

(ai,a∗i ) to achieve the infimun in (2.4), that is, so that E|a∗i −ai|= d1(ai,a∗i ), by (2.7) we obtain

E|Y ∗−Y |= E|xI(a∗I −aI)|=
n

∑
i=1
|xi|3γai = γa‖x‖3

3,

as desired. 2

We now provide a version of Lemma 4.4 of [1] in terms of γa and specific constants.

LEMMA 2.2 The vector vx in (2.1) satisfies ‖vx‖2 6 1, and if ‖x‖3
3 6 c1/γa where c1 =

√
2/π − 1/2,

then
1
2
6 ‖vx‖2.

Proof: The upper bound follows as in the proof Lemma 4.4 in [1]. Slightly modifying the lower bound
argument there through the use of Lemma 2.1 for the second inequality below we obtain

‖vx‖2 = ‖vx‖2‖x‖2 > |〈vx,x〉|>
√

2
π
− γa‖x‖3

3 >

√
2
π
− c1 = 1/2.

2

Next we provide a version of Lemma 4.5 of [1] with the explicit constant 2, following the proof
there, and impose a symmetry assumption on a that was used implicitly.

LEMMA 2.3 If ‖x‖∞ 6 1/2 and a has a symmetric distribution then the vector vx in (2.1) satisfies

‖vx‖∞ 6 2E|a|3‖x‖∞.

Proof: By the symmetry of a we assume without loss of generality that x j > 0 for all j = 1, . . . ,d when
considering the inner product S = 〈a,x〉. For a given coordinate index i let S(i) = 〈a,x〉− aixi. Using
symmetry again in the second equality below and setting τ2

i = ∑k 6=i x2
k , for fixed r > 0 we obtain

|Eθ(S(i)+ rxi)|= |P[S(i) >−rxi]−P[S(i) <−rxi]|

= |P[S(i) >−rxi]−P[S(i) > rxi]|= P[|S(i)|6 rxi] = P[|S(i)|/τi 6 rxi/τi]

6 P[|g|6 rxi/τi]+ |P[|S(i)|/τi 6 rxi/τi]−P[|g|6 rxi/τi]|.

The hypothesis ‖x‖∞ 6 1/2 implies τ2
i > 3/4. Hence, using the supremum bound on the standard

normal density for the first term and that
√

8/3π 6 1, the Berry-Esseen bound of [18] with constant
0.56 on the second term, noting 0.56(4/3)3/2 6 1, and that ‖x‖3

3 6 ‖x‖∞ since ‖x‖2 = 1, we obtain

|E[rθ(S(i)+ rxi)]|6 r2xi + |r|‖x‖∞E|a|3.
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Considering now the ith coordinate of vx = E[aθ(〈a,x〉)], using E|a|6 (Ea2)1/2 = 16 (E|a|3)1/3 6
E|a|3, we have

|E[aiθ(〈a,x〉)]|= |E[aiθ(S(i)+aixi)]|6 xi +‖x‖∞E|a|3 6 2E|a|3‖x‖∞.

A similar computation yields this same result when r < 0. 2

Proof of Theorem 2.3: We follow the proof of Proposition 4.1 of [1]. By Lemma 2.2 we see vx 6= 0, and
defining z = vx/‖vx‖2, from Lemmas 2.2 and 2.3

‖z‖∞ =
‖vx‖∞

‖vx‖2
6 2‖vx‖∞ 6 4E|a|3‖x‖∞.

Hence, first using the triangle inequality together with the fact that |θ(·)| = 1, with the equality
following holding because θ is the sign function, and the second inequality following from Lemma 2.1,
we obtain

‖vx‖2 = 〈vx,z〉= E[θ(〈a,x〉)〈a,z〉]6 E[|〈a,z〉|] = E[θ(〈a,z〉)〈a,z〉]6
√

2
π
+ γa‖z‖∞

6

√
2
π
+4γaE|a|3‖x‖∞. (2.29)

Next, using (2.1), we bound |E[ fx(t)]−λ 〈x, t〉 |= | 〈vx, t〉−λ 〈x, t〉 |. By the Cauchy-Schwartz inequal-
ity, now taking t ∈ Bd

2 ,

|〈vx, t〉−λ 〈x, t〉|2 = |〈vx−λx, t〉|2 6 ‖vx−λx‖2.

Furthermore, by (2.2), we have 〈vx,x〉= λ , thus

‖vx−λx‖2 = ‖vx‖2
2−λ

2 +2λ (λ −〈vx,x〉) = (‖vx‖2−λ )(‖vx‖2 +λ )6 2(‖vx‖2−λ )

= 2

(
‖vx‖2−

√
2
π
+

√
2
π
−λ

)
6 10γaE|a|3‖x‖∞,

where we have applied Lemma 2.2 in the first inequality and the last inequality follows from (2.29),
Lemma 2.1 and that E|a|3 > 1. Now taking a square root finishes the proof. 2

Proof of Theorem 2.4: Under the additive error model (2.15), by Minkowski’s inequality

E
[
|gε |3

]1/3
= E

[
|
√

1− εg+
√

εa|3
]1/3
6
√

1− εE
[
|g|3
]1/3

+
√

εE
[
|a|3
]1/3

=
√

1− ε

(√
8
π

)1/3

+
√

εE
[
|a|3
]1/3

.

Using this inequality and (2.18) in Theorem 2.3 gives the discrepancy bound in the additive error case.
For the mixture model (2.16), again by Minkowski’s inequality,

E
[
|gε |3

]1/3
= E

[
|g1Ac +a1A|3

]1/3
6 E

[
(1− ε)|g|3

]1/3
+E

[
|εa|3

]1/3

=

(
(1− ε)

√
8
π

)1/3

+E
[
ε|a|3

]1/3
.

Using this inequality and (2.19) in Theorem 2.3 gives the discrepancy bound in the mixed error case. 2
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2.3 Relations between Measures of Discrepancy

We have considered two methods for handling non-Gaussian sensing, the first using Stein coefficients
and the second by the zero bias distribution. In this section we discuss some relations between these
two, and also their connections to the total variation distance dTV(·, ·) appearing in the bound of [1] and
discussed in Remark 2.1.

The following result appears in Section 7 of [10].

LEMMA 2.4 If a is a mean zero, variance 1 random variable, and a∗ has the a-zero biased distribution,
then

dTV(a,g)6 2dTV(a,a∗). (2.30)

The following related result is from [4].

LEMMA 2.5 If the mean zero, variance 1 random variable a has Stein coefficient T , then

dTV(a,g)6 2E|1−T |,

where g∼N (0,1).

Since E[T f ′(a)] = E[E[T |a] f ′(a)], if T is a Stein coefficient for a then so is h(a) = E[T |a]. Intro-
ducing this Stein coefficient in the identity that characterizes the zero bias distribution a∗, we obtain

E[ f ′(a∗)] = E[a f (a)] = E[h(a) f ′(a)].

Hence, when such a T exists h(a) is the Radon Nikodym derivative of the distribution of a∗ with respect
to that of a, and in particular L (a∗) is absolutely continuous with respect to L (a). When a is a mean
zero, variance one random variable with density p(a) whose support is a possibly infinite interval, then
using the form of the density p∗(a) of a∗ as given in [13], we have

p∗(y) = E[a1(a > y)] and h(y) =
p∗(y)
p(y)

1(p(y)> 0) =
E[a1(a > y)]

p(y)
1(p(y)> 0), (2.31)

and hence,

E|1−h(a)|=
∫

y:p(y)>0

∣∣∣∣ 1− p∗(y)
p(y)

∣∣∣∣ p(y)dy =
∫
R
|p(y)− p∗(y)|dy = dTV(a,a∗),

and the upper bounds in Lemmas 2.5 and 2.4 are equal. Overall then, in the case where the Stein
cofficient of a random variable is given as a function of the random variable itself, the discrepancy
measure considered in Theorem 2.2 under part (a) of Theorem 2.1 is simply the total variation distance
between a and a∗, while that under part (b), and in Section 2.2 when θ(·) is specialized to be the sign
function, is the Wasserstein distance.

Due to a result of [4], Stein coefficients can be constructed in some generality when a = F(g) for
some differentiable function F : Rn→ R of a standard normal vector g in Rn. In this case

T =
∫

∞

0
e−t〈∇F(g), Ê(∇F(gt))〉dt

is a Stein coefficient for a where gt = e−tg+
√

1− e−2t ĝ, with ĝ an independent copy of g, and Ê
integrating over ĝ, that is, taking conditional expectation with respect to g.
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To provide a concrete example of a Stein coefficient, a simple computation using the final equality
of (2.31) shows that if a has the double exponential distribution with variance 1, that is, with density

p(y) =
1√
2

e−
√

2|y| then h(y) =
1
2
(1+
√

2|y|).

In this case

E|1−h(a)|= E|1−
√

2a|1(a > 0) =
1
e
.

The following result provides a bound complementary to (2.30) of Lemma 2.4, which when taken
together show that dTV(a,a∗) and dTV(a,g) are of the same order in general for distributions of bounded
support.

LEMMA 2.6 If a is a mean zero, variance one random variable with density p(y) supported in [−b,b]
then

dTV(a,a∗)6 (1+b2)dTV(a,g).

Proof: With p∗(y) the density of a∗ given by (2.31), we have

dTV(a,a∗) =
∫
[−b,b]

|p(y)− p∗(y)|dy =
∫
[−b,b]

(p(y)− p∗(y))φ(y)dy = Eφ(a)−Eφ(a∗),

where

φ(y) =
{

1 p(y)> p∗(y)
−1 p(y)< p∗(y).

Setting

f (y) =
∫ y

0
φ(u)du and q(y) = φ(y)− y

∫ y

0
φ(u)du,

we have f ′(y) = φ(y), and using (2.3) to yield E[q(g)] = 0 we obtain

dTV(a,a∗) = E[ f ′(a)− f ′(a∗)] = E[ f ′(a)−a f (a)] = Eq(a)−Eq(g).

For y ∈ [−b,b] we have |q(y)|6 |φ(y)|+ |y|
∫ y

0 |φ(u)|du6 1+b2, hence

dTV(a,a∗)6 (1+b2)dTV(a,g),

as claimed. 2

3. Proof of Theorem 1.4

So far, we have shown that the penalty α for non-normality in (1.7) of Theorem 1.4 can be bounded
explicitly using discrepancy measures that arise in Stein’s method. In this section, we focus on proving
Theorem 1.4 via a generic chaining argument that is the crux to the concentration inequality applied.

Recall that by (1.2), (1.4) and (1.5),

x̂m = argmin
t∈K

(
‖t‖2

2−2 fx(t)
)
.
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In order to demonstrate that x̂m is a good estimate of λx, we need to control the mean of fx(·) in
(1.5), and the deviation of fx(·) from its mean. As shown is the previous section, the mean of fx(·) can
be effectively characterized through the introduced discrepancy measures. The deviation is controlled
by the following lemma.

LEMMA 3.1 (Concentration) Let T := D(K,λx)∩Sd−1. Under the assumptions of Theorem 1.4, for
all u> 2 and m> ω(T )2,

P
[

sup
t∈T
| fx(t)−E[ fx(t)]|>C0(‖a‖2

ψ2
+‖y‖2

ψ2
)

ω(T )+u√
m

]
6 4e−u,

where C0 > 0 is a fixed constant1.

The proof of this lemma, provided in the next subsection, is based on the improved chaining tech-
nique introduced in [7]. We now show that once Lemma 3.1 is proved how Theorem 1.4 follows without
much overhead.

Using Lemma 1.1 for the first inequality, we have

‖x̂m−λx‖2
2 6L(x̂m)−L(λx)+2α‖x̂m−λx‖2

=L(x̂m)−Lm(x̂m)+Lm(x̂m)−Lm(λx)+Lm(λx)−L(λx)+2α‖x̂m−λx‖2

=−2(Em[y〈a, x̂m〉]− fx(x̂m))+Lm(x̂m)−Lm(λx)+2(Em[y〈a,λx〉]− fx(λx))
+2α‖x̂m−λx‖2

62 | fx(x̂m−λx)−Em[y〈a, x̂m−λx〉]|+Lm(x̂m)−Lm(λx)+2α‖x̂m−λx‖2,

where Em[·] is the conditional expectation given {(ai,yi)}m
i=1. Since x̂m solves (1.4) and λx ∈ K, it

follows that Lm(x̂m)−Lm(λx)6 0. Thus,

‖x̂m−λx‖2
2 6 2 | fx(x̂m−λx)−Em[y〈a, x̂m−λx〉]|+2α‖x̂m−λx‖2.

Since x̂m−λx ∈ D(K,λx), dividing both sides by ‖x̂m−λx‖2, the conclusion holding trivially should
this norm be zero, using the fact that for any fixed t ∈ Rd , E[y〈a, t〉] = E[ fx(t)] gives

‖x̂m−λx‖2 6 2 sup
t∈T
| fx(t)−E[ fx(t)]|+2α.

Now applying Lemma 3.1 finishes the proof of Theorem 1.4.

3.1 Preliminaries

In addition to chaining, we need the following notions and propositions; we recall the ψq norms from
Definition 1.2.

DEFINITION 3.1 (Subgaussian random vector) A random vector X ∈ Rd is subgaussian if the random
variables 〈X,z〉,z ∈ Sd−1 are subgaussian with uniformly bounded subgaussian norm. The correspond-
ing subgaussian norm of the vector X is then given by

‖X‖ψ2 = sup
z∈Sd−1

‖〈X,z〉‖ψ2 .

1Since the set K is closed, the set D(K,λx)∩Sd−1 ⊆Rd is also closed and thus Borel measurable. By taking T = D(K,λx)∩
Sd−1 ⊆ Rd in Remark 1.2, we have that the supremum is indeed measurable in the probability space (Ω , E , P).
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The proof of the following two propositions are shown in the Appendix.

PROPOSITION 3.2 If both X and Y are subgaussian random variables, then XY is an subexponential
random variable satisfying

‖XY‖ψ1 6 2‖X‖ψ2‖Y‖ψ2 .

PROPOSITION 3.3 If a is a subgaussian random vector with covariance matrix Σ , then

σmax(Σ)6 2‖a‖2
ψ2
,

where σmax(·) denotes the maximal singular value of a matrix.

In addition, we need the following fact that a vector of d independent subgaussian random variables
is subgaussian.

PROPOSITION 3.4 (Lemma 5.24 of [21]) Consider a random vector a ∈ Rd , where each entry ai is an
i.i.d. copy of a centered subgaussian random variable a. Then, a is a subgaussian random vector with
norm ‖a‖ψ2 6C‖a‖ψ2 where C is a absolute positive constant.

3.2 Proving Lemma 3.1 via Generic Chaining

Throughout this section, C denotes an absolute constant whose value may change at each occurrence.
The following notions are necessary ingredients in the generic chaining argument. Let (T ,d) be a
metric space. If Al ⊆Al+1 ⊆T for every l > 0 we say {Al}∞

l=0 is an increasing sequence of subsets of
T . Let N0 = 1 and Nl = 22l

, ∀l > 1.

DEFINITION 3.5 (Admissible sequence) An increasing sequence of subsets {Al}∞
l=0 of T is admissible

if |Al |6 Nl for all l > 0.

Essentially following the framework of Section 2.2 of [20], for each subset Al , we define πl : T →
Al as the closest point map πl(t) = argmins∈Al d(s, t), ∀t ∈ T . Since each Al is a finite set, the
minimum is always achievable. If the argmin is not unique a representative is chosen arbitrarily. The
Talagrand γ2-functional is defined as

γ2(T ,d) := inf sup
t∈T

∞

∑
l=0

2l/2d(t,πl(t)), (3.1)

where the infimum is taken with respect to all admissible sequences.
Though there is no guarantee that γ2(T ,d) is finite, the following majorizing measure theorem tells

us that its value is comparable to the supremum of a certain Gaussian process.

LEMMA 3.2 (Theorem 2.4.1 of [20]) Consider a family of centered Gaussian random variables {G(t)}t∈T
indexed by T , with the canonical distance

d(s, t) = E
[
(G(s)−G(t))2]1/2

, ∀s, t ∈T .

Then for a universal constant L that does not depend on the covariance of the Gaussian family, we have

1
L

γ2(T ,d)6 E
[

sup
t∈T

G(t)
]
6 Lγ2(T ,d).
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For T ⊆Rd and d(x,y) = ‖x−y‖2 we write γ2(T ) to denote γ2(T ,‖·‖2) defined in (3.1). Defining
the Gaussian process G(t) = 〈g, t〉 , t ∈T , with g∼N (0,Id×d) we have

E
[
(G(t)−G(s))2]1/2

= ‖t− s‖2, ∀t,s ∈T .

When T is bounded we may conclude that ω(T )<∞ directly from Definition 1.1, and Lemma 3.2 then
implies that Gaussian mean width ω(T ) and γ2(T ) are of the same order, i.e. there exists a universal
constant L> 1 independent of T such that

1
L

γ2(T )6 ω(T )6 Lγ2(T ). (3.2)

Define
Z(t) = fx(t)−E[ fx(t)],

where fx(t) is as defined in (1.5) and

Z(t) =
1
m

m

∑
i=1

εiyi〈ai, t〉,

where εi, i = 1, . . . ,m are Rademancher variables taking values uniformly in {1,−1}, independent of
each other and of {yi,ai, i = 1,2, . . . ,m}.

The majority of the proof of Lemma 3.1 is devoted to showing that

P
[

sup
t∈T
|Z(t)|>C(‖a‖2

ψ2
+‖y‖2

ψ2
)

ω(T )+u√
m

]
6 e−u for u> 2,m> ω(T )2, (3.3)

where C > 0 is a constant. Once (3.3) is justified, by the fact u> 2, we have

P
[

sup
t∈T
|Z(t)|>C(‖a‖2

ψ2
+‖y‖2

ψ2
)

ω(T )+1√
m

u
]
6 e−u for u> 2,m> ω(T )2.

By Lemma A.4, with p = 1 and k = 1, we have

E
[

sup
t∈T
|Z(t)|

]
6C(‖a‖2

ψ2
+‖y‖2

ψ2
)

ω(T )+1√
m

Thus, invoking the first bound in the symmetrization lemma, Lemma A.2,

E
[

sup
t∈T

∣∣Z(t)∣∣]6 2E
[

sup
t∈T
|Z(t)|

]
6C(‖a‖2

ψ2
+‖y‖2

ψ2
)

ω(T )+1√
m

.

We may then finish the proof of Lemma 3.1 using the fact that u > 2, the second bound in the sym-
metrization lemma with β = (2C(‖a‖2

ψ2
+‖y‖2

ψ2
)ω(T )+u)/

√
m, and (3.3), which together imply

P
[

sup
t∈T

∣∣Z(t)∣∣>C(‖a‖2
ψ2

+‖y‖2
ψ2
)

ω(T )+u√
m

]
6 4P

[
sup
t∈T
|Z(t)|>C(‖a‖2

ψ2
+‖y‖2

ψ2
)

ω(T )+u√
m

]
6 4e−u.
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The rest of the section is devoted to the proof of (3.3). Pick t0 ∈T so that {t0}= A0 ⊆A1 ⊆A2 ⊆
A3 ⊆ ·· · is an admissible sequence satisfying

sup
t∈T

∞

∑
l=0

2l/2d(t,πl(t))6 2γ2(T ), (3.4)

where we recall πl is the closest point map from T to Al , and the constant 2 on the right hand side
of the inequality is introduced to handle the case where the infimum in the definition of γ2(T ) is not
achieved. Then, for any t ∈T , we write Z(t)−Z(t0) as a telescoping sum, i.e.

Z(t)−Z(t0) =
∞

∑
l=1

Z(πl(t))−Z(πl−1(t)) =
∞

∑
l=1

1
m

m

∑
i=1

εiyi 〈ai,πl(t)−πl−1(t)〉 . (3.5)

Note that this telescoping sum converges with probability 1 because the right hand side of (3.4) is finite.
Then, following ideas in [7], we fix an arbitrary positive integer p and let lp := blog2 pc. Specializing

(3.5) to the case t0 = πlp(t) we obtain, with probability one, that

Z(t)−Z(πlp(t)) =
∞

∑
l=lp+1

Z(πl(t))−Z(πl−1(t)) =
∞

∑
l=lp+1

1
m

m

∑
i=1

εiyi 〈ai,πl(t)−πl−1(t)〉 . (3.6)

We split the outer index of summation in (3.6) into the following two sets

I1,p := {l > lp : 2l/2 6
√

m} and I2,p := {l > lp : 2l/2 >
√

m}.

On the coarse scale I1,p, we have the following lemma:

LEMMA 3.3 (Coarse scale chaining) For all p> 1 and u> 2, there exists a constant c > 0 such that the
inequality

sup
t∈T

∣∣∣∣∣ ∑
l∈I1,p

Z(πl(t))−Z(πl−1(t))

∣∣∣∣∣6 4(
√

2+1)‖a‖ψ2‖y‖ψ2

u√
m

γ2(T ),

holds with probability at least 1− ce−pu/4.

Proof. We assume I1,p is non-empty, else the claim is trivial. By Proposition 3.2 and Definition 3.1, for
any i ∈ {1,2, · · · ,m} we have

‖εiyi〈ai,πl(t)−πl−1(t)〉‖ψ1 6 2‖a‖ψ2‖y‖ψ2‖πl(t)−πl−1(t)‖2.

Thus, for each l ∈ I1,p, applying Bernstein’s inequality (Lemma A.6) to

Z(πl(t))−Z(πl−1(t)) =
1
m

m

∑
i=1

εiyi 〈ai,πl(t)−πl−1(t)〉 ,

an average of independent subexponential random variables, we have that for all v> 1,

P

[
|Z(πl(t))−Z(πl−1(t))|> 2‖a‖ψ2‖y‖ψ2

(√
2v√
m

+
v
m

)
‖πl(t)−πl−1(t)‖2

]
6 2e−v.
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Let v = 2lu for some u> 2. Using that 2l/2 6
√

m since l ∈ I1,p, and that u>
√

u, we have

P
[
|Z(πl(t))−Z(πl−1(t))|> 2‖a‖ψ2‖y‖ψ2(

√
2+1)

u√
m

2l/2‖πl(t)−πl−1(t)‖2

]
6 2exp(−2lu). (3.7)

Now for every l ∈ I1,p and t ∈T define the event

Ωl,t =

{
ω : |Z(πl(t))−Z(πl−1(t))|> 2(

√
2+1)‖a‖ψ2‖y‖ψ2

u√
m

2l/2‖πl(t)−πl−1(t)‖2

}
,

and let Ω :=
⋃

l∈I1,p
⋃

t∈T Ωl,t. As Al = {πl(t)}t∈T contains at most 22l
points, it follows that the union

over t∈T in the definition of Ω can be written as a union over at most 22l+1
indices. Hence, with u> 2,

Lemma A.3 with k = 1 may now be invoked to yield

P

 ⋃
l∈I1,p,t∈T

Ωl,t

6 ce−pu/4,

for some c > 0. Thus, on the event Ω c, we have

sup
t∈T

∣∣∣∣∣ ∑
l∈I1,p

Z(πl(t))−Z(πl−1(t))

∣∣∣∣∣6 sup
t∈T

∑
l∈I1,p

|Z(πl(t))−Z(πl−1(t))|

6 sup
t∈T

2(
√

2+1)‖a‖ψ2‖y‖ψ2

u√
m ∑

l∈I1

2l/2‖πl(t)−πl−1(t)‖2

6 sup
t∈T

2(
√

2+1)‖a‖ψ2‖y‖ψ2

u√
m

∞

∑
l=1

2l/2‖πl(t)−πl−1(t)‖2

64(
√

2+1)‖a‖ψ2‖y‖ψ2

u√
m

γ2(T ),

where the last inequality follows from (3.4), finishing the proof. �
For the finer scale chaining, we will apply the following lemma whose proof is in the appendix.

LEMMA 3.4 For any t ∈ Rd , u> 1 and 2l/2 >
√

m, we have

P

( 1
m

m

∑
i=1
〈ai, t〉2

)1/2

>

√
5+3

√
2‖a‖ψ2

√
u
m

2l/2‖t‖2

6 2exp(−2lu).

LEMMA 3.5 (Finer scale chaining) Let

Ym =

∣∣∣∣∣ 1
m

m

∑
i=1

y2
i −E

[
y2]∣∣∣∣∣ .

Then for all p> 1, with probability at least 1− ce−pu/4

sup
t∈T

∣∣∣∣∣ ∑
l∈I2,p

Z(πl(t))−Z(πl−1(t))

∣∣∣∣∣6 2
√

5+3
√

2
(

Y 1/2
m +

√
2‖y‖ψ2

)
‖a‖ψ2

√
u
m

γ2(T ),

with some constant c > 0 and u> 2.
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Proof. For any p> 1, l ∈ I2,p and t ∈T , by the Cauchy-Schwarz inequality,

|Z(πl(t))−Z(πl−1(t))|=

∣∣∣∣∣ 1
m

m

∑
i=1

εiyi〈ai,πl(t)−πl−1(t)〉

∣∣∣∣∣
6

(
1
m

m

∑
i=1

y2
i

)1/2

·

(
1
m

m

∑
i=1
|〈ai,πl(t)−πl−1(t)〉|2

)1/2

Since y is subgaussian, E
[
y2
]
6 2‖y‖2

ψ2
. Thus,

(
1
m

m

∑
i=1

y2
i

)1/2

=

(
1
m

m

∑
i=1

y2
i −E

[
y2]+E

[
y2])1/2

6 Y 1/2
m +

√
2‖y‖ψ2 .

Furthermore, by Lemma 3.4, for any l ∈ I2,p, we have

P

( 1
m

m

∑
i=1
|〈ai,πl(t)−πl−1(t)〉|2

)1/2

>

√
5+3

√
2‖a‖ψ2

√
u
m

2l/2‖πl(t)−πl−1(t)‖2

6 2exp(−2lu).

Thus, combining the above two inequalities,

P
[
|Z(πl(t))−Z(πl−1(t))|>

√
5+3

√
2
(

Y 1/2
m +

√
2‖y‖ψ2

)
‖a‖ψ2

√
u
m

2l/2‖πl(t)−πl−1(t)‖2

]
6 2exp(−2lu).

The rest of the proof follows a standard chaining argument similar to the proof of Lemma 3.3 after (3.7)
and is not repeated here for brevity. �

Now we are ready to prove Lemma 3.1, for which we have already demonstrated the sufficiency of
(3.3).
Proof of (3.3). First, for all p> 1 and u> 2, by Lemma 3.5, with probability at least 1− ce−pu/4,

sup
t∈T

∣∣∣∣∣ ∑
l∈I2,p

Z(πl(t))−Z(πl−1(t))

∣∣∣∣∣
62
√

5+3
√

2Y 1/2
m ‖a‖ψ2

√
u
m

γ2(T )+2
√

8+6
√

2‖a‖ψ2‖y‖ψ2

√
u
m

γ2(T )

6Ym +(5+3
√

2)‖a‖2
ψ2

u
m

γ2(T )2 +2
√

8+6
√

2‖a‖ψ2‖y‖ψ2

√
u
m

γ2(T ),

where we applied the inequality 2ab6 a2 +b2 on the first term. Then, combining with Lemma 3.3, we
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have with probability at least 1− ce−pu/4,

sup
t∈T

∣∣Z(t)−Z(πlp(t))
∣∣

6 sup
t∈T

∣∣∣∣∣ ∑
l∈I1,p

Z(πl(t))−Z(πl−1(t))

∣∣∣∣∣+ sup
t∈T

∣∣∣∣∣ ∑
l∈I2,p

Z(πl(t))−Z(πl−1(t))

∣∣∣∣∣
6 Ym +(5+3

√
2)‖a‖2

ψ2

u
m

γ2(T )2 +2
√

8+6
√

2‖a‖ψ2‖y‖ψ2

√
u
m

γ2(T )

+4(
√

2+1)‖a‖ψ2‖y‖ψ2

u√
m

γ2(T )

6 Ym +(5+3
√

2)‖a‖2
ψ2

u
m

γ2(T )2 +

(√
8+6

√
2+2(

√
2+1)

)
2‖a‖ψ2‖y‖ψ2

u√
m

γ2(T ).

By the conditions in (3.3) we have m > ω(T )2. Using inequality (3.2) on the relation between
ω(T ) and γ2(T ) gives m > γ2(T )2/L2. Thus, γ2(T )2/m 6 Lγ2(T )/

√
m, and the second term is

bounded by

(5+3
√

2)L‖a‖2
ψ2

u√
m

γ2(T ).

For the last term we apply the bound 2‖a‖ψ2‖y‖ψ2 6 ‖a‖2
ψ2

+‖y‖2
ψ2

Thus, with probability at least
1− ce−pu/4,

sup
t∈T

∣∣Z(t)−Z(πlp(t))
∣∣6 Ym +C

(
‖a‖2

ψ2
+‖y‖2

ψ2

) uγ2(T )√
m

,

for the constant

C = 5L+2+(3L+2)
√

2+
√

8+6
√

2.

By Proposition 3.4, ‖a‖ψ2 6C‖a‖ψ2 for some constant C. Thus, with probability at least 1− ce−pu/4,
for some constant C large enough,

sup
t∈T

∣∣Z(t)−Z(πlp(t))
∣∣6 Ym +C

(
‖a‖2

ψ2
+‖y‖2

ψ2

) uγ2(T )√
m

,

or, equivalently

ξ 6C
(
‖a‖2

ψ2
+‖y‖2

ψ2

) uγ2(T )√
m

where ξ = max
{

sup
t∈T

∣∣Z(t)−Z(πlp(t))
∣∣−Ym,0

}
.

Invoking Lemma A.4 with k = 1, for all 16 p < ∞

E[ξ p]1/p 6C
(
‖a‖2

ψ2
+‖y‖2

ψ2

) γ2(T )√
m

.

Since

ξ >max
{

sup
t∈T

∣∣Z(t)−Z(πlp(t))
∣∣ ,0}−Ym = sup

t∈T

∣∣Z(t)−Z(πlp(t))
∣∣−Ym

> sup
t∈T
|Z(t)|− sup

t∈T

∣∣Z(πlp(t))
∣∣−Ym,
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and ξ and Ym are both non-negative, by Minkowski’s inequality it follows that

E
[(

sup
t∈T
|Z(t)|

)p]1/p

6 E
[(

ξ + sup
t∈T

∣∣Z(πlp(t))
∣∣+Ym

)p]1/p

6 E[ξ p]1/p +E
[(

sup
t∈T

∣∣Z(πlp(t))
∣∣)p]1/p

+E[Y p
m ]

1/p

6C
(
‖a‖2

ψ2
+‖y‖2

ψ2

) γ2(T )√
m

+E
[(

sup
t∈T

∣∣Z(πlp(t))
∣∣)p]1/p

+E[Y p
m ]

1/p. (3.8)

For the second term, we have

E
[(

sup
t∈T

∣∣Z(πlp(t))
∣∣)p]

6 ∑
t∈Alp

E[|Z(t)|p]6 |Alp | sup
t∈T

E[|Z(t)|p]6 2p sup
t∈T

E[|Z(t)|p],

where the first inequality follows from the fact that πlp(·) can only take values in Alp , and the last
inequality follows from the fact that lp = blog2 pc. On the other hand, applying Proposition 3.4, yielding
that ‖a‖ψ2 6C‖a‖ψ2 , and Proposition 3.2, by a direct application of Bernstein’s inequality (Lemma A.6)
we have, for any fixed t ∈T ,

P
[
|Z(t)|> 2C‖y‖ψ2‖a‖ψ2(1+

√
2)

pu√
m

]
6 2e−pu, whenever pu> 0.

Hence, applying Lemma A.4 with k = 1, for all 16 p < ∞,

E[|Z(t)|p]1/p 6
C‖y‖ψ2‖a‖ψ2 p√

m
,

for all t ∈T and some constant C > 0. Thus,

E
[(

sup
t∈T

∣∣Z(πlp(t))
∣∣)p]1/p

6
2C‖y‖ψ2‖a‖ψ2 p√

m
6

C
(
‖y‖2

ψ2
+‖a‖2

ψ2

)
p

√
m

. (3.9)

Now consider E
[
Y p

m
]1/p, the final term in (3.8), recalling that Ym = 1

m ∑
m
i=1(y

2
i −E

[
y2

i
]
). Applying

Proposition 3.2, we have

‖y2
i −E

[
y2

i
]
‖ψ1 6 ‖y

2
i ‖ψ1 +E

[
y2

i
]
6 2‖yi‖2

ψ2
+2‖yi‖2

ψ2
= 4‖y‖2

ψ2
.

Thus, using Bernstein’s inequality and Lemma A.4 as before, we obtain

Pr
[
Ym > 4(1+

√
2)‖y‖2

ψ2

pu√
m

]
6 2e−pu, ∀pu> 0.

and

E[Y p
m ]

1/p 6
C‖y‖2

ψ2
p

√
m

6
C
(
‖y‖2

ψ2
+‖a‖2

ψ2

)
p

√
m

. (3.10)
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Combining (3.8), (3.9) and (3.10) gives

E
[(

sup
t∈T
|Z(t)|

)p]1/p

6
C
(
‖y‖2

ψ2
+‖a‖2

ψ2

)
(γ2(T )+ p)

√
m

,

for some constant C > 0. Since this inequality holds for any p > 1, applying Lemma A.5 with k = 1
yields

P
[

sup
t∈T
|Z(t)|>C(‖y‖2

ψ2
+‖a‖2

ψ2
)

γ2(T )+u√
m

]
6 e−u.

The proof of (3.3) is now completed by invoking Lemma 3.2, which gives γ2(T ) 6 Lω(T ) for some
constant L> 1. �

A. Additional lemmas

The following lemma is one version of the contraction principle; for a proof see [14]:

LEMMA A.1 Let F : [0,∞)→ [0,∞) be convex and nondecreasing. Let {ηi} and {ξi} be two symmetric
sequences of real valued random variables such that for some constant C > 1 for every i and t > 0 we
have

P[|ηi|> t]6C ·P[|ξi|> t].

Then, for any finite sequence {xi} in a vector space with semi-norm ‖ · ‖,

E

[
F

(∥∥∥∥∥∑i
ηixi

∥∥∥∥∥
)]
6 E

[
F

(
C ·

∥∥∥∥∥∑i
ξixi

∥∥∥∥∥
)]

.

REMARK A.1 Though Lemma 4.6 of [14] states the contraction principle in a Banach space, the proofs
of Theorem 4.4 and Lemma 4.6 of [14] hold for vector spaces under any semi-norm.

The following symmetrization lemma is the same as Lemma 4.6 of [1].

LEMMA A.2 (Symmetrization) Let

Z(t) = fx(t)−E[ fx(t)] where fx(t) =
1
m

m

∑
i=1

yi〈ai, t〉,

and

Z(t) =
1
m

m

∑
i=1

εiyi〈ai, t〉,

where {εi : 16 i6m} is a collection of Rademacher random variables, each uniformly distributed over
{−1,1}, and independent of each other and of {yi,ai : 16 i6m}. Then for any measurable set T ⊂Rd ,

E
[

sup
t∈T
|Z(t)|

]
6 2E

[
sup
t∈T
|Z(t)|

]
,

and for any β > 0

P
[

sup
t∈T
|Z(t)|> 2E

[
sup
t∈T
|Z(t)|

]
+β

]
6 4P

[
sup
t∈T
|Z(t)|> β/2

]
.
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LEMMA A.3 (Lemma A.4 of [7]) Fix 16 p < ∞, 0 < k < ∞, u> 2 and lp := blog2 pc. For every l > lp,
let Jl be an index set such that |Jl |6 22l+1

, and
{

Ωl,i
}

i∈Jl
a collection of events satisfying

P
[
Ωl,i
]
6 2exp(−2luk), ∀i ∈ Jl .

Then there exists an absolute constant c6 16 such that

P
[
∪l>lp ∪i∈Jl Ωl,i

]
6 cexp(−puk/4).

LEMMA A.4 (Lemma A.5 of [7]) Fix 1 6 p < ∞ and 0 < k < ∞. Let β > 0 and suppose that ξ is a
nonnegative random variable such that for some c,u∗ > 0,

P [ξ > βu]6 cexp(−puk/4), ∀u> u∗.

Then for a constant c̃k > 0 depending only on k,

E[ξ p]1/p 6 β (c̃kc+u∗).

LEMMA A.5 (Proposition 7.11 of [9]) If X is a non-negative random variable satisfying

E[X p]1/p 6 b+ap1/k ∀p> 1,

for positive real numbers a and k, and b> 0, then, for any u> 1,

P
[
X > e1/k(b+au)

]
6 exp(−uk/k).

Finally, for the following result see Theorem 2.10 of [2].

LEMMA A.6 (Bernstein’s inequality) Let X1, · · · ,Xm be a sequence of independent, mean zero random
variables. If there exist positive constants σ and D such that

1
m

m

∑
i=1

E[|Xi|p]6
p!
2

σ
2Dp−2, p = 2,3, · · ·

then for any u> 0,

P

[∣∣∣∣∣ 1
m

m

∑
i=1

Xi

∣∣∣∣∣> σ√
m

√
2u+

D
m

u

]
6 2exp(−u).

If X1, · · · ,Xm are all subexponential random variables, then, σ and D can be chosen as σ = 1
m ∑

m
i=1 ‖Xi‖ψ1

and D = maxi ‖Xi‖ψ1 .

B. Additional proofs

With g a standard normal variable, we begin by considering the solution f to (2.28), the special case of
the Stein equation

f ′(x)− x f (x) = h(x)−Eh(g), (A.1)

with the specific choice of test function h(x) = |x|.
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LEMMA A.1 The solution f of (2.28) satisfies ‖ f ′′‖= 1.

Proof. In general, when f solves (A.1) for a given test function h(·) then − f (−x) solves (A.1) for
h(−·). As in the case at hand h(x) = |x|, for which h(−x) = h(x), it suffices to show that 06 f (x)6 1
for all x > 0, over which range (2.28) specializes to

f ′(x)− x f (x) = x−
√

2
π
. (A.2)

Taking derivative on both sides yields

f ′′(x)− f (x)− x f ′(x) = 1,

and combining the above two equalities gives

f ′′(x) = (1+ x2) f (x)+ x

(
x−
√

2
π

)
+1. (A.3)

On the other hand, solving (A.2) via integrating factors gives, for all x > 0,

f (x) =−ex2/2
∫

∞

x

(
z−
√

2
π

)
e−z2/2dz =−1+2ex2/2

∫
∞

x

e−z2/2
√

2π
dz =

−1+2ex2/2(1−Φ(x)), (A.4)

where Φ(·) is the cumulative distribution function of the standard normal.
For any x > 0, by classical upper and lower tail bounds for Φ(·), we have

x√
2π(1+ x2)

6 ex2/2(1−Φ(x))6min
{

1
2
,

1
x
√

2π

}
,

which in turn implies, using (A.3) and (A.4), that for all x > 0

06 f ′′(x)6min

{
x

(
x−
√

2
π

)
+1,

1
x

√
2
π

}
.

Handling the cases 0 < x 6
√

2/π and x >
√

2/π separately, we see 0 6 f ′′(x) 6 1 for all x > 0, as
desired. �
Proof of Proposition 3.2. We may assume ‖Y‖ψ1 6= 0 as the inequality is trivial otherwise. By
definition ‖XY‖ψ1 = supp>1 p−1E[|XY |p]1/p. Applying 2ab6 a2 +b2 and Minkowski’s inequality, for
any ε > 0,

E[|XY |p]1/p 6 E
[∣∣∣∣X2

2ε
+

εY 2

2

∣∣∣∣p]1/p

6
1

2ε
E
[
X2p]1/p

+
ε

2
E
[
Y 2p]1/p

.

Applying the definition of the ψ1 norm, this inequality implies

‖XY‖ψ1 6
1

2ε
‖X2‖ψ1 +

ε

2
‖Y 2‖ψ1 .
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The term ‖X2‖ψ1 can be bounded as follows,

‖X2‖ψ1 =sup
p>1

(
p−1/2E

[
X2p]1/2p

)2
= 2sup

p>1

(
(2p)−1/2E

[
X2p]1/2p

)2
6 2‖X‖2

ψ2
.

Arguing similarly for Y ,

‖XY‖ψ1 6
1
ε
‖X‖2

ψ2
+ ε‖Y‖2

ψ2
,

and choosing ε = ‖X‖ψ2/‖Y‖ψ2 finishes the proof. �
Proof of Proposition 3.3. By definition, we have

‖a‖ψ2 = sup
z∈Sd−1

‖〈a,z〉‖ψ2

= sup
z∈Sd−1

sup
p>1

1
p1/2 E[|〈a,z〉|p]1/p

> sup
z∈Sd−1

1√
2

E
[
〈a,z〉2

]1/2

=
1√
2

sup
z∈Sd−1

〈Σz,z〉1/2

=
1√
2

σmax(Σ)1/2,

and squaring both sides finishes the proof. �
Proof of Lemma 3.4. Since 〈ai, t〉 is subgaussian, it follows, 〈ai, t〉2 is subexponential by Proposition
3.2. Note that E

[
〈ai, t〉2

]
6 σmax(Σ)‖t‖2

2 6 2‖a‖2
ψ2
‖t‖2

2 by Proposition 3.3. Then, by Remark 1.3 and
Proposition 3.2 ∥∥〈ai, t〉2−E

[
〈ai, t〉2

]∥∥
ψ1
6
∥∥〈ai, t〉2

∥∥
ψ1

+2‖a‖2
ψ2
‖t‖2

2 6 3‖a‖2
ψ2
‖t‖2

2.

Now an application of Bernstein’s inequality (Lemma A.6) gives,

P

[(
1
m

m

∑
i=1
〈ai, t〉2−E

[
〈ai, t〉2

])
> 3‖a‖2

ψ2

(√
2v√
m

+
v
m

)
‖t‖2

2

]
6 2e−v.

We let v = 2lu and apply the hypothesis 2l/2 >
√

m and u> 1 to obtain

P

[(
1
m

m

∑
i=1
〈ai, t〉2−E

[
〈ai, t〉2

])
> 3

(
1+
√

2
)
‖a‖2

ψ2

2lu
m
‖t‖2

2

]
6 2exp(−2lu).

Thus, by 2l/2 >
√

m and u> 1 again,

P

[(
1
m

m

∑
i=1
〈ai, t〉2

)
>
(

3
(

1+
√

2
)
+2
) 2lu

m
‖a‖2

ψ2
‖t‖2

2

]
6 2exp(−2lu),

which yields the claim upon taking square roots on both sides of the first inequality. �
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