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Abstract. In this paper we consider a class of generalized Kyle-Back strategic insider trading4
models in which the insider is able to use the dynamic information obtained by observing the instan-5
taneous movement of an underlying asset that is allowed to be influenced by its market price. Since6
such a model will be largely outside the Gaussian paradigm, we shall try to Markovize it by intro-7
ducing an auxiliary diffusion process, in the spirit of the weighted total order process (see, e.g., [12]),8
as a part of the “pricing rule”. As the main technical tool in solving the Kyle-Back equilibrium in9
such a setting, we study a class of Stochastic Two-Point Boundary Value Problem (STPBVP), which10
resembles the dynamic Markov bridge in the literature, but without insisting on its local martingale11
requirement. In the case when the solution of the STPBVP has an affine structure, we show that12
the pricing rule functions, whence the Kyle-Back equilibrium, can be determined by the decoupling13
field of a forward-backward SDE obtained via a non-linear filtering approach, along with a set of14
compatibility conditions.15
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1. Introduction. In this paper we are interested in an asset pricing problem19

with asymmetric information, known as the Kyle-Back strategic insider trading equi-20

librium problem initiated by Kyle [24] and Back ([4, 5]) (see also [1, 9, 11, 16, 23] and21

the references therein for various generalizations of such models, along with different22

approaches). In particular, we will focus on the cases of dynamic information, in which23

the insider is allowed to use the dynamically observed information on the underlying24

asset, rather than the information at a fixed terminal time, as it was originally sug-25

gested. We shall carry out the analysis in a general Markovian, hence non-Gaussian26

framework.27

The Kyle-Back strategic insider trading problem can be briefly described as fol-28

lows. Consider a market that involves three types of agents: (i) The insider, who29

possesses some information of a given asset V = {Vt}t∈[0,T ] that is not observable30

in the market. The information can be either the value of VT , or the instantaneous31

observation of the state Vt, t ∈ [0, T ], or both. In the literature, they are often referred32

to as the “long-lived information” and the “dynamic information”, respectively. The33

insider will then submit her order, denoted by ξt, t ∈ [0, T ]. (ii) The noise traders,34

who have no direct information of the asset V , and (collectively) submit an order zt35

at time t ∈ [0, T ]. It is commonly assumed, by virtue of the central limit theorem,36

that zt =
∫ t

0
σzt dB

z
t , where Bz is a Brownian motion. (iii) Finally, the marked maker,37

who observes the total traded volume in the market, Yt := ξt + zt, t ∈ [0, T ], and sets38

the price for Vt. It is standard to assume (see, e.g., [24], by a Bertrand competition39

argument) that the market price Pt, t ≥ 0, is the L2-projection of the true value V40

to the space of FY -measurable random variables. In other words, one assumes that,41
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2 J. MA, AND Y. TAN

for t ∈ [0, T ],42

Pt =

{
E[VT |FYt ] (long-lived information)

E[Vt|FYt ] (dynamic information),
(1.1)43

where FYt := σ{Ys, s ≤ t}. An equilibrium of the Kyle-Back problem consists of an44

insider’s strategy ξ∗ that maximizes her expected wealth at terminal time T , together45

with the market price P in either form of (1.1) (known as the market efficiency).46

Strong efforts have been made in recent years to extend the Kyle-Back problem to47

more general settings beyond the traditional Gaussian framework, and some deeper48

mathematical tools have been introduced to deal with the solvability issues accompa-49

nied by the generality of the modeling (see, for example, [12, 13, 15] and the references50

cited therein). It is thus always interesting to identify methodologies that are easily51

accessible and at the same time efficient for solving more general models. This paper52

is an effort in this general direction.53

We are interested in a Kyle-Back equilibrium problem with the following features:54

(i) The evolution of the dynamics of the underlying asset can depend on the55

market price P = {Pt} (hence depending on the market information FY = {FYt }).56

(ii) The insider can observe both the movements of the underlying asset and the57

market price, and uses the information to decide her optimal strategy; and58

(iii) the market maker’s pricing rule is in general an “optional projection” of the59

underlying asset, rather than a martingale (note the two different forms in (1.1)).60

We note that the feature (i) above, although reasonable (see, e.g., [27]), would61

put our problem outside most of the cases studied in the literature, due to various62

technical reasons which will become clear when our analysis proceeds, especially when63

the idea of “dynamic Markov bridge” is adopted. The requirement (iii), however, will64

be a natural connecting point to the nonlinear filtering, given the reasonable structure65

of the asymmetric information. More precisely, in this paper we shall assume that the66

underlying asset V is governed by the following general SDE:67

dVt = b(t, V·∧t, P·∧t)dt+ σ(t, V·∧t, P·∧t)dB
1
t , V0 = v,(1.2)68

where b, σ are given measurable functions. We shall also assume, as commonly seen69

in the literature, that the insider’s strategy is of the form ξt =
∫ t

0
αsds, t ≥ 0, where70

the “rate” α can depend on both V and P in an nonanticipative way, so that the71

dynamics the market maker observes is:72

(1.3) dYt = dξt + dzt = α(t, V·∧t, P·∧t)dt+ dB2
t , t ≥ 0.73

We remark that under the market efficiency requirement (1.1), the SDEs (1.2)74

and (1.3) in general form a so-called conditional mean-field SDE (CMFSDE) (or more75

generally, conditional McKean-Vlasov SDE (CMVSDE), whose well-posedness is not76

trivial (cf., e.g, [10, 27]). In this paper we shall take a different route, and follow77

the idea of [12] and introduce a factor model which in a sense Markovizes the “path-78

dependent” SDEs (1.2) and (1.3) completely. To be more precise, we are looking for79

a factor process X that is determined completely by the observation Itô process Y ,80

in the sense that Xt = Ψ(t, Y·∧t), such that the market price P is determined by81

Pt = H(t,Xt) = H(t,Ψ(t, Y·∧t)) = Φ(t, Y·∧t), t ∈ [0, T ].

Such a factor process X resembles the so-called weighted total process (see, e.g., [12]),82

which was assumed to be a diffusion process driven by the observation process Y (see83
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§2 for detail). With such a Markovization, we shall recast the equilibrium problem as84

a stochastic control problem and show that, by a dynamic programming argument,85

a necessary condition for the strategy α∗ being optimal is that the corresponding86

solution (V,X) satisfies:87

VT = PT = H(T,XT ) := g(XT ).(1.4)88

We note that the relationship (1.4) naturally leads to a two-point boundary value89

problem structure, or a “bridge”. In fact, there has been a tremendous effort to90

use the notion of dynamic Markov bridge to help find the Kyle-Back equilibrium (see,91

e.g., [21, 12, 13]), and the methodology works well when some technical and structural92

assumptions are made to ensure the solvability. However, these assumptions excludes93

the more convoluted situations such as (1.2).94

The main motivation of this paper is based on the following observation: although95

dynamic Markov bridge is a powerful tool in solving the problem, it can be slightly96

relaxed for the purpose for this particular problem. In other words, a slightly gen-97

eralized version, which we shall refer to as the stochastic two-point boundary value98

problem (STPBVP), would be sufficient, if not more effective, for our purpose. Our99

main idea is to simply use the so-called “conditioned” SDE (see, Baudoin [7]) and de-100

sign a specific minimal probability measure for the two-dimensional Markovian process101

(V,X), and construct a weak solution to the STPBVP. Some fundamental tools in102

the study of dynamic Markov bridge should be sufficient for the resolution of TP-103

BVP, whence the desired Kyle-Back equilibrium problem. We should note that the104

choice of the coefficients of the factor process X is somewhat ad hoc, and we can105

and will impose some structural assumptions that would lead to explicit “compatibil-106

ity conditions” among coefficients of V and X. In particular, in this paper we shall107

assume an affine structure, motivated in part by the well-known Widder’s Theorem108

(cf. e.g., [6, 30, 33, 32]) and the solution of the STPBVP. We shall first argue that,109

given the affine structure, some analysis similar to affine term structure of interest110

rates can be used to derive the compatibility conditions; and the optional projection111

Pt = E[Vt|FYt ] can be rigorously put into a nonlinear filtering framework with (V,X)112

being the state signal process, and Y being the observation process. Furthermore,113

the terminal condition (1.4) will lead to a coupled Forward-backward SDE (FBSDE),114

with the factor process X being the forward SDE, and the Fujisaki-Kallianpur-Kunita115

(FKK) equation of the filtering problem being the backward SDE, both driven by the116

process Y . We then show that the corresponding decoupling field (cf. [28]) is exactly117

the pricing rule H (see, e.g., [12]). Note that such a connection opens the door to a118

potentially much more general framework in which the decoupling field H is allowed119

to be a random field, determined by a backward stochastic PDE (BSPDE), as is often120

seen in the FBSDE literature (cf. e.g., [26]). We hope to be able to address such121

issues in our future publications.122

The rest of the paper is organized a follows. In §2 we formulate the problem123

and introduce the notations and definitions. In §3 we revisit the conditioned SDE;124

and in §4 we formulate the stochastic two-point boundary value problem (STPBVP)125

and investigate its well-posedness and fundamental properties. In §5 we introduce126

the notion of affine structure for the solution to the STPBVP and associated insider127

strategies. In §6 we discuss the filtering problem and derive the FKK equation and128

the corresponding FBSDE under the affine structure. Finally, in §7 we discuss the129

sufficient conditions for optimality, and determine the equilibrium strategies.130

2. Preliminaries and Problem Formulation. Throughout this paper, let X131

be a generic Euclidean space and regardless of its dimension, (·, ·) and | · | be its132
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4 J. MA, AND Y. TAN

inner product and norm, respectively. We denote the space of X-valued continuous133

functions defined on [0, T ] with the usual sup-norm by C([0, T ];X). In particular, we134

denote C2
T := C([0, T ];R2), and let B(C2

T ) be its topological Borel field. We shall135

assume that all randomness in this paper is characterized by a canonical probabilistic136

set-up: (Ω,F ,P,F, B), where (Ω,F) := (C2
T ,B(C2

T )); P ∈ P(Ω); and B = (B1, B2)137

is a P-Brownian motion. Moreover, we shall assume that Fi = {FBit }t≥0, i = 1, 2, is138

the natural filtration generated by B1 and B2, respectively, and F = F1∨F2, with the139

usual P-augmentation so that it satisfies the usual hypotheses (cf. e.g., [29]). Finally,140

we denote Q0 ∈ P(Ω) to be the Wiener measure on (Ω,F); B0
t (ω) = ω(t), ω ∈ Ω,141

the canonical process; and F0 := {F0
t }t∈[0,T ], where F0

t := Bt(C2
T ) := σ{ω(·∧ t) : ω ∈142

C2
T }, t ∈ [0, T ]. In what follows we shall make use of the following notations:143

• For any sub-σ-field G ⊆ FT and 1 ≤ p < ∞, Lp(G;X) denotes the space144

of all X-valued, G-measurable random variables ξ such that E|ξ|p < ∞. As usual,145

ξ ∈ L∞(G;X) means that it is G-measurable and bounded.146

• For 1 ≤ p < ∞, G ⊆ F, LpG([0, T ];X) denotes the space of all X-valued, G-147

progressively measurable processes ξ satisfying E(
∫ T

0
|ξt|pdt) < ∞. The meaning of148

L∞G ([0, T ];X) is defined similarly. For simplicity, we will often drop X(= R) from149

the notation, and denote all “Lp-norms” by ‖ · ‖p, regardless it is for Lp(G), or for150

LpF([0, T ]), when the context is clear.151

The Problem Formulation. As we indicated in before, there are three types of152

agents in the market: the insider; the noise trader; and the market maker, which we153

now specify in details.154

(i) The insider. In this paper we shall assume that the insider can both dynami-155

cally observe the liquidation value of the underlying asset V = {Vt}, and have some156

information of VT , in particular, the law of VT , denoted by m∗ ∈P(R). Specifically,157

we assume that the asset process V is governed by the following SDE:158

dVt = b(t, Vt, Pt)dt+ σ(t, Vt, Pt)dB
1
t , V0 = v,(2.1)159

where b, σ are measurable functions, and P = {Pt} is the market price. We should160

note that allowing (b, σ) to depend on the market price P is one of the main features161

of this paper, which amounts to saying that the fundamental price V is convoluted162

with the market information FY (see (2.2) below), which leads to some fundamental163

difficulties that distinguishes this paper from most of the existing literature, especially164

in terms of the dynamic Markov bridge.165

We should note that although the insider has more information of the underly-166

ing asset, even it’s law at a future time, we shall insist that its strategy is in the167

non-anticipating manner. More precisely, we shall assume that the order process168

{ξt}{t∈[0,T ]}, takes the form ξt = ξαt :=
∫ t

0
αsds, where the process α = {αt}, often169

referred to as the trading strategy, is assumed to have the form αt = u(t, V·∧t, P·∧t),170

t ∈ [0, T ], for some function u to be determined (see, e.g., [5, 27]).171

(ii) The noise traders. For simplicity, in this paper we shall assume that the172

(collective) order submitted by the noise traders is simply the zt = B2, for some173

Brownian motion B2⊥⊥B1. In other words, we assume that Bz = B2, and σz ≡ 1.174

(iii) The market maker. By virtue of the so-called Bertrand competition argument175

(see, e.g., [24]), we assume that at each time t ∈ [0, T ], the market maker sets the176

(market) price Pt to be the (L2-)projection of the (unobservable) underlying price177

Vt onto the space of all FYt -measurable random variables. That is, Pt = E[Vt|FYt ],178
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t ∈ [0, T ], where Y is the total trading volume:179

Yt = ξαt +B2
t =

∫ t

0

αsds+B2
t , t ∈ [0, T ].(2.2)180

Furthermore, we require that the asymmetry of information ends at the terminal time181

T . That is, at terminal T > 0 the value of the underlying asset VT will be revealed182

and the market price will be set as PT = VT , so that the insider does not have any183

information advantage by the time T . We should note that such a requirement is184

not a natural consequence given the market parameters (i.e., the coefficients of SDEs185

involved), but rather one of the conditions the equilibrium strategy must satisfy.186

Before we describe the equilbrium, let us specify the set of admissible strategies:187

Uad := {α ∈ L2
F([0, T ]) : Lα is a local martingale on [0, T )}.(2.3)188

where Lαt := exp
{ ∫ t

0
αsdB

2
s − 1

2

∫ t
0
|αs|2ds

}
, t ∈ [0, T ). A (generalized) Kyle-Back189

equilibrium consists of a “pricing rule”, under which Pt = E[Vt|FYt ], t ∈ [0, T ]; and190

an optimal strategy α∗ ∈ Uad, such that the terminal wealth, defined by191

WT = Wα∗

T :=
∫ T

0
ξα
∗

t dPt,192

has a maximum expected value EP[Wα∗

T ] = supα∈Uad
EP[Wα].193

Remark 2.1. (i) In (2.3) the process Lα is defined only on [0, T ). In fact, it has194

been noted that the optimal strategy α∗t often explodes when t ↗ T , because the195

insider will try to use all the information advantage before it ends. (ii) From (2.2)196

we see that Y depends on α, thus so do the market price P and the asset price V .197

Therefore, a more precise definition of the admissible control set should be all α ∈ Uad198

such that VT = V αT ∼ m∗ ∈ P(R), the law that is known to the insider. We prefer199

not to impose such a restriction in order to avoid unnecessary technical subtlety, but200

will emphasize this issue when it is needed in our discussion (e.g., in §4).201

The Markovization. We note that the market price Pt = E[Vt|FYt ], t ∈ [0, T ], is in202

general an optional projection of V onto the filtration FY = {Ft}, but not necessarily203

an FY -martingale as the “long-lived information” case (see (1.1)) considered in most of204

the existing literature. In general the market price P can be written as Pt = Φ(t, Y·∧t),205

t ≥ 0, for some measurable function Φ defined on [0, T ]× C([0, T ]). Therefore (2.1)–206

(2.2) is by nature a system of “path-dependent” Conditional McKean-Vlasov SDEs207

(CMVSDEs) or Conditional Mean-field SDEs (CMFSDEs) (see [10, 27]). In this paper208

we shall follow the idea of [12] to first Markovzie the system (2.1)-(2.2) by introducing209

a factor process X, which satisfies an auxiliary SDE of the form:210

dXt = µ(t,Xt)dt+ ρ(t,Xt)dYt, X0 = x,(2.4)211

where the coefficients (µ, ρ) are to be determined, so that the market price P can be212

written as Pt = H(t,Xt) for some function H. We note that, if on some probability213

space (Ω,F ,Q), where Q ∈ P(Ω) under which Y is a Brownian motion, then, as214

the strong solution to SDE (2.4), X can be written as Xt = Ψ(t, Y·∧t), for some215

measurable function Ψ, and consequently, we have216

Pt = E[Vt|FYt ] = H(t,Xt) = H(t,Ψ(t, Y·∧t)) = Φ(t, Y·∧t), t ∈ [0, T ].217

We note that the factor process X resembles the weighted total order process proposed218

in [12]), and the function H (together with the coefficients (µ, ρ)) can be considered219

as the “pricing rule” (see [12, 13]). They will be the main subject of this paper.220
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6 J. MA, AND Y. TAN

We should remark here that a direct consequence of the Markovization is that we221

can now put the problem of finding the equilibrium into a standard stochastic control222

framework. More specifically, since Pt = H(t,Xt), by a slight abuse of notation, we223

shall assume from now on that the underlying asset V and the factor process X follow224

a system of SDEs:225 {
dVt = b(t, Vt, Xt)dt+ σ(t, Vt, Xt)dB

1
t , V0 = v;

dXt = µ(t,Xt)dt+ ρ(t,Xt)dYt, X0 = x.
(2.5)226

Considering (2.5) as a controlled system with the control α ∈ Uad. Following the227

argument of [4] by allowing a market clearing jump at terminal time, then a simple228

integration by parts shows that the expected terminal wealth can be written as:229

E[Wα
T ] = E

[
(VT − PT )ξαT +

∫ T

0

ξαt dPt

]
= E

[ ∫ T

0

[VT − Pt]αtdt
]
.(2.6)230

231

Assuming now the process α takes the feedback form: αt = u(t, Vt, Xt), then (V,X)232

becomes Markovian, and we deduce from (2.6) that233

E[Wα
T ] = E

[ ∫ T
0

[E[VT |FV,Xt ]− Pt]αtdt
]

= E
[ ∫ T

0
[F (t, Vt, Xt)−H(t,Xt)]αtdt

]
,234

where F is a continuous function satisfying F (T, v, x) = v, and can be determined235

by the Kolmogorov backward equation or Feynman-Kac formula (see §7 for details).236

Consequently, we can define a stochastic control problem with (V,X) as the controlled237

dynamics, and the cost functional:238

J(t, v, x;u) := Et,v,x
[ ∫ T

t

(F (s, Vs, Xs)−H(s,Xs))u(s, Vs, Xs)ds
]
,(2.7)239

so the value function v(t, v, x) := supα∈Uad
J(t, v, x;u) satisfies the HJB equation:240

0 = vt(t, v, x) + b(t, v, x)vv + µ(t, x)vx +
1

2
σ2(t, v, x)vvv +

1

2
ρ2(t, x)vxx241

+ sup
u∈R

{
[ρ(t, x)vx + F (t, v, x)−H(t, x)]u

}
.(2.8)242

Clearly, a necessary condition for the “sup”-term in (2.8) to be finite is:243

ρ(t, x)vx + F (t, v, x)−H(t, x) = 0, (t, v, x) ∈ [0, T ]× R2.244

In particular, noting that F (T, v, x) = v, and v(T, v, x) ≡ 0 by (2.7), we deduce that245

0 ≡ ρ(T, x)vx(T, v, x) = H(T, x)− F (T, v, x) =: g(x)− v, (v, x) ∈ R2,(2.9)246

where g(x) = H(T, x). In other words, it holds that VT = g(XT ) for some function g.247

In fact, similar to [12], we shall assume from now on that the function g is increasing.248

Consequently, (2.9) indicates an important fact: a necessary condition for α ∈ Uad249

being an equilibrium is that the following condition holds at the terminal time T :250

VT = PT = H(T,XT ) = g(XT ).251

A Stochastic Two-Point Boundary Valued Problem (STPBVP). Summariz-252

ing the discussion above we see that we should look for α ∈ Uad and coefficients (µ, ρ)253

so that the following system of SDEs with initial-terminal conditions is solvable:254 
dVt = b(t, Vt, Xt)dt+ σ(t, Vt, Xt)dB

1
t ,

dXt = [µ(t,Xt) + αtρ(t,Xt)]dt+ ρ(t,Xt)dB
2
t ,

V0 = v, X0 = x, VT = g(XT ).

(2.10)255
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In what follows we shall refer to (2.10) as a Stochastic Two-Point Boundary Value256

Problem, whose solvability will be studied in details in the next section. In particular,257

we are interested in the case when α takes the form αt = u(t, Vt, Xt), which will258

render the solution (V,X) a Markov process.259

We remark that the TPBVP (2.10) is closely related to the so-called dynamic260

Markov bridge studied in, e.g., [12, 13, 21]. In fact, if b = µ = 0, σ = ρ = 1,261

and g(x) = x, the problem (2.10) was first studied, as the Brownian bridge, in the262

context of insider trading in [21]. The more general cases were considered recently in263

[12, 13, 14], also in the bridge context. But on the other hand, we note that in the264

description of the problem above we see that the TPBVP (2.10) does not actually265

require that the solution X to be a local martingale under its own filtration, a key266

requirement to be a Markovian bridge (see §3 for a more detailed discussion). Thus,267

the main point of this paper is to show that such a relaxation enables us to solve the268

Kyle-Back equilibrium problem in a much more general setting.269

3. The Conditioned SDE Revisited. Our construction of the (weak) so-270

lution to TPBVP (2.10) is based on the notion of the so-called conditioned SDE271

(cf. [7]), which we now briefly describe. Recall the canonical probabilistic set-up272

(Ω,F ,Q0;F, B0) defined in the beginning of §2. In particular, we denote the canon-273

ical process by B0 = (B1, Y ) so that it is a (Q0,F)-Brownian motion. Consider the274

SDE on canonical space (Ω,F ,Q0, B0), for t ∈ [0, T ]:275 {
dVt = b(t, Vt, Xt)dt+ σ(t, Vt, Xt)dB

1
t , V0 = v;

dXt = µ(t,Xt)dt+ ρ(t,Xt)dYt, X0 = x.
(3.1)276

Throughout the paper we shall make use of the following Standing Assumptions:277

Assumption 3.1. (i) The functions b, σ : [0, T ]×R2 → R and µ, ρ : [0, T ]×R→ R278

are measurable, and continuous in t ∈ [0, T ];279

(ii) There exists L > 0, such that, for any t ∈ [0, T ], v, v′, x, x′ ∈ R, it holds that,280 
|b(t, 0, 0)|+ |σ(t, 0, 0)|+ |µ(t, 0)|+ |ρ(t, 0)| ≤ L,

|φ(t, v, x)− φ(t, v′, x′)| ≤ L(|v − v′|+ |x− x′|), φ = b, σ,

|ψ(t, x)− ψ(t, x′)| ≤ L|x− x′|, ψ = µ, ρ;

281

(iii) There exists a constant λ0 > 0, such that σ(t, v, x) ≥ λ0, (t, v, x) ∈ [0, T ]×R2;282

(iv) The functions g : R → R is strictly increasing, and both g and g−1 are283

uniformly Lipschitz continuous.284

Clearly, under Assumption 3.1, SDE (3.1) has a unique strong solution over [0, T ],285

on (Ω,F ,Q0), denoted by ξ := (V 0, X0). Moreover, ξ is a Markov process, and we286

denote its transition density by p(s, x; t, y), 0 ≤ s < t ≤ T , x, y ∈ R2. For ν ∈P(R2),287

we shall refer to the triplet (T, ξT , ν) as a “conditioning” below. Define288

Lνt :=

∫
R2

ηyt ν(dy), where ηyt :=
p(t, ξt;T, y)

p(0, ξ0;T, y)
, t < T, Q0-a.s.289

290

Definition 3.2. The conditioning triplet (T, ξT , ν) is called “proper” if291

(i) supp(ν) ⊆ supp(Q0 ◦ ξ−1
T ); and292

(ii) there exist constants C, λ > 0, such that293

0 < sup
t∈[0,T )

(T − t)ηyt ≤ CTe
λ|ξ0−y|

2

T , y ∈ R2;

∫
R2

e
λ|ξ0−y|

2

T ν(dy) <∞.(3.2)294
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We note that the condition (i) above is relatively easier to verify. In particular,295

it would be trivial when the diffusion ξ has positive density at time T . For condition296

(ii), we note that p(s, y; t, x) is the fundamental solution to the Kolmogorov backward297

(parabolic) PDE, then it is well-known that (see, e.g., [2, 3]), for some constant c1,298

c2, λ, Λ > 0, it holds that299

0 <
c1
t− s

e−
λ|y−x|2
t−s ≤ p(s, y; t, x) ≤ c2

t− s
e−

Λ|y−x|2
4(t−s) , 0 ≤ s < t < T, x, y ∈ R2,300

Consequently we see that,301

0 < ηt ≤
c2T

c1(T − t)
e−

Λ|ξt−y|2
4(T−t) +

λ|ξ0−y|
2

T ≤ c2T

c1(T − t)
e
λ|ξ0−y|

2

T , t ∈ [0, T ),302

which leads to the first inequality in (3.2). Thus the requirement for the conditioning303

being “proper” means that Lνt <∞ for all t ∈ [0, T ), Q0-a.s..304

The following proposition contains some results similar to those in [7], extended305

to the 2-dimensional case but with slightly different assumptions (see also, [18, 20]).306

Although some proofs are quite similar, we give a detailed sketch for completeness.307

Proposition 3.3. Assume Assumption 3.1. Let (T, ξT , ν) be a given condition-308

ing. Then,309

(i) there exists a unique Pν ∈P(Ω), such that Pν ◦ ξ−1
T = ν, and for any t < T ,310

any bounded X ∈ L0(Ft;R2), it holds that311

EQ0[
X|ξT = y

]
= EQ0[

ηytX
]
, t < T, Q0 ◦ ξ−1

T -a.e. y ∈ R2;(3.3)312

(ii) assuming further that (T, ξT , ν) is proper, then for any t < T , it holds that313

dPν

dQ0

∣∣∣∣
Ft

=

∫
R2

ηyt ν(dy);(3.4)314

(iii) Lν is a Q0-martingale on [0, T ), and LνT := lim
t→T

Lνt exists, with EQ0

[LνT ] ≤ 1.315

Proof. Given conditioning (T, ξT , ν), let Qy(·) ∈P(Ω) be the regular conditional316

probability defined by Qy(A) := Q0(A|ξT = y), A ∈ FT , y ∈ R2, and define317

Pν(A) :=

∫
R2

Qy(A)ν(dy), A ∈ FT .(3.5)318

We now check (i). That Pν ◦ ξ−1
T = ν is obvious. To see (3.3), we define a finite319

measure on (R2,B(R2)) by µX|ξT (A) :=
∫
ξT∈AX(ω)Q0(dω), A ∈ B(R2). Then, by320

definition we can write, for A ∈ B(R2),321

µX|ξT (A) =

∫
A

EQ0

[X|ξT = y]Q0 ◦ ξT (dy) =

∫
A

EQ0

[X|ξT = y]p(0, z0;T, y)dy.322

Since X ∈ L0(Ft;R2), using the Markov property on ξ and Fubini theorem we have323

µX|ξT (A) =

∫
Ω

EQ0

[1{ξT∈A}X|Ft](ω)Q0(dω) =

∫
Ω

[∫
A

p(t, ξt(ω);T, y)dy
]
X(ω)Q0(dω)324

=

∫
A

EQ0

[p(t, ξt;T, y)X]dy, A ∈ B(R2).325
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Comparing the two equations above, we deduce (3.3).326

(ii) To see (3.4), it suffices to show that if Z ∈ L1
Ft(R

2,Q0), t ∈ [0, T ), then327

EPν [Z] = EQ0

[LνtZ] = EQ0
[ ∫

R2

ηyt ν(dy)Z
]
.(3.6)328

By a standard truncation, we may assume that Z is bounded. Then by (3.3), we have329

EQ0

[ηyt Z] = EQ0

[Z|ξT = y] = EPν [Z|ξT = y], thanks to definition (3.5), thus330

EPν [Z] =

∫
R2

EQ0

[Z|ξT = y]ν(dy) =

∫
R2

EQ0

[ηyt Z]ν(dy).331

Comparing this to (3.6), we see that it suffices to show that
∫
R2 EQ0

[|ηyt Z|]ν(dy) <332

∞, so that the Fubini theorem can be applied. But this clearly follows from the333

boundedness of Z and the assumption that the conditioning is proper.334

(iii) Finally, by (3.4), dP
ν

dQ0

∣∣∣
Ft

:= Lνt , t < T . Thus, Lν is a Q0-martingale on [0, T ).335

Since Lνt > 0, t ∈ [0, T ), by martingale convergence theorem, LT := limt→T Lt exists,336

and by Fatou’s lemma, one easily shows that E[LνT ] ≤ limt→T E[Lνt ] = 1.337

Remark 3.4. (1) The probability Pν in Proposition 3.3 is called the minimal prob-338

ability given the proper conditioning (T, ξT , ν). Moreover, Proposition 3.3 shows that339

the assumption (A1) in [7] is automatically satisfied in our setting.340

(2) Proposition 3.3-(ii) only indicates that Pν << Q0 on each Ft, 0 ≤ t < T , with341

the Radon-Nikodým derivative defined by (3.4). But it does not imply that Pν and342

Q0 are equivalent on Ft, for t < T , neither does it imply that Pν << Q0 on FT .343

We now turn our attention to a specific conditioning (T, ξT , ν) that will lead to the344

solution to an STPBVP (2.10). For notational convenience we shall now simply345

denote ξ = (V,X), when there is no danger of confusion. Let m∗ ∈P(R) be a law of346

the underlying asset VT that is known to the insider. For technical reasons we shall347

assume that m∗ satisfies the following condition:348

Assumption 3.5. There exists λ0 > 0 sufficiently large, such that349 ∫
R
eλ0v

2

m∗(dv) <∞.(3.7)350

We remark that the Assumption 3.5 is actually not over restrictive. In fact, in light351

of the well-known Fernique Theorem (cf. [17]) (3.7) covers a large class of normal352

random variables. Now let us define a probability measure ν ∈P(R2) by353

ν(A) =

∫
R

1A(v, g−1(v))m∗(dv) =

∫
(v,g−1(v))∈A

m∗(dv).(3.8)354

That is, the measure ν concentrates on the graph of the function v = g(x) (or x =355

g−1(v)), thanks to Assumption 3.1-(iii). Furthermore, we have the following lemma.356

Lemma 3.6. Assume Assumptions 3.1, 3.5 are in force, with λ0 in (3.7) being357

sufficiently large. Let ξ be the solution to (3.1), and ν ∈ P(R2) be defined by (3.8).358

Then, (T, ξT , ν) is a proper conditioning. Furthermore, if Pν is the minimum proba-359

bility given (T, ξT , ν), then it holds that360

Pν{VT = g(XT )} = 1.(3.9)361
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Proof. Since under Assumption 3.1 ξ is a diffusion process with positive transition362

density function (cf. e.g., [19]), we have supp(Q0 ◦ ξ−1
T ) = R2. Furthermore, by363

definition of ν (3.8), for the constants λ > 0 in (3.2) we deduce from (3.7) that364 ∫
R2

e
λ|ξ0−y|

2

T ν(dy) =

∫
R
e
λ[(v0−v)2+(x0−g

−1(v))2]
T m∗(dv) <∞,365

provided λ0 ≥ 2λ
T , where λ0 is the constant in (3.7). That is, (T, ξT , ν) is proper.366

To show the second assertion, first note that g is strictly increasing, the graphs of367

g and g−1, as the subset of R2, are identical. Let us denote Γ := {(g(x), x) : x ∈ R} =368

{(v, g−1(v)) : v ∈ R} ⊆ R2. Then, by definition (3.8) we see that ν(A) = 1 if and369

only if Γ ⊆ A. In particular, ν(Γ) = 1. Consequently, by definition of the minimum370

probability, we have Pν(VT = g(XT )} = Pν ◦ ξ−1
T (Γ) = ν(Γ) = 1, proving (3.9).371

Remark 3.7. (1) Note that ξ = (V,X) has continuous paths under Q0, thus the372

random variable ξT− and ξT have the same law under Q0. Then by definitions of the373

measures m∗, ν, and consequently Pν , we see that (3.9) can also be written as374

Pν{ lim
t↗T

Vt = VT− = g(XT−) = lim
t↗T

g(Xt)} = 1.(3.10)375

This, together with Proposition 3.8, indicates that as far as the solution to the two-376

point boundary value problem is concerned, without the specific requirement of Mar-377

kovian bridge, the SDE (3.15) would be a desirable candidate, except for a slight378

difference on the drift coefficients.379

(2) By Proposition 3.3-(iii), Lν is a closeable supermartingale on [0, T ]. But it380

cannot be a martingale, unless Q0{VT = g(XT )} = 1, which is obviously not true in381

general. Thus Pν cannot be absolutely continuous with respect to Q0 on FT , as we382

pointed out in Remark 3.4.383

To end this section, let us define, for any proper conditioning (T, ξT , ν), a function384

ϕ(t, z) =

∫
R2

p(t, z;T, y)

p(0, z0;T, y)
ν(dy), z = (v, x),(3.11)385

where p is the transition density of ξ under Q0 (hence p(·, ·, T, y) ∈ C1,2). Clearly,386

ϕ(0, z0) = 1 and Lt = Lνt = ϕ(t, ξt), t ∈ [0, T ). Now, applying Itô’s formula we have387

Lt = ϕ = 1 +

∫ t

0

[ϕt + L [ϕ]]ds+

∫ t

0

(
∇ϕ, σ̄dB0

s

)
,(3.12)388

where L [ϕ](t, z) := (b̄,∇ϕ)(t, z) + tr [D2ϕσ̄σ̄T ](t, z), and b̄ := (b, µ)T , σ̄ := diag[σ, ρ].389

Since by Proposition 3.3-(iii), L is a Q0-martingale for t ∈ [0, T ), we conclude that390

ϕ(t, z) must satisfy the following PDE (noting the definition of b̄ and σ̄) for t ∈ [0, T )391

and z = (v, x) ∈ R2,392

(3.13)

{
ϕt + bϕv + µ(t, x)ϕx +

1

2
σ2ϕvv +

1

2
ρ2(t, x)ϕxx = 0;

ϕ(0, v0, x0) = 1.
393

Consequently, it follows from (3.12) that394

dLt = dϕ =
(
∇ϕ, σ̄dB0

t

)
= Lt(θt, dB

0
t ), L0 = 1, t ∈ [0, T ),(3.14)395

where θt := σ̄T (t, ξt)
∇ϕ(t,ξt)
ϕ(t,ξt)

= σ̄T (t, ξt)∇[lnϕ(t, ξt)], t ∈ [0, T ). Denote Wt = B0
t −396 ∫ t

0
θsds, then by Girsanov’s theorem, {Wt} is a 2-dimensional Pν-Brownian motion on397

[0, T ). We have thus proved the following 2-dimensional extension of a result in [7].398
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Proposition 3.8 ([7, Proposition 37]). Assume Assumption 3.1, and let Pν be399

the minimal probability corresponding to the conditioning (T, ξT , ν), where ξ = (V,X)400

is the strong solution to (3.1). Then, under Pν , ξ solves the following SDE:401

dξt = [b̄+ σ̄θt]dt+ σ̄dWt = b̂dt+ σ̄dWt, ξ0 = z, 0 ≤ t < T,(3.15)402

where (b̄, σ̄) are the same as those in (3.12), b̂(t, z) := b̄(t, z) + σ̄σ̄T (t, z)∇[lnϕ(t, z)],403

and θt := (θ1
t , θ

2
t )
T = σ̄T (t, ξt)∇[lnϕ(t, ξt)] = 1

ϕ (ϕvσ, ϕxρ)T (t, ξt); ϕ is defined by404

(3.11); and W = (W 1,W 2) is a Pν-Brownian motion.405

4. A Stochastic Two-Point Boundary Value Problem. We are now ready406

to study the STPBVP (2.10) and compare it to the well-known dynamic Markov407

bridge in the literature. We begin by giving the precise definition of the STPBVP.408

Definition 4.1. A six-tuple (P, B1, B2, V,X, α) is called a (weak) solution of a409

stochastic Two-Point Boundary Value Problem (STPBVP) on [0, T ] if (i) P ∈P(Ω)410

and B = (B1, B2) is a P-Brownian motion on [0, T ]; (ii) α ∈ Uad, and (V,X, α)411

satisfies the SDE on (Ω,F ,P):412 {
dVt = b(t, Vt, Xt)dt+ σ(t, Vt, Xt)dB

1
t , V0 = v;

dXt =
(
µ(t,Xt) + αtρ(t,Xt)

)
dt+ ρ(t,Xt)dB

2
t , X0 = x,

(4.1)413

t ∈ [0, T ), P-a.s. ; (iii) limt↗T [Vt − g(Xt)] = 0, P-a.s.;414

In particular, (V,X, α) is called the solution to a Markovian STPBVP, if αt =415

u(t, Vt, Xt), t ∈ [0, T ), for some measurable function u, and (V,X) is an FV,X-Markov416

process on [0, T ).417

Remark 4.2. (i) For notational clarity, when necessary we shall often refer to (4.1)418

as a “STPBVP(b, σ, µ, ρ)”, and write the solution (V,X, α) to a STPBVP as (V α, Xα)419

for convenience.420

(ii) Comparing Definition 4.1 to that of a dynamic Markov bridge (see, e.g., [12]),421

we see that, if the coefficients b and σ are independent of X and µ ≡ 0, then a422

Markovian TPBVP is essentially a dynamic Markov bridge without requiring that X423

be a local martingale with respect to its own filtration FX . Consequently, the results424

of this paper and those in the existing literature mutually exclusive.425

To construct a weak solution, we first recall (3.14) and the Pν-Brownian motion426

Wt = B0
t −

∫ t
0
θsds; t ∈ [0, T ), where θt := (θ1

t , θ
2
t )
T = σ̄T (t, ξt)∇[lnϕ(t, ξt)] =427

1
ϕ (ϕvσ, ϕvρ)T (t, ξt), t ∈ [0, T ), and under Pν the process ξt := (Vt, Xt)

T satisfies the428

SDE (3.15). We note that although the coefficient b̂ in (3.15) is explicitly defined,429

it depends on the solution of an ill-posed parabolic PDE (3.13), its behavior is a bit430

hard to analyze. The following lemma is useful to note.431

Lemma 4.3. Let (T, ξT , ν) be the conditioning in Lemma 3.6, and Pν the corre-432

sponding minimum probability. Then, it holds that LpFt(R
d;Q0) ⊂ LpFt(R

d;Pν), t < T .433

Specifically, for any T0 < T , there exists a constant CT0
> 0, that depends only on434

the coefficients (b, σ, µ, ρ), and T0, such that, for any X ∈ Ft, t ∈ [0, T0], it holds that435

EPν [|X|p] ≤ CT0
EQ0

[|X|p].(4.2)436

In particular, the Q0-diffusion process ξ is well-defined for t ∈ [0, T ) on the probability437

space (Ω,F ,Pν), and Pν{
∫ T0

0
|ξt|2dt <∞} = 1, for any T0 < T .438
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Proof. We first note that given T0 < T , and X ∈ Ft, t ≤ T0, by Lemma 3.6-439

(ii), EPν [|X|p] = EQ0

[LT0
|X|p] ≤ CT0

EQ0

[|X|p], where CT0
= C̃T

T−T0

∫
R2 e

λ|ξ0−y|
2

T ν(dy),440

proving (4.2). The rest of the proof is obvious.441

Now for n ∈ N, define θ
(n)
t := θt∧τn , t ∈ [0, T ], where τn := inf{t > 0 : |θt| ≥442

n} ∧ T . Clearly, under probability Pν , for each n ∈ N, the SDE443

dξ
(n)
t = [b̄(t, ξ

(n)
t ) + σ̄(t, ξ

(n)
t )θ

(n)
t ]dt+ σ̄(t, ξ

(n)
t )dWt, ξ

(n)
0 = z,(4.3)444

is (strongly) well-posed on [0, T ]. Now recall from Remark 3.7 we know that under445

Pν , the process ξ = (V,X) has continuous paths on [0, T ] and solves (3.15) on [0, T ).446

Thus by pathwise uniqueness, it is readily seen that ξ
(n)
t ≡ ξt, t ∈ [0, τn], for any n.447

We now write θ
(n)
t = (θ1,n

t , θ2,n
t ), t ∈ [0, T ]. Since θ1,n

t is bounded by n, and448

θ1,n
t = θ1,n+1

t , on [0, τn]. By Girsanov’s theorem, there exists a family of probabilities449

{P̄(n)}n≥1 on (Ω,F) by450

dP̄(n)

dPν
∣∣∣
FT

= E (θ1,n
T ) := exp

{∫ T

0

θ1,n
s dW 1

s −
1

2

∫ T

0

|θ1,n
s |2ds

}
.451

Then for each n ∈ N, the process B̄
(n)
t = (B̄1,n

t ,W 2
t ) := (W 1

t −
∫ t

0
θ1,n
s ds,W 2

t ), t ∈452

[0, T ], is a 2-dimensional P̄(n)-Brownian motion. Moreover, by the property of {θn},453

we must have454

dP̄(n+1)

dPν
∣∣∣
Fτn

= E (θ1,n+1
τn ) = E (θ1,n

τn ) =
dP̄(n)

dPν
∣∣∣
Fτn

.(4.4)455

Consequently, we have P̄(n+1)
∣∣
Fτn

= P̄(n)
∣∣
Fτn

, and B̄
(n+1)
t = B̄

(n)
t , t ∈ [0, τn], for each456

n ∈ N. Observing that τn ↗ T as n → ∞, we can define a new probability measure457

P̄ on (Ω,FT−) by458

P̄|Fτn := P̄(n)|Fτn , n ∈ N,(4.5)459

then P̄ << Pν on Ft, t ∈ [0, T ). Furthermore, if we define B̄t = B̄
(n)
t , t ∈ [0, τn], n ∈ N,460

then B̄ is a P̄-Brownian motion on [0, T ), whence on [0, T ], thanks to the Martingale461

Convergence Theorem. Further, under P̄, the process ξ = (V,X) satisfies the SDE:462 {
dVt = b(t, Vt, Xt)dt+ σ(t, Vt, Xt)dB̄

1
t , V0 = v;

dXt =
(
µ(t,Xt) + ρ(t,Xt)θ

2
t

)
dt+ ρ(t,Xt)dW

2
t , X0 = x;

t ∈ [0, T ).(4.6)463

Comparing (4.6) and (4.1) and noting the facts (3.10) and P̄|Ft << Pν |Ft , t ∈ [0, T ),464

we see that (P̄, B̄, V,X, θ2) is a weak solution to (4.1). We have the following result.465

Proposition 4.4. Assume Assumption 3.1. Then there exists a weak solution466

(P, B, V,X, α) to STPBVP (4.1). Furthermore, P can be chosen so that P|Ft <<467

Q0|Ft , t < T , and denoting VT := VT− = limt↗T Vt, it holds that P ◦ (VT )−1 = m∗.468

Proof. Consider the probability P̄ defined by (4.4), (4.5) and SDE (4.6). We first469

claim P̄ << Pν on FT−. Indeed, let A := {G ⊂ F : P̄ << Pν on G}, then Fτn ∈ A ,470

n ∈ N. Since τn ↗ T , we have FT− =
∨
n Fτn (see, e.g., [29, Exercise 1.27 or Theorem471

3.6]), and thus FT− ∈ A , thanks to the Monotone Class Theorem.472

Next, since {limt↗T Vt 6= limt↗T g(Xt)} =
⋃
m

⋂
N

⋃
r∈Q(T− 1

N ,T )

{
|Vr−g(Xr)| ≥473

1
m

}
∈ FT−, where Q is the rationals in R+, and Q(A) := Q ∩ A, A ∈ B(R), and474
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P̄ << Pν on FT−, we have P̄{limt↗T Vt 6= limt↗T g(Xt)} = 0, thanks to (3.10). That475

is, P̄{limt↗T Vt = limt↗T g(Xt)} = 1. Now let α = θ2 in SDE (4.6), we see that476

(P̄, B̄, V,X, α) is a weak solution to STPBVP (4.1).477

It remains to check the last statement. To this end, let ξ = (V,X). Since P̄ <<478

Pν << Q0 on FT− and Q0{ξ ∈ C([0, T ];R2)} = 1, we can naturally extend ξ to [0, T ]479

by setting ξT = limt↗T ξt so that Pν{ξ ∈ C([0, T ];R2)} = P̄{ξ ∈ C([0, T ];R2)} = 1480

as well. We first claim that Pν ◦ V −1
T = m∗. Indeed, let B ∈ B(R) and A :=481

B × R ∈ B(R2). By (3.8) we have B = {v : (v, g−1(v)) ∈ A}, and Pν{VT ∈ B} =482

Pν{(VT , XT ) ∈ A} = ν{A} = m∗{B}. That is, Pν ◦ V −1
T = m∗.483

To see P̄ ◦ V −1
T = m∗, we note that ξ = (V,X) is the unique strong solution to484

SDE (3.1) under Q0 with canonical process B0 = (B1, Y ). Therefore we can write485

ξt(ω) = Φ(t, B0
·∧t(ω)) = Φ(t, ω), (t, ω) ∈ [0, T ]×Ω, for some (progressively) measurable486

function Φ : [0, T ]× Ω 7→ R2. Consequently, we can write θ2
t (ω) = (lnϕ(t, ξt(ω)))x =487

(lnϕ(t,Φ(t, ω)))x, (t, ω) ∈ [0, T ] × Ω. By virtue of Lemma 4.3, the process θ2 is488

well-defined on [0, T )× Ω, P̄-a.s. and θ2
t ∈ L2(P̄), for t ∈ [0, T ).489

Now let us denote the solutions to (3.15) and (4.6) as (Ṽt, X̃t) and (V̄t, X̄t) re-490

spectively. Then we see that ((X̃t,W
2
t ),Pν) and ((X̄t,W

2
t ), P̄) are two weak solu-491

tions to the same SDE, well-defined on any [0, T0] ⊂ [0, T ). Consequently, we have492

Pν ◦ X̃−1 = P̄ ◦ X̄−1 on [0, T0] for any T0 < T . Extending the solution to [0, T ], we493

have Pν ◦ X̃−1
T = P̄ ◦ X̄−1

T . Since VT = g(XT ), both P̄-a.s. and Pν-a.s., we obtain that494

P̄ ◦ V −1
T = Pν ◦ V −1

T = m∗, proving the proposition.495

Uniqueness in law. Let us now turn to the issue of uniqueness. To begin496

with let us recall that the weak solution (P̄, B̄, V,X, α) that we constructed has the497

following properties:498

(i) there exists a sequence of P̄-stopping times {τn}, and a sequence of probabilities499

P̄(n) on (Ω,F), such that τn ↗ T , P̄-a.s., and P̄|Fτn = P̄(n)|Fτn , n ∈ N;500

(ii) for each n ∈ N, B̄ = B̄(n) on [0, τn], where B̄(n) = (B̄(n,1), B̄(n,2)) is a P(n)-501

Brownian motion on [0, T ];502

(iii) the solution (V̄ , X̄) = (V (n), X(n)) on [0, τn], where (V (n), X(n)) is a (path-503

wisely) unique solution to the following SDE, defined on [0, T ]:504  dVt = b(t, Vt, Xt)dt+ σ(t, Vt, Xt)dB
(n,1)
t , V0 = v;

dXt =
(
µ(t,Xt) + ρ(t,Xt)α

(n)
t

)
dt+ ρ(t,Xt)dB

(n,2)
t , X0 = x,

(4.7)505

where |α(n)
t | ≤Mn, t ∈ [0, T ], for some Mn > 0; and α

(n+1)
t = α

(n)
t , t ∈ [0, τn], P̄-a.s.;506

(iv) P̄|Ft << Pν |Ft << Q0|Ft , t ∈ [0, T ).507

In what follows we shall denote (P̄, {τn}) to specify that P̄ is “announced” by508

{τn}, and make use of the following definitions in the spirit of the so-called “Q0-weak509

solutions” in [27].510

Definition 4.5. We call a weak solution (P̄, V̄ , X̄, B̄, α) of STPBVP (4.1) satis-511

fying (i)–(iii) above a “nested weak solution” and the corresponding family of stopping512

times {τn} the “announcing sequence” of probability P̄. We call ({τn}, α) the charac-513

teristic pair of the weak solution.514

Furthermore, a nested weak solution is called a Pν-weak solution if (iv) holds.515

Remark 4.6. Comparing to the usual SDEs, the characteristic pair ({τn}, α) is516

important in determining a solution to an STPBVP. Note that if {τ1
n}, {τ2

n} are two517
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14 J. MA, AND Y. TAN

announcing sequences of stopping times, then so is {τ1
n ∧ τ2

n}. Thus the weak solution518

is independent of the choice of the announcing sequence {τn}. Since the process α519

determines the coefficient of SDE (4.6), whence the solution, we often specify its role520

by calling (P̄, V̄ , X̄, B̄, α) the α-weak solution.521

Definition 4.7. We say that the pathwise uniqueness holds for STPBVP (4.1),522

if for two nested solutions (Pi, ξi = (V i, Xi), Bi, αi), i = 1, 2 of (4.1) on [0, T ), such523

that P1 = P2 = P, ξ1
0 = ξ2

0 , and P{α1
t = α2

t , B
1
t = B2

t , t ∈ [0, T )} = 1, then524

P{ξ1
t = ξ2

t , t ∈ [0, T0]} = 1, for any T0 < T .525

Remark 4.8. The time T0 in Definition 4.7 can be changed to any stopping time526

τ with P{τ < T} = 1. In fact, the following two statements are equivalent: (i) the527

pathwise uniqueness holds on [0, T0], for any T0 < T ; and (ii) there exists a sequence528

of stopping time {τn, n ≥ 1}, limn→∞ τn = T almost surely, such that the pathwise529

uniqueness holds on [0, τn], for each n ≥ 1. Indeed, let (Pi, ξi = (V i, Xi)), i = 1, 2, be530

two nested solutions as in Definition 4.7, and denote ∆ξ := ξ1
t − ξ2

t , then we obtain531

E
[
|∆ξ|∗T0

]
≤ E

[
|∆ξ|∗τn1{T0≤τn}

]
+ E

[
|∆ξ|∗T0

1{T0>τn}
]
≤ E

[
|∆ξ|∗T0

1{T0>τn}
]
;532

where |η|∗τ := supt∈[0,τ ] |ηt|, for τ > 0 and η ∈ C([0, τ ]). Similarly, for any T0 < T ,533

E
[
|∆ξ|∗τ

]
≤ E

[
|∆ξ|∗T0

1{τ≤T0}
]

+ E
[
|∆ξ|∗τ1{τ>T0}

]
≤ E

[
|∆ξ|∗τ1{τ>T0}

]
.534

Since limn→∞ P{T0 > τn} = 0 and limT0↗T P{τ > T0} = 0, it is readily seen that the535

statements (i) and (ii) above are equivalent, and T0 in Definition 4.7 can be replaced536

by any stopping time τ , with P{τ < T} = 1.537

The definition of the uniqueness in law for the STPBVP is a bit more involved.538

First note that the component “α” of the solution is part of the drift coefficient of539

the SDE (4.6), and in general it is not unique. Thus the uniqueness of the solution,540

even in the weak sense, depends on how the process α is properly fixed. To this end,541

denote A := {A ∈ B([0, T ])⊗F : At ∈ Ft, t ∈ [0, T ]}, where At is the t-section of A;542

and denote all A -measurable functions by L0
A ([0, T ] × Ω). We should note that the543

space L0
A ([0, T ]×Ω) is independent of any probability measure, and we can therefore544

use it to identify the α-component of the solution in an “universal” way.545

Definition 4.9. We say that the nested weak solution to the STPBVP (4.1) is546

unique in law, if for any two α-weak solutions (P̄i, V̄ i, X̄i, B̄i, ᾱi), i = 1, 2 of (4.1)547

on [0, T ), such that (v1, x1) = (v2, x2); P̄1 ◦ (τ1
n)−1 = P̄2 ◦ (τ2

n)−1, n ∈ N; and548

P̄i{ᾱit = αt, t ∈ [0, T )} = 1, i = 1, 2, for some α ∈ L0
A([0, T ] × Ω), then for any549

cylindrical set EA1,...,An
t1,··· ,tn := {(v,x) ∈ C([0, T ];R2) : (v,x)(ti) ∈ Ai, i = 1, · · · , n},550

where 0 ≤ t1 < t2 < · · · < tn < T and Ai ∈ B(R2), i = 1, · · · , n, it holds that551

P̄1 ◦ (V̄ 1, X̄1)−1{EA1,...,An
t1,··· ,tn } = P̄2 ◦ (V̄ 2, X̄2)−1{EA1,...,An

t1,··· ,tn }.552

We now give the main theorem of this subsection.553

Proposition 4.10. Assume Assumption 3.1. Then, the Markovian Pν-weak so-554

lution to STPBVP (4.1) is unique in law.555

The proof of Proposition 4.10 is based on a lemma that is interesting in its own right.556

Lemma 4.11. Assume Assumption 3.1, and let (P̄, ξ̄, ᾱ) be a nested Markovian557

weak solution with ᾱt = u(t, ξ̄t), u ∈ L0([0, T ] × R2), such that P̄{ᾱt = αt, t ∈558

[0, T )} = 1 for some α ∈ L0
A ([0, T ] × Ω). Then αt(ω) = u(t,Φ(t, ω)), dt ⊗ dP̄-a.e.-559

(t, ω) ∈ [0, T )× Ω, for some Φ ∈ L0
A ([0, T )× Ω).560
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A GENERALIZED KYLE-BACK MODEL WITH DYNAMIC INFORMATION 15

Proof. Let (P̄, ξ̄, ᾱ) be the nested Markovian weak solution. Then ᾱt = u(t, ξ̄t),561

t ∈ [0, T ], for some u ∈ L0([0, T ] × R2). By Definition 4.5, the solution ξ̄ is the562

pathwisely unique weak solution of SDE (4.7) on any [0, τn], n ≥ 1, whence on [0, T0],563

for any T0 < T , thanks to Remark 4.8. Thus, by Yamada-Watanabe theorem, for564

any T0 < T , ξ̄ is the pathwisely unique strong solution on [0, T0], and there exists a565

ΦT0 ∈ L0
A ([0, T0] × Ω), such that ξ̄t = ΦT0(t, ·), t ∈ [0, T0], P̄-a.s.. As before, we can566

define a Φ ∈ L0([0, T ] × Ω) so that Φ(t, ·) = ΦTn(t, ·), t ∈ [0, Tn], for any sequence567

Tn ↗ T , and ξ̄t = Φ(t, ·), t ∈ [0, T ), P̄-a.s.. Since ᾱt = u(t, ξ̄t) = u(t,Φ(t, ·)) by568

assumption, we have αt = ᾱt = u(t,Φ(t, ·)), dt⊗ dP-a.e., proving the lemma.569

[Proof of Proposition 4.10.] Let (P̄i, ξ̄it = (V̄ i, X̄i), B̄i, αi), i = 1, 2, be two Markovian570

weak solutions of (4.1) on [0, T ), with characteristic pair ({τ im}, αi), i = 1, 2. Without571

loss of generality, we assume that {τ im} is the exit time of αi = u(t, ξ̄i), i = 1, 2, from572

the interval [−m,m].573

Next, let the cylindrical set EA1,...,An
t1,...,tn be given, with tn < T . Since τ im ↗ T , we574

can write (ξ̄i)−1(EA1,...,An
t1,...,tn ) = ∩nj=1(ξ̄itj )

−1(Aj) = ∪∞m=1 ∩nj=1 {τ im ≥ tj}∩ (ξ̄itj )
−1(Aj),575

i = 1, 2. Denoting Eij,m := {τ im ≥ tj} ∩ (ξ̄itj )
−1(Aj) = {τ im ≥ tj} ∩ (ξ̄

i,(m)
tj )−1(Aj),576

i=1,2, we claim that Eij,m ∈ Fτ im , for each i, j,m. Indeed, fix i, j, and m, one has577

{τ im ≤ t} ∩ Eij,m = {tj ≤ τ im ≤ t} ∩ (ξ̄
i,(m)
tj )−1(Aj) ∈ Ft, t ∈ [0, T ), i = 1, 2.578

That is, Eij,m ∈ Fτ im , whence Êim :=
⋂n
j=1E

i
j,m ∈ Fτ im , i = 1, 2. On the other hand,579

note that the set Êm is increasing in m, thanks to the extension nature of solutions580

ξ̄i,(m). Thus, noting that P̄i|Fτim = P̄i,(m)|Fτim , for i = 1, 2, we have581

P̄i ◦ (ξ̄i)−1(EA1,...,An
t1,...,tn )= P̄i

{
∪∞m=1 Ê

i
m

}
= lim
m→∞

P̄i
{
Êim
}

= lim
m→∞

P̄i,(m)
{
Êim
}

(4.8)582
583

Now, by Lemma 4.11, for two Markovian weak solutions satisfying P̄i{ᾱit = αt, t ∈584

[0, T )} = 1, i = 1, 2, we must have ᾱ1
t = ᾱ2

t = αt = u(t,Φ(t, ·)), t ∈ [0, T ), P̄1,585

P̄2-a.s. for some functions u ∈ L0([0, T ] × R2) and Φ ∈ L0
A ([0, T ] × Ω). In other586

words, (P̄i,(m), ξ̄i,(m)), i = 1, 2, satisfy the same SDE (4.7) on [0, τm] with the same587

coefficients induced by a (bounded) process α(m), for which the pathwise uniqueness588

holds. We conclude that P̄1,(m) ◦ (ξ̄1,(m))−1 = P̄2,(m) ◦ (ξ̄2,(m))−1. Note that {τ im ≥589

tj} = {u(tj , ξ̄
i,(m)) ≤ m}, we see that P̄1,(m)

{
Ê1
m} = P̄2,(m)

{
Ê2
m}, m ∈ N, and the590

result follows from (4.8).591

5. Affine Structure of Insider Strategy. In the rest of the paper we shall592

use the STPBVP to construct the equilibrium strategy. Note that the solution to593

STPBVP (4.1) depends on the “pricing rule” (µ, ρ), we first argue that (µ, ρ) can be594

chosen so that the equilibrium strategy takes a particular form. Specifically, from595

Propositions 3.8 and 4.6 we see that the α-component in a weak solution is closely596

related to an ill-posed parabolic PDE (3.13), and in light of the well-known Widder’s597

Theorem and its extensions (cf. e.g., [6, 30, 33, 32]), we may assume that ϕ(t, v, x) =598

exp{I(t, v, x)}, where I(t, ·, ·) is quadratic in (v, x). Thus, if a Markovian strategy599

ᾱt = u(t,Φ(t, ·)) (see Remark 4.11), then600

u(t, v, x) = ρ(t, x)(lnϕ)x = u0(t, x) + u1(t, x)v, (t, v, x) ∈ [0, T )× R2,(5.1)601

for some functions u0, u1 : [0, T ]×R→ R to be determined later. In what follows we602

call a function u of the form (5.1) as having an Affine Structure.603

We should note that the affine structure of the insider strategy has been widely604

observed in the literature. In particular, the equilibrium strategy of the form605

αt = βt(Vt − Pt), t ∈ [0, T ),(5.2)606
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16 J. MA, AND Y. TAN

where β = {βt} is a deterministic function known as the “trading intensity”, can be607

found in many static information case (see, e.g., [1, 24]), as well as dynamic informa-608

tion case (see, e.g., [27]). The general form in (5.1) can also be found in [4, 5]. In609

order to validate the affine structure, let us begin with some simple analysis.610

Assume, for example, that a solution to the STPBVP (4.6) is such that ᾱt =611

u(t, V̄t, X̄t), where u(t, v, x) satisfies (5.1), then the function ϕ must have the form612

ϕ(t, v, x) = exp{I(t, v, x)}, where613

I(t, v, x) = h(t, v) +A(t, x) +B(t, x)v,(5.3)614

and A(t, x) and B(t, x) are defined respectively by615

A(t, x) :=

∫ x

0

u0(t, y)

ρ(t, y)
dy; B(t, x) :=

∫ x

0

u1(t, y)

ρ(t, y)
dy, h(t, v) := lnϕ(t, 0, v).616

Now assume that ϕ satisfies the PDE (3.13), then we derive a PDE for function I:617 It + bIv + µ(t, x)Ix +
1

2
σ2[(Iv)

2 + Ivv] +
1

2
ρ2(t, x)[(Ix)2 + Ixx] = 0;

I(0, v, x) = h(0, v) +A(0, x) +B(0, x)v.
(5.4)618

Plugging (5.3) into (5.4) we obtain619

0 =
1

2
ρ2(t, x)B2

xv
2 +

{
Bt + µ(t, x)Bx +

1

2
ρ2(t, x)[Bxx +AxBx]

}
v +At620

+ µ(t, x)Ax +
1

2
ρ2(t, x)[Axx +A2

x] + ht + b[hv +B] +
1

2
σ2{hvv + [hv +B]2}.(5.5)621

622

For notational simplicity, for given coefficients b, σ, µ, ρ, we define623 

I0(t, x) = I0(t, x;µ, ρ) = At + µ(t, x)Ax +
1

2
ρ2(t, x)[Axx +A2

x];

I1(t, x) = I1(t, x;µ, ρ) = Bt + µ(t, x)Bx +
1

2
ρ2(t, x)[Bxx +AxBx];

I2(t, x) = I2(t, x;µ, ρ) =
1

2
ρ2(t, x)B2

x;

G(t, v, x) = ht(t, v)+b[hv(t, v)+B]+
1

2
σ2{hvv(t, v)+[hv(t, v)+B]2}.

(5.6)624

Then, (5.5) becomes625

I2(t, x)v2 + I1(t, x)v + I0(t, x) +G(t, v, x) = 0, (t, v, x) ∈ [0, T ]× R2.(5.7)626

We thus obtained the following result for affine structure of function u.627

Proposition 5.1. The function u(t, v, x) = ρ(t, x)(lnϕ(t, v, x))x has an affine628

structure (5.1), where ϕ solves (3.13), if and only if the coefficients b, σ, µ, ρ satisfy629

the compatibility conditions (5.7) with I0-I2 and G being defined respectively by (5.6).630

Furthermore, it holds that Gvvv(t, v, x) ≡ 0, (t, v, x) ∈ [0, T ]× R2.631

We should note that the compatibility condition (5.7) is technically difficult to632

verify in general, as it involves not only a fairly complicated systems of differential633

equations, but also the selection of the “pricing rule” (µ, ρ). In what follows we impose634

some specific structures on the functions h, b and σ, and try to find the conditions635

under which the function u(t, v, x) is of an affine structure.636

We begin with an example of a Kyle-Back problem that fits the generality con-637

sidered in this paper, and justifies the validity of the compatibility condition.638
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Example 5.2. Consider the Kyle-Back problem studied in [27]. Namely, we as-639

sume b(t, v, x) = ftv+gtx+kt, σ(t, v, x) = 1. Denote Xt = Pt = EP[Vt|FYt ]. Then, by640

[27, Theorem 3.6], we have µ(t, x) = (ft + gt)x+ kt, and ρ(t, x) = ρ(t) = Stβt, where641

St satisfies a (deterministic) Riccati equation. Furthermore, in [27] it was shown that642

the equilibrium strategy takes the form (5.2). That is, the equilibrium α has an affine643

structure (5.1) with u0(t, x) = −βtx, u1(t, x) = βt. By definition (5.4) we then have644 
A(t, x) =

∫ x

0

u0(t, y)

ρ(t, y)
dy = − 1

St

∫ x

0

ydy = − x2

2St
;

B(t, x) =

∫ x

0

u1(t, y)

ρ(t, y)
dy =

∫ x

0

1

St
dy =

x

St
.

645

Plugging these into (5.6) and noting that S satisfies the Riccati equation dSt
dt =646

2ftSt − β2
t S

2
t + 1, t ∈ [0, T ), we see that the compatibility condition (5.7) holds.647

In general nonlinear cases, the analysis becomes too complicated to have a generic648

result. We therefore consider some special cases that might be useful in practice.649

Case 1. h = h(t), b(t, x, v) = b(t, x) and σ(t, v, x) = σ(t, x). Then, (5.5) becomes650

I0(t, x) + I1(t, x)v + I2(t, x)v2 = 0,(5.8)651652

where I0 = ht+bB+ 1
2σ

2B2 +At+µAx+ 1
2ρ

2(Axx+A2
x), I1 = Bt+µBx+ 1

2ρ
2(Bxx+653

AxBx), and I2 = 1
2ρ

2B2
x. Clearly, (5.8) implies that I0 = I1 = I2 = 0. Then, by654

definition Bx= u1

ρ = 0, which implies u1(t, x) ≡ 0, and B(t, x) ≡ 0. It then follows655

(5.9) ht +At + µAx +
1

2
ρ2(Axx +A2

x) = 0.656

That is, a necessary condition for affine structure is that u1 ≡ 0 and (5.9) holds.657

Case 2. h = h(t), b(t, v, x) = b0(t, x) + b1(t, x)v, σ(t, v, x) = σ0(t, x) + σ1(t, x)v.658

Then, similar to Case 1, we simplify the equation (5.5) and denote659 
I0 = ht + b0B +

1

2
σ2

0B
2 +At + µAx +

1

2
ρ2(Axx +A2

x);

I1 = b1B + σ0σ1B
2 +Bt + µBx +

1

2
ρ2(Bxx +AxBx);

I2 =
1

2
ρ2B2

x +
1

2
σ2

1B
2.

660

We see from I2 = 0 that u1 ≡ 0, which again leads to (5.9).661

Case 3. h = h(t), b = b0(t, x) + b1(t, x)v + b2(t, x)v2, σ = σ0(t, x) + σ1(t, x)v. Then,662 
I0 = ht + b0B +

1

2
σ2

0B
2 +At + µAx +

1

2
ρ2(Axx +A2

x) = 0;

I1 = b1B + σ0σ1B
2 +Bt + µBx +

1

2
ρ2(Bxx +AxBx) = 0;

I2 =
1

2
ρ2B2

x +
1

2
σ2

1B
2 + b2B = 0.

(5.10)663

In particular, I2 = 0 if and only if664

(5.11) u2
1(t, x) = −σ2

1

(∫ x

x0

u1(t, y)

ρ(t, y)
dy
)2

− 2b2

∫ x

x0

u1(t, y)

ρ(t, y)
dy.665
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18 J. MA, AND Y. TAN

If we choose u1 = ρ, then (5.11) implies ρ2 = −σ2
1(x− x0)2 − 2b2(x− x0). Using666

I1 = 0 in (5.10), we can write u0 as667

u0 =
2

u1

[
−Bt − µBx −

1

2
ρ2Bxx − b1B − σ0σ1B

2
]
.(5.12)668

Therefore, (5.10), (5.11), and (5.12) guarantee the affine structure in this case.669

Case 4. h(t, v) = h0(t) + h1(t)v, b, σ same as Case 3. In this case,670 
I0 = (h0)t + b0(h1 +B) +

1

2
σ2

0(h1 +B)2 +At + µAx +
1

2
ρ2(Axx +A2

x) = 0;

I1 = (h1)t + b1(h1 +B) + σ0σ1(h1 +B)2 +Bt + µBx +
1

2
ρ2(Bxx +AxBx) = 0;

I2 =
1

2
ρ2B2

x +
1

2
σ2

1(h1 +B)2 + b2(h1 +B) = 0.

671

Case 5. h = h0(t)+h1(t)v+h2(t)v2. Since there are the terms bhv, σ
2h2
v in G(t, v, x),672

and h is quadratic, we see that σ(t, v, x) must be independent of v, and b is linear in673

v. We thus assume that b = b0(t, x) + b1(t, x)v, σ = σ(t, x), in other words,674 
I0 = (h0)t + b0(h1 +B) +

1

2
σ2[2h2 +(h1 +B)2] +At + µAx +

1

2
ρ2(Axx+A2

x) = 0;

I1 = (h1)t+2b0h2+ b1(h1+B)+2σ2(h1+B)h2+Bt+µBx+
1

2
ρ2(Bxx +AxBx) = 0;

I2 = (h2)t + 2b1h2 + 2σ2h2
2 +

1

2
ρ2B2

x = 0.

675

6. The Filtering Problem and FBSDE under Affine Structure. A popu-676

lar approach in studying Kyle-Back equilibrium problem is nonlinear filtering (cf. e.g.,677

[1, 16, 27]). In fact, when the market price is in the form of an optional projection:678

Pt = E[Vt|FYt ], t ∈ [0, T ], we believe that the filtering approach should be particularly679

effective in determining the equilibrium strategy, which we now explain.680

We begin by recasting the STPBVP (4.1) as a nonlinear filtering problem. Let681

(P̄, V,X,B, α) be a (Markovian) weak solution, with αt = u(t, Vt, Xt), and under P̄,682 
dVt = b(t, Vt, Xt)dt+ σ(t, Vt, Xt)dB

1
t , V0 = v0;

dXt = [µ(t,Xt) + ρ(t,Xt)u(t, Vt, Xt)]dt+ ρ(t,Xt)dB
2
t , X0 = x0;

dYt = u(t, Vt, Xt)dt+ dB2
t , Y0 = 0.

(6.1)683

Since the function u is now fixed, (6.1) can be thought of as a nonlinear filtering684

problem with correlated noises, in which (V,X) is the signal process and Y is the685

observation process. The only technical problem, however, is whether the function u686

satisfies usual technical requirements so that the Fujisaki-Kallianpur-Kunita (FKK)687

equation ([22, Theorem 4.1]) holds for Pt = E[Vt|FYt ]. To this end, we assume that688

u has the affine structure: u = u0(t, x) + u1(t, x)v. Denoting αt = u(t, Vt, Xt), and689

consider the SDE:690

dMt = −αtMtdB
2
t , M0 = 1, t ∈ [0, T ].(6.2)691

The following result is a modification of [8, Lemma 4.1.1] to the current case.692

Proposition 6.1. Assume Assumptions 3.1, and that the function u in (6.1)693

satisfies |u(t, v, x)| ≤ K(t)(1 + |v| + |x|), (t, v, x) ∈ [0, T ) × R2, for some function694

K ∈ L2([0, T ];R+). Then, the solution M to (6.2) is a true martingale on [0, T ].695
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Proof. Clearly, M is a local martingale. Then, by Fatou’s lemma, for any t ∈696

[0, T ], we have E[Mt] ≤ limn→∞ E[Mt∧τn ] = E[M0] = 1, where {τn} is any announcing697

sequence for M , and M is a true martingale iff E[Mt] = 1, 0 ≤ t ≤ T , which we now698

prove. For any ε > 0, define fε := x
1+εx , and Mε

t := fε(Mt), t ∈ [0, T ]. Clearly, by699

bounded convergence theorem, we have limε→0 E[Mε
t ] = E[Mt]. On the other hand,700

by a simple application of Itô’s formula and then taking expectation one has701

E[Mε
t ] :=

1

1 + ε
− E

[ ∫ t

0

Gε(αs,Ms)ds
]
, t ∈ [0, T ],702

where Gε(α, x) := εα2x2

(1+εx)3 . It is easy to check that there exists C > 0, such that703

|Gε(α, x)| ≤ Cα2x, for all ε, x > 0. Denoting Ut := Mt(V
2
t + X2

t ), then the linear704

growth assumption for αt gives E[Gε(αt,Mt)] ≤ CE[α2
tMt] ≤ CK2(t)

[
1 +E[Ut]

]
. We705

claim that supt∈[0,T ] E[Ut] < ∞. The result then follows easily from the Dominated706

Convergence theorem. Applying Itô’s formula to Ut and fε(Ut), we have (denoting707

|ξ0|2 = v2
0 + x2

0)708

fε(Ut) =
|ξ0|2

1 + ε|ξ0|2
+

∫ t

0

2Ms

[
Vsbs +Xsµs + 1

2 (σ2
s + ρ2

s)
]

(1 + εUs)2
ds+

∫ t

0

2MsVsσs
(1 + εUs)2

dB1
t709

+

∫ t

0

−ε
[
4V 2

s σ
2
sM

2
s +

(
2MsXsρs − Usαs

)2]
(1 + εUs)3

ds+

∫ t

0

−Usαs + 2MsXsρs
(1 + εUs)2

dB2
s .710

711

Taking expectation on both sides, and by the linear growth of b, σ, µ and ρ, we obtain712

E[fε(Ut)] ≤ |ξ0|2 +

∫ t

0

E
[2Ms

[
Vsbs +Xsµs +

1

2
(σ2
s + ρ2

s)
]

(1 + εUs)2

]
ds713

≤ |ξ0|2 +

∫ t

0

L(E[fε(Ut)] + 1)ds.714
715

Now, first applying Gronwall’s inequality and then applying Fatou’s lemma (sending716

ε→ 0), we deduce that supt∈[0,T ] E[Ut] <∞, proving the claim.717

We should note that with Proposition 6.1 and the affine structure assumption718

on u the SDE (6.1) can be naturally extended to [0, T ], and we can follow the same719

argument of [22, Theorem 4.1] to derive the FKK equation for Pt = EP̄[Vt|FYt ], which720

takes the following form:721 {
dPt = [Et[b(t, Vt, Xt)]− Et[u(t, Vt, Xt)]Zt]dt+ ZtdYt,

Zt := Et[Vtu(t, Vt, Xt)]− PtEt[u(t, Vt, Xt)],
t ∈ [0, T ],(6.3)722

where Et[·] := EP̄[·|FYt ], t ∈ [0, T ]. Now if we assume that the coefficient b(· · · ) is723

also of affine structure: b(t, v, x) = b0(t, x) + b1(t, x)v, and X is FY -adapted, then for724

t ∈ [0, T ],(6.3) can be rewritten as725

dPt = {b0(t,Xt) + b1(t,Xt)Pt − (u0(t,Xt) + u1(t,Xt)Pt)Zt}dt+ ZtdYt,(6.4)726

Let us now choose αt = u(t, Vt, Xt), t ∈ [0, T ], to be the α-component of a727

Markovian weak solution to the STPBVP (4.1), and assume that it has the affine728

structure. By Proposition 6.1, the process M defined by (6.2) is a martingale on729

[0, T ], so we can define a new probability measure Q̄ on the canonical space (Ω,F) by730
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dQ̄
dP̄ |FT = MT , then under Q̄, the process Y (for the given α) is a Brownian motion,731

and Q̄{VT = g(XT )} = P̄{VT = g(XT )} = 1. In other words, under Q̄, we can rewrite732

(6.4) and the SDE (4.1) for X as the following forward-backward SDE (FBSDE):733

(6.5)

{
dXt = µ(t,Xt)dt+ ρ(t,Xt)dYt, X0 = x;

dPt = [β0(t,Xt, Pt) + β1(t,Xt, Pt)Zt]dt+ ZtdYt, PT = g(XT ),
734

where β0(t, x, y) = b0(t, x) + b1(t, x)y, β1(t, x, y) = −u0(t, x)− u1(t, x)y.735

Remark 6.2. (i) Although Q̄ ∼ P̄ << Q0 and the process Y is a Brownian motion736

under both measures Q̄ and Q0, Q̄ and Q0 are not equivalent on FT , since Q0{VT 6=737

g(XT )} > 0 in general. In fact, Lν is local martingale, but M is a true martingale.738

(ii) Under Assumption 3.1, X is a diffusion driven by the Q̄-Brownian motion Y ,739

hence it is FY -adapted, which justifies (6.4), whence (6.5).740

We should note that the FBSDE (6.5) is actually “decoupled”, in the sense that741

the forward SDE is independent of the backward components (Y, Z). But the BSDE742

in (6.5) is somewhat non-standard in that the coefficients are neither Lipschitz nor of743

linear growth. Specifically, the fact that |β1(t, x, y)z| ≤ K(1 + |y||z|) makes it super-744

linear in (y, z), and is beyond the usual “quadratic BSDE” framework. Nevertheless,745

the well-posedness of (6.5) can be argued via a more or less standard localization746

argument following the idea of [25]. Since this is not the main purpose of the paper,747

we shall only state the following result, but omit the proof (see [31] for details).748

Proposition 6.3. Assume Assumption 3.1, and let (P̄, (B1, B2), (V,X), α) be a749

Markovian nested solution to STPBVP (4.1), and assume that α has an affine struc-750

ture. Then there exists a probability measure Q̄ on the canonical space (Ω,F), such751

that752

(i)
dQ̄
dP̄
∣∣
FT

= MT , where M satisfies the linear SDE (6.2);753

(ii) denoting Yt = B2
t +

∫ t
0
αsds and Pt = EP̄[Vt|FYt ], t ∈ [0, T ], then Y is a754

Q̄-Brownian motion, and under Q̄, (X,P ) satisfies the FBSDE (6.5).755

In the rest of this section we try to determine the most important element of the756

pricing mechanism: the function H : [0, T ]×R 7→ R, so that Pt = H(t,Xt), t ∈ [0, T ].757

To begin with, we recall from the general theory of FBSDE (cf. e.g., [26, Chapter758

4], [28, Section 2]) that, if (X,P,Z) is the solution to the FBSDE (6.5), then under759

appropriate conditions on the coefficients, there is a decoupling field H : [0, T ]×R 7→ R,760

which satisfies the following semilinear PDE (at least in the viscosity sense):761

(6.6)

{
Ht +

1

2
ρ2(t, x)Hxx + µ(t, x)Hx + h(t, x,H, ρ(t, x)Hx) = 0;

H(T, x) = g(x),
762

where h = −β0(t, x, y)−β1(t, x, y)z, and it holds: Pt = H(t,Xt), Zt = ρ(t,Xt)Hx(t,Xt),763

t ∈ [0, T ]. The following extension of Example 5.2 justifies this fact.764

Example 6.4. Recall Example 5.2, in which the coefficients b, σ, µ and the function765

u have the specific form: b(t, v, x) = ftv + gtx + kt, σ ≡ 1, µ(t, x) = (ft + gt)x + kt,766

u(t, v, x) = βtv − βtx, and thus the PDE (6.6) now reads (suppressing variables):767  Ht +
(
(ft + gt)x+ kt + ρ(−βtx+ βtH)

)
Hx +

1

2
ρ2Hxx=gtx+ kt + ftH;

H(T, x) = x,

(6.7)768
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We can easily check that H(T, x) = x is the (unique) solution to (6.7), and hence769

Pt = H(t,Xt) = Xt, for t ∈ [0, T ), and XT = H(T,XT ) = PT = VT .770

Remark 6.5. If we restrict the strategy to the form αt = βt(Vt − Pt) = βt(Vt −771

H(t,Xt)), that is, u0 = −βtH(t, x), u1 = βt, and we assume further that the original772

asset V is under the risk neutral probability so that b ≡ 0, then (6.6) is reduced to773  Ht(t, x) + µ(t, x)Hx(t, x) +
1

2
ρ2(t, x)Hxx(t, x) = 0;

H(T, x) = g(x).

(6.8)774

We should note that the PDE (6.8) is well-posed with properly chosen (µ, ρ), as part775

of the pricing rule. The determination of (µ, ρ), however, is the main task for finding776

the Kyle-Back equilibrium, which will be discussed in details in the next section.777

7. Sufficient Conditions for Optimality. We are now ready to investigate778

the main issue of this paper: finding the equilibrium of the pricing problem. That is,779

we are to find the optimal strategy α∗ for the insider, which maximizes her expected780

terminal wealth WT , given the pricing rule Pt = E[Vt|Ft], t ∈ [0, T ].781

In light of the analysis in the previous sections, we recast the problem of finding782

the Kyle-Back equilibrium as follows. First recall the Markovized system (2.5):783 {
dVt = b(t, Vt, Xt)dt+ σ(t, Vt, Xt)dB

1
t , V0 = v;

dXt = [µ(t,Xt) + ρ(t,Xt)αt]dt+ ρ(t,Xt)dB
2
t , X0 = x.

(7.1)784

where α ∈ Uad (see (2.3) for definition). Assume that the process α takes the feedback785

form αt = u(t, Vt, Xt), we have argued in §2 that finding the optimal strategy amounts786

to solving a stochastic control problem with state equation (7.1) (or (2.5)) and the cost787

functional (2.7). Moreover, a necessary condition for α ∈ Uad being an equilibrium788

is that VT = PT = H(T,XT ) = g(XT ) (see (1.4)). Therefore, We shall consider only789

the (weak) solution (P̄, V,X, α) to STPBVP (4.1), and by Proposition 4.4, we shall790

assume that P̄|Ft << Q0|Ft , t < T , and P̄ ◦ (VT )−1 = m∗.791

It is worth noting that the solution to STPBVT (4.1) or SDE (7.1), depends on792

the coefficients (µ, ρ). We shall argue that the equilibrium can be determined by793

properly choosing (µ, ρ) through some “compatibility conditions”.794

The case b(t, v, x) ≡ 0. For notational simplicity, in what follows we use P instead795

of P̄. As we pointed out in Remark 6.5, this could be the case when P is the risk796

neutral probability measure, and V is the discounted asset price, hence a (P,F)-797

martingale. We note that in this case the market price Pt = E[Vt|FYt ], t ≥ 0 is a798

(P,FY )-martingale. Indeed, since V = {Vt} is a (P,F)-martingale, for s < t, we have799

Ps = EP[Vs|FYs ] = EP[EP[Vt|Fs]|FYs ] = EP[Vt|FY
s ] = EP[EP[Vt|FYt ]|FYs ] = EP[Pt|FYs ].800

On the other hand, if we assume that Pt = H(t,Xt), t ∈ [0, T ], where X satisfies (7.1),801

with PT = g(XT ), then a simple application of Itô’s formula shows that P = {Pt}802

being an FY -martingale means that the decoupling field H must satisfy the PDE:803  Ht + µ(t, x)Hx +
1

2
ρ2(t, x)Hxx = 0; t ∈ [0, T )

H(T, x) = g(x).

(7.2)804
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Comparing to (6.6) and recalling (6.5) we see that under affine structure we have

h(t, x,H, ρ(t, x)Hx) = −β1(t, x,H)ρ(t, x)Hx = (u0(t, x) + u1(t, x)H)ρ(t, x)Hx ≡ 0.

Therefore we have u0(t,Xt) = −βtH(t,Xt), where βt = u1(t,Xt). Consequently, we805

see that αt = u0(t,Xt) + u1(t,Xt)Vt = u1(t,Xt)(Vt −H(t,Xt)) = βt(Vt − Pt), which806

is exactly the form commonly seen in the literature (see, e.g., [1, 24, 27]), except that807

βt is no longer deterministic. Our first main result of this section is the following.808

Theorem 7.1. Assume Assumption 3.1, and b ≡ 0. Let (P̄, V̄ , X̄, ᾱ) be a weak809

solution to the STPBVP (4.1) such that ᾱt has an affine structure. Then,810

(i) the market price Pt = EP̄[V̄t|FYt ] = H(t, X̄t), t ∈ [0, T ) is an FY -martingale,811

where H solves the PDE (7.2);812

(ii) the process ᾱ is of the form ᾱt = β(t, X̄t)(V̄t −H(t, X̄t)) = β(t, X̄t)(V̄t − Pt),813

t ∈ [0, T ), where (V,X) is the solution to the SDE (7.1) under some probability814

measure P̄, such that V̄T = g(X̄T ), P̄-a.s.;815

(iii) ᾱ is an equilibrium strategy if the following “compatibility condition” holds:816

ρt(t, x)− µx(t, x)ρ(t, x) + ρx(t, x)µ(t, x) +
1

2
ρ2(t, x)ρxx(t, x) = 0.(7.3)817

818

Proof. The parts (i) and (ii) have been argued prior to the theorem. We shall819

prove only part (iii). To this end, we shall borrow the idea of [34], and look for a820

function J(t, x; a) such that for fixed a ∈ R, J(·, ·; a) ∈ C1,2([0, T ]× R), and satisfies821

the following properties822 
Jt(s, x; a) + Jx(s, x; a)µ(s, x) +

1

2
Jxx(s, x; a)ρ2(s, x) = 0;

Jx(s, x; a)ρ(s, x) = H(t, x)− a;

J(T, x; a) ≥ 0, and J(T, x; a) = 0 iff a = g(x).

(7.4)823

Assume now that a function J satisfying (7.4) exists. Then for any α ∈ Uad, we824

let (P, V α, Xα) be a weak solution to the SDE (4.1). Given a ∈ R, applying Itô’s825

formula to J(·, ·; a) we have826

J(t,Xα
t ; a) = J(0, x0; a) +

∫ t

0

[
Jt(·, ·; a) + Jx(·, ·; a)µ+

1

2
Jxx(·, ·; a)ρ2

]
(s,Xα

s )ds827

+

∫ t

0

Jx(s,Xα
s ; a)ρ(s,Xs)dYs = J(0, x0; a) +

∫ t

0

(H(s,Xα
s )− a)dYs(7.5)828

= J(0, x0; a) +

∫ t

0

(H(s,Xα
s )− a)αsds+

∫ t

0

H(s,Xα
s )dB2

s − aB2
t .829

Denoting (V,X) = (V α, Xα) and by the total probability formula and (7.5) we have830

EP[J(T,XT ;VT )− J(0, x0;VT )
]

=

∫
R
EP[J(T,XT ; a)− J(0, x0; a)|VT = a

]
PVT (da)831

=

∫
R
EP
[ ∫ T

0

(H(s,Xs)− a)αtdt+

∫ T

0

H(t,Xt)dB
2
t − aB2

T |a = VT

]
PVT (da)832

= EP
[ ∫ T

0

(H(s,Xs)− VT )αtdt
]

+ EP
[ ∫ T

0

H(t,Xt)dB
2
t

]
− EP[VTB

2
T ]833

= EP
[ ∫ T

0

(H(s,Xs)− VT )αtdt
]
− EP[VTB

2
T ].834
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But, since 〈B1, B2 〉 ≡ 0, we have d(VtB
2
t ) = VtdB

2
t +B2

t σ(t, Vt, Xt)dB
1
t , t ≥ 0. That835

is, {VtB2
t } is a P-martingale, hence EP[VTB

2
T ] = 0. Recalling (2.6) we deduce from836

equations above that837

EP[Wα
T ]=EP

[ ∫ T

0

(V αT −H(s,Xα
s ))αtdt

]
=EP[J(0, x0;V αT )− J(T,Xα

T ;V αT )
]

(7.6)838

≤ EP[J(0, x0;V αT )
]
.839840

Here the last inequality is due to property (7.4) of the function J , and furthermore, the841

equality holds if and only if the terminal condition V αT = g(Xα
T ) holds. Consequently,842

if we let (P̄, V̄ , X̄, ᾱ) be a weak solution to STPBVP (4.1), then Proposition 4.4,843

together with (7.6), shows that844

EP̄[W ᾱ
T ] = supα∈Uad,P◦(V αT )−1=m∗ EP[Wα

T ] =
∫
R J(0, x0; a)m∗(da).845

In other words, the solution to the STPBVP leads to the optimal strategy for the846

insider, among all the strategies satisfying P ◦ (V αT )−1 = m∗.847

Our last task is to construct a function J that satisfies all the requirements in848

(7.4). In light of [34], we consider the following function:849

J(t, x; a) =

∫ x

g−1(a)

H(t, y)− a
ρ(t, y)

dy +

∫ T

t

f(s; a)ds,(7.7)850

851

where H(·, ·) satisfies (7.2), and f(t; a) is a function to be determined and independent852

of x. To check that such a function is possible for the proper choices of µ, ρ, and f ,853

we simply plugging the function J into the PDE in (7.4) to get854

f(t; a) =
[(µ
ρ
− ρx

2

)
(H − a)

]
+

(Hxρ)(t, x)

2
+

∫ x

g−1(a)

[
Ht

ρ
− (H − a)ρt

ρ2

]
(t, y)dy.855

856

In order that f(·; a) is independent of x, we take derivative of the right hand side857

with respect to x, and multiply it by ρ2(t, x) to obtain (suppressing variables and858

rearranging terms)859

fxρ
2 = ρ[Ht + µHx +

1

2
ρ2Hxx] + [(µxρ− µρx)− 1

2
ρxxρ

2 − ρt](H − a)860

= [(µxρ− µρx)− 1

2
ρxxρ

2 − ρt](H − a),861

thanks to (7.2). Since ρ is positive, we see that fx ≡ 0 provided (7.3) holds. We note862

that if the function f in (7.7) is independent of x, then the second equation in (7.4)863

is obvious by definition. It thus remains to verify the last requirement of (7.4). To864

see this we note that J(T, x; a) =
∫ x
g−1(a)

H(T, y)− a
ρ(T, y)

dy =
∫ x
g−1(a)

g(y)− a
ρ(T, y)

dy. Since865

g is increasing, and ρ(T, y) > 0, we have g(y) ≥ g(g−1(a)) = a, for y ≥ g−1(a). Thus866

J(T, x; a) ≥ 0, for x ≥ g−1(a), and J(T, x; a) = 0 iff x = g−1(a), proving (7.4).867

Remark 7.2. The compatibility condition (7.3) between the coefficients µ, ρ, and868

the PDE (7.2) for the pricing rule H are not new. In the so-called “long-lived”869

information case, for example, the market price Pt = E[VT |FYt ], t ≥ 0, is naturally a870

martingale, and b ≡ 0 is by assumption, thus Theorem 7.1 always applies. In this case,871

[34] chooses µ = 0 and ρ = 1, which obviously satisfies the compatibility condition872

(7.3), and (7.2) becomes Ht +
1

2
Hxx = 0, and f(t) = Hx(t, g−1(a)).873
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As another example, in [12] it is derive from a control theoretic argument via874

HJB equation that µ = 0, and ρ and H satisfy ρt + ρ2

2 ρxx = 0, Ht + ρ2

2 Hxx = 0, and875

f(t; a) = Hx(t, g−1(a))ρ(t, g−1(a)), justifying (7.2) and (7.3).876

The General Case. We now try to apply the same scheme to the general case877

without assuming that b(t, v, x) = 0. We first observe that in this case the market878

price Pt = E[Vt|FYt ], t ≥ 0, is an “optional projection”, which is not necessarily an879

FY -martingale. Thus the discussion is more involved, and the final outcome is less880

explicit. We hope to be able find some more effective approaches in future research.881

Let us assume now that both b and α have the general affine structure: b(t, v, x) =882

b0(t, x) + b1(t, x)v and u(t, v, x) = u0(t, x) + u1(t, x)v. By Proposition 6.3, the decou-883

pling field H(t, x) would satisfy a more general PDE:884

Ht + µHx +
1

2
ρ2Hxx = (b0 + b1H)− (u0 + u1H)ρHx, H(T, x) = g(x).(7.8)885

So if we still try to construct the function J(t, x; a) as in (7.7), then it may not be
possible to find a corresponding function f that is independent of x. We propose to
modify (7.7) in the following way. First recall that when α is Markovian, we can write

EP[Wα
T ] = EP

[ ∫ T

0

[F (t, V αt , X
α
t )−H(t,Xα

t )]u(t, V αt , X
α
t )dt

]
,

where F (t, Vt, Xt) := EP[VT |FV,Xt ], thanks to the Markovian property of the solution886

(V α, Xα). Further, by Feynman-Kac formula, we see that F satisfies the PDE:887

Ft +
1

2
Fvvσ

2 +
1

2
Fxxρ

2 + Fvb+ Fx(µ+ uρ) = 0; F (T, v, x) = v.(7.9)888

In light of (7.7), we now look for the function J(t, v, x) with the following properties:889 
Jxρ(t, x) = H(t, x)− F (t, v, x);

Jt + b(t, v, x)Jv + µ(t, x)Jx +
1

2
σ2(t, v, x)Jvv +

1

2
ρ2(t, x)Jxx = 0;

J(T, v, x) ≥ 0, and J(T, v, x) = 0 iff v = g(x).

(7.10)890

If such function J exists, then a simple application of Itô’s formula shows that891

EP[Wα
T ] = EP[−J(T, VT , XT ) + J(0, v0, x0)] ≤ J(0, v0, x0),892

and the equality holds when VT = g(XT ) P-a.s., which would imply the optimality of893

the solution to STPBVP. To find such a function, we modify (7.7) as follows. Define894

(7.11) J(t, v, x) =

∫ x

g−1(v)

H(t, y)− F (t, v, y)

ρ(t, y)
dy +G(t, v) := J̄(t, v, x) +G(t, v),895

where G(t, v) is a function to be determined. We first note that the first identity896

in (7.10) is trivial by definition of the function J (7.11). Next, we observe that897

J̄(T, v, x) =
∫ x
g−1(v)

g(y)− v
ρ(t, y)

dy, which satisfies that J̄(T, v, x) ≥ 0, and J̄(T, v, x) = 0898

if and only if x = g−1(v), as we argued in Theorem 7.1. Therefore the function J899
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defined by (7.11) satisfies the terminal condition in (7.10) provided G(T, v) ≡ 0. Let900

us now look at the PDE in (7.10). Plugging (7.11) into (7.10), we have901

0 = Gt + bGv +
1

2
σ2Gvv + J̄t + bJ̄v +

1

2
σ2J̄vv +

µ(H − F )

ρ
(7.12)902

+
1

2
[(Hx − Fx)ρ− (H − F )ρx].903

We see that if we can find the function G(t, v) satisfying the PDE (7.12) with the904

terminal condition G(T, v) ≡ 0, then we will be able to define J as in (7.11). Sum-905

marizing the discussions above, we have the following result.906

Theorem 7.3. Assume Assumption 3.1, Then, a weak solution (P̄, V̄ , X̄, ᾱ) to907

STPBVP (4.1) with α having the affine structure is an equilibrium strategy if there908

exists a function G(t, v) satisfying (7.12) with G(T, v) = 0.909

We remark that by looking at (7.11), it seems that the function J depends on the910

choice of the strategy α since both PDEs (7.8) and (7.9) (for H and F ) do. However,911

we should also note that the PDE in (7.10) for J , as well as its terminal condition912

are independent of α. Therefore the function J should depend solely on the choice913

of coefficients but independent of α. We should also note that Theorem 7.3 is only914

a sufficient condition for identifying the equilibrium, which is by no means necessary.915

That is, there could be different ways to find equilibrium, and Theorem 7.3 is only916

associated to the specific scheme that follows the idea of constructing the function J917

with the form (7.11). We conclude this section by using Theorem 7.3 to analyze two918

special cases in which the underlying asset process V is not a martingale.919

Example 7.4. Consider the linear model in [27] again. That is, we let b(t, v, x) =920

ftv+gtx+ht, σ(t, v, x) = σt, H(t, x) = x, and α(t, v, x) = βt(v−x), where f, g, h, σ, β921

are deterministic functions. Then by [27, Theorem 3.6], we have µ(t, x) = (ft+gt)x+ht922

and ρ(t, x) = Stβt, where St solves a Riccati equation. In this case, we can check that923

J̄(t, v, x) =

∫ x

v

y − F (t, v, y)

Stβt
dy =

1

Stβt

[x2

2
− v2

2
−
∫ x

v

F (t, v, y)dy
]
,924

and a direct computation shows that (7.12) is now reduced to925

(7.13) 0 = Gt + (ftv + ht)Gv +
1

2
σ2
tGvv + Θ1(t, v, x),926

where Θ1 := J̄t+gtxGv+(ftv+gtx+ht)J̄v+
σ2
t J̄vv
2 + [(ft+gt)x+ht](x−F )

Stβt
+ [(1−Fx)Stβt]

2 .927

Since G is independent of x, we deduce from (7.13) that ∂xΘ1(t, v, x) = 0, that is928

0 = Gvgt + Θ2(t, v, x),(7.14)929

where Θ2(t, v, x) := J̄tx + (ftv + gtx+ ht)J̄vx + gtJ̄v + 1
2σ

2
t J̄vvx + 1

Stβt
[(ft + gt)(2x−930

F ) + ht]− 1
2FxxStβt. Similarly, we can conclude that ∂xΘ2 = 0, which leads to that931

(Fx − 1)(Stβt)t = Stβt
[
Ftx + (ftv + gtx+ ht)Fvx + 2gtFv +

1

2
σ2
tFvvx(7.15)932

+(ft + gt)(Fx − 2) +
1

2
(Stβt)

2Fxxx
]

933

This manuscript is for review purposes only.



26 J. MA, AND Y. TAN

Recall that F (t, v, x) satisfies the PDE (7.9), we deduce from (7.15) that934

(Fx − 1)(Stβt)t
Stβt

= gtFv − Fxx[(ft + gt)x+ ht + Stβ
2
t (v − x)](7.16)935

+FxStβ
2
t − 2(ft + gt).936

Therefore, the compatibility conditions become (7.13), (7.14), (7.16), and G(T, v) = 0.937

It might be interesting to note that (7.16) can be further simplified in the case938

g = 0. Indeed, by [27, Theorem 6.1], we see that in this case Stβt = 1
2α0 exp{

∫ t
0
fudu},939

where α0 is a constant. Then, it is easy to check that (7.16) can be simplifies as940

−ft = ([ftx+ ht + Stβ
2
t (v − x)]Fx)x,941

which immediately gives Fx = −ftx+C0(t,v)
(ft−Stβ2

t )x+Stβ2
t v+ht

, for some function C0(t, v) to be942

determined later. It is not hard to check that F (t, v, x) can be written explicitly as943

(7.17) F =
−ftx
At

+ Ψ(t, v) log Φ(t, v, x) + C1(t, v),944

where At = ft−Stβ2
t , Φ = x+

Stβ
2
t

At
v+ ht

At
, Ψ = C0(t,v)

At
+

ft(Stβ
2
t v+ht)

A2
t

, and C1(t, v) is945

another function to be determined. After calculating Ft, Fv, Fvv, Fx and Fxx accord-946

ingly and plugging them into (7.9), we obtain947

0 =xF1(t, v) + log ΦF2(t, v) + F3(t, v) + Φ−1F4(t, v) + Φ−2F5(t, v),(7.18)948949

where950

F1 =− ∂t
( ft
At

)
− ft;951

F2 =∂tΨ(t, v) + (ftv + ht)∂vΨ(t, v) +
σ2
t

2

∂vvC0

At
;952

F3 =(∂t + (ftv + ht)∂v +
1

2
σ2
t ∂vv)C1 + C0;953

F4 =Ψ(t, v)
(
∂tΦ(t, v, x) + (ftv + ht)

Stβ
2
t

At

)
+
σ2
tStβ

2
t

At
∂vΨ(t, v);954

F5 =
[
− σ2

t

2

(Stβt
At

)2

− (Stβ
2
t )2

2

]
Ψ(t, v).955

956

Multiplying Φ2, and denoting Λ(t, v) =
Stβ

2
t

At
v+ ht

At
, we see that Φ = x+Λ, and (7.18)957

now reads958

0 = F1x
3 + F2(x+ Λ)2 log Φ + (2ΛF1 + F3)x2 +

(
Λ2F1 + 2ΛF3 + F4

)
x959

+(Λ2F3 + ΛF4 + F5).960

Therefore, to show F defined in (7.17) satisfies the PDE (7.9), it is sufficient to show961

the following equations hold:962

F1 = F2 = 2ΛF1 + F3 = Λ2F1 + 2ΛF3 + F4 = Λ2F3 + ΛF4 + F5 = 0.963964

which immediately implies F1 = F2 = F3 = F4 = F5 = 0. We observe that F1 = 0 is965

an ODE which determines ft. Next, setting C0 :=
−ft(Stβ2

t v+ht)
At

we have Ψ(t, v) ≡ 0,966

and hence F4 = F5 = 0. Further, since ∂vvC0 = 0, this implies F2 = 0. Finally, given967

C0, we can solve an ODE for C1 so that F3 = 0. Therefore, with such ft, C0, and C1968

the function F defined in (7.17) satisfies (7.9) and (7.16) for arbitrary ht and σt.969
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Example 7.5. We now extend the previous example by adding a slight nonlinearity970

into the system, but assuming that b and σ do not depend on x. More precisely, we971

let b(t, v, x) = ftv + ht, but σ(t, v, x) = σ(t, v). We note that although in this case972

g ≡ 0, the solution is no longer Gaussian, and the decoupling field H is not explicitly973

known. To find the desired function G(t, v) in Theorem 7.3, we differentiate both974

sides of (7.12) with respect to x and multiply by ρ2 to get (suppressing variables):975

0 = (H − F )[−ρt + µxρ− µρx −
1

2
ρ2ρxx] + ρ(Ht + µHx +

1

2
ρ2Hxx)(7.19)976

−ρ{Ft + bFv + µFx +
1

2
σ2Fvv +

1

2
ρ2Fxx}.977

Note that H and F satisfy PDEs (7.8) and (7.9), respectively, we deduce that978 
ht + ftH + ρ[(u0 + u1v)Fx −Hx(u0 + u1H)] = 0.

ρt − µxρ+ ρxµ+
1

2
ρ2ρxx = 0.

979

We now observe that the function φ(t, x) := (u0 + u1v)Fx is independent of v. Thus980

for v 6= −u0/u1, we can write Fx = φ(t,x)
u0+u1v

and compute Fxx, Fxt, Fxv, Fxvv and981

Fxxx accordingly. Differentiating (7.9) with respect to x, plugging the corresponding982

partial derivatives above, and denoting983

A =φt + ρρxφx +
1

2
ρ2φxx + φx(h+ fv + µ) + φµx;984

B =φ[(u0)t + (u1)tv] + ρρxφ[(u0)x + (u1)xv] + ρ2φx[(u0)x + (u1)xv]985

+
1

2
ρ2φ[(u0)xx + (u1)xxv] + φ(h+ fv + µ)[(u0)x + (u1)xv];986

C =σ2φu2
1 + ρ2φ[(u0)x + (u1)xv]2,987988

we obtain the following equation:989

0 = (φρ)x +
A

u0 + u1v
− B

(u0 + u1v)2
+

C

(u0 + u1v)3
.(7.20)990

991

Now fix (t, x) and let v →∞, by definitions of A and B, we can easily check that

(φρ)x +
φxf

u1
− φf(u1)x

u2
1

= (φρ)x +
(φf
u1

)
x

= 0.

This implies φ(t, x) = c(t)
[
ρ(t, x) + ft

u1(t,x)

]−1
, for some function c(t). Moreover, set-992

ting v = −u0

u1
+ ε, multiplying (7.20) by ε3, and sending ε to 0 will yield: σ2φu2

1 +993

ρ2φ{(u0)x − (u1)x
u0

u1
}2 ≡ 0, which implies φ ≡ 0, and hence Fx = Fxx ≡ 0. Conse-994

quently, we can rewrite the compatibility conditions from (7.19):995 
Ft + bFv + 1/2σ2Fvv = 0;

Ht + µHx + 1/2ρ2Hxx = 0;

ρt − µxρ+ ρxµ+ 1/2ρ2ρxx = 0.

996

We note that in the above the first equation is (7.9), the second and the third condition997

coincide with the ones in Theorem 7.1. Furthermore, the second equation implies {Pt}998

is a martingale, but since b = fv + h 6= 0, {Vt} is not a martingale.999
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