
SIAM J. CONTROL AND OPTIMIZATION
Vol. 30, No. 4, pp. 975-999, July 1992

() 1992 Society for Industrial and Applied Mathematics
013

ON THE PRINCIPLE OF SMOOTH FIT FOR A CLASS OF
SINGULAR STOCHASTIC CONTROL PROBLEMS FOR

DIFFUSIONS*

JIN MAt
Abstract. This paper considers the principle of smooth fit for a class of one-dimensional singular

stochastic control problems allowing the system to be of nonlinear diffusion type. The existence and
the uniqueness of a convex C2-solution to the corresponding variational inequality are obtained. It
is proved that this solution gives the value function of the control problem, and the optimal control
process is constructed. As an example of the degenerate case, it is proved that the conclusion is also
true for linear systems, and the explicit formula for the smooth fit points is derived.

Key words, singular stochastic control, principle of smooth fit, variational inequality, free
boundary problem, diffusion with reflections
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1. Introduction. Let (t,’,P;’t) be a complete probability space with filtra-
tion (-t }, which is assumed to be right-continuous, and 0 contains all the P-null sets
in . We assume that a one-dimensional standard Brownian motion W {W(t)
t >_ 0} with respect to {t} is given on this probability space.

Consider the system described by the stochastic differential equation

(1.1) dX(t) a(X(t))dt + a(X(t))dW(t) + d(t), X(O) x,

or, equivalently, by the stochastic integral equation

(1.2) f0X(t) x + a(X(s))ds + a(X(s))dW(s) + (t),

where {(t) t _> 0} is a left-continuous, {Jzt }-adapted process with locally bounded
variation paths. The process is to be chosen by the decision maker as the control
process, and the objective is to minimize the following cost function:

(1.3) V(x) E f[o,) e-t[cd(t) + h(X(t))dt],

where {(t)" t _> 0} is the total variation process of ; the constant a > 0 is called
the discount factor, h is a nonnegative, strictly convex, C2-function; and c > 0.

Problems of similar type have been studied by many authors (cf. [1], [2], [6],
[8]-[10], [12]-[14]). In the case when c 0, h(x) x2, a(x) =_ O, a(x) 1, the
problem was solved explicitly by Bens, Shepp, and Witsenhausen [1] under the con-
straints that either has bounded derivatives (bounded velocity follower problem) or
it has bounded total variation (finite-fuel follower problem). Under the-same setting
but without the extra restriction on , and allowing h to be a general strictly convex
function and c 1, the result was generalized by Karatzas [8]. Almost simultane-
ously, Harrison and Taksar [6] treated the case with a more general cost function but
restricted (compact) state space and, also, they assumed the drift and the diffusion
coefficients to be constants.
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976 JIN MA

For the case when a, a are nonconstant, the problem was developed by Menaldi
and Robin [9], Chow, Menaldi, and Robin [2], and Shreve, Lehoczky, and Gaver [13],
among others. In [9], however, no control entered the cost function explicitly (i.e.,
c 0), and, for the convex case (i.e., h is convex), the result there was only valid
when a and a are constants. In [2] the horizon was assumed to be finite, and only
the monotone follower problem (i.e., is monotone) was considered. We note that
the bounded variation control problem (optimal correction problem) was considered
there only when some special symmetric conditions were satisfied by h, so that the
problem could be reduced to the monotone follower problem. In general, however,
these conditions are not satisfied in our setting. Finally, in [13], it was essentially the
homogeneous problem (i.e., h(-) 0), so the problem is quite different from ours. We
note that, for the convexity of the value function, all the above work required the
coefficients of the system to be constant or linear (in spatial variables), so that the
convexity of the function h would imply the convexity of value function immediately.
However, this requirement is not satisfied, in general, in our setting.

The problem is also studied for a higher-dimension case by Soner and Shreve [14]
and Menaldi and Taksar [10]; some regularity results for the free boundary, as well
as the convexity of the value function, were obtained. However, the difficulties that
arise in higher dimensions seem to restrict the problem only to the case when a, a are
constants.

In this paper, we are interested in the system when a(x) ax + b and when a

is any nonvanishing, Lipschitz continuous, C2-function of linear growth. Under some
conditions on the discount factor a and the function a, we prove that the principle
of smooth fit always holds in this case. Namely, we prove that there exists a unique
convex C2-solution to the variational inequality that is linear outside a certain finite
interval (even though the data of the system, e.g., a, could be nonlinear), which, as
was pointed out by Shreve [12], gives the value function and leads to the existence of
the optimal policy for such problems. Consequently, the optimal policy can then be
chosen to be the proper local times to make the dynamics to be the reflected diffusion
on a certain region. Compared to the usual way of treating variational inequalities,
our approach is direct and elementary but strongly restricted to the one-dimensional
case.

An interesting question then is how this setting includes the linear case, namely,
when a(.) is also linear. An immediate problem is that the related ordinary differential
equation (ODE) becomes singular at some point (the zero of a). In 5 we treat this
case specifically to get an explicit solution.

The paper is organized as follows. In 2 we give the formulation of the problem
and the verification theorems. In 3 we study the ODE related to the H-J-B equation
and give some basic results as lemmas for the main theorems. Section 4 is devoted
to the main results, and, finally, in 5, we study the linear case, which can also be
treated as an example for our setting.

2. Formulation of the problem and the verification theorems. We will
henceforth consider the system

(2.1) X(t) x + (aX(s) + b)ds + a(X(s))dW(s) + (t),

where a, b are constants, W(-) is a one-dimensional Brownian motion with respect to
the filtration {St}.
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THE PRINCIPLE OF SMOOTH FIT 977

As in 1, for a given , the cost function is defined by

V (x) EI e-t [cd(t) + h(X(t))dt].
3[0

We will assume that c- 1 for simplicity.
The value function is defined by

(2.3) V*(x) inf l/(x) x e R,
B

where B is a class of processes called admissible controls, which will be described later.
We make the following basic assumptions:
(A1) The function a" R --, R is of class C2 such that, for some K > 0,

(2.4) I ’(x)l + K, x e R;

# 0, x e a.

Clearly, (2.4) implies that a(.) is globally Lipschitz and of linear growth; i.e., for some
KI > O, K2 > O,

(2.6) I (x) (y)l Kllx Yl, x, y e R,

and

(2.7) la(x)l <_ K2(1 + Ixl), x e R,

where the constants K1, K2 depend only on K and a(0).
(A2) The function h" R - [0, cx) is of class C2 such that, for some k, K3 with

0<k<K3,

(2.8) 0 < k <_ h"(x) <_ K3, x E R,

and there exists E R such that

(2.9) (x- )h’(x) >_ 0, x e R; h’()- 0.

Also, for simplicity, we assume that 5 0.
(A3) The discount factor a > 0 satisfies

1 ii(2.10) c > 5 sup I/ 2111.
xER

Remark 2.1. (i) Condition (A3) seems to be a little strong, since it actually
requires that the discount factor be sufficiently large. This is to compensate for the
fact that the coefficients are not constant. In fact, without this assumption, the
convexity of the value function, which is essential in the smooth fit technique, may
be false. The similar condition has also been used in [2], [9], [13], and others.

(ii) By the definition of the function h, the cost function satisfies (x) _> 0
for all x R, B. Also, (2.8) and (2.9) imply that h is strictly convex and
(recall that 5 0), for any 5 > 0, there exist - < rl < 0 < r2 < cx such that
Ih’(x)l < ,x e (rl,r2), and Ih’(rl)l Ih’(r2)l .D
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978 JIN MA

(iii) Throughout the paper, instead of using constants K1, K2, K3,..., we use a
generic constant K > 0, which may vary line by line if no confusion occurs.

As we mentioned before, {(t) t _> 0} is an {’t}-adapted, left-continuous
process such that, for each w ft, the path (.,w) is of locally bounded variation
on [0, +oc) and (0) 0. We may write in its canonical form + - as the
difference of two nondecreasing processes + and - with +/-(0) 0. If we assume
that the decomposition is minimal, then the total variation process can be written
as (t) +(t)+ -(t), t _> 0. We denote the totality of such ’s by 13 (admissible
controls), and denote, for each [A, B] C_ R, B[A,B] { E B’X(t) [A, B] for t >
O, almost surely}. Observe that, for B[A,B], X(0) x could be outside the interval
[A,B], but, after an intial jump, the trajectories of X(.) will remain in [A,B], (P)-
almost surely. It is known that, under our basic assumptions, (2.1) has a (pathwise)
unique solution for t _> 0 and every e B(B[A,BI) (cf. [5]).

Due to the results for the Brownian motion case (cf. [1], [8]), to get a nontrivial
lower bound for the cost functions and the sufficient conditions for a cost function to
be optimal, we should seek a convex solution of the following variational inequality:

(2.11)
[aV(x)- V"a (x) (x) (ax + b)V’(x) h(x)] V [IV’(x)l- 1] 0, xR.

The following theorem verifies this fact.
THEOREM 2.1. Suppose that V" R R is a C2-function satisfying

(2.12) V"(x) >_ 0, x e R;

(2.13) IV’(x)l <_ 1, x e R;

(72 V,!(2.14) aV(x) <_ 5 (x) (x) + (ax + b)V’(x) + h(x), x e R;

then, under assumptions (A1)-(A3), for all x e R and all e B, we have that
V(x) <_ V(x). Consequently, if there exists a * e B such that Y(x) V.(x), for all
x R, then

y() y.() y*(x), e R.
Before proving the theorem, we first give a lemma that may be of independent

interest. Soner and Shreve [14, Thm. 3.1] used an easier version to prove their result.
We note that their version would suffice for the proof of our theorem as well.

LEMMA 2.2. Let e B and X(.) X(.) be the corresponding solution of (2.1).
1: E(t+) o(et) and Ef e-t[X(t)ldt < , then

EIX(t+)l o(e"t), as t oc,

where here (and in the following) o(p) means limp o(p)/p O.
Proof. Since

IX(t+)l < Ix(t)l + IX(t-+-) x(t)l Ix(t)l-+-I(t-+-) (t)l < Ix(t)[ + I(t/)l,

it suffices to prove that EIX(t)I o(et), as t - . By (2.1), we have that

EIX(t) _< Ixl + t[lalEIX(s))l + Ibl]d8 + E
’ot
a(X(s))dW(s) + E(t)
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THE PRINCIPLE OF SMOOTH FIT 979

(2.15) <_ Ixl + [bit + E(t+) + E a2(X(s))ds + lalEIX(s)[ds

-< [1:1 + 1 + (11 + g)tl + (t+) + .g

+ lal EIX(s) Ids.

Let p(t) [1 + ]x + (]b + 2K)t] + E(t+) + 2K2 f EX(s)]2ds. We claim that

p(t) o(et), t . Indeed, by sumption, E(t+) o(e), so we must only
show that

Define (t) e-tEX(t)l2 then the sumption implies that fo (t)dt <
Therefore, a simple application of dominated convergence theorem leads to- lx()la l0,()-(-()a 0, t .
This proves the claim.

Now applying Gronwall’s inequality (e.g., cf. [7, eq. (2.7.1)]) to (2.1g), we obtain
that

(2.16) lX(t)l p(t)+ ell(t-lp(s)ds.

Note that p(t) o(et) and > I1, so, given e > 0, we can choose T > 0 so that
e-p(s) < e for s T; hence, for some kl > 0,

e]a](t-S)p(s)ds e]a](t-S)p(s)ds + e e]hi(t-s). eaSds

elaltklT + elair e. e(a-lal)Sds

< e]tkT + e]at .
Since e is arbitrary, we obtain that f e]a](t-s)p(s)ds o(eat); the consequence then
follows from (2.16).

Proof of the theorem. Our approch is typical. Let B and write + -.
Let X(-) X (.) be the corresponding solution of (2.1). Denote the right-continuous
version of by ((t+),t 0}. (The right-continuous version of an adapted left-
continuous process (.) is a process (.) such that, for each w e D, (t, w) (t+,
for all t 0 and (0-,w) (0, w). The right-continuity of the filtration
guarantees that is also adapted.) Define F(t, x) e-Y(x), for (t, x) e [0, ) x R.
By the generalized It5 formula (Meyer [11]), we have that

-"v(x(+)) v(x(0+))
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980 JIN MA

12(X(s))V"(X(s))]ds+ -[-v(x()) + (x() + )v’(x()) +
(2.17)

+ -u’(x(l/e(+/+ -u’(x(l)(x(lle(l
,t]

+ [v(x(+)) v(x()) v’(x())(x(+) x())].
O<s<t

By (2.13) we see that the second term on the above right-hand side is no less than

f e-aSh(X(s))ds. The convexity of Y implies that

[v(x(+)) y(x()) y’(x())(x(+)- x())] > o, .s.
O<s<t

SO (2.17) becomes

e-"tv(x(t+)) > V(X(0+))- e-"Sh(X(s))ds

(2.18) + [ e-"SV’(X(s))d(s+)
(o,t]

+

Note that the convexity of V also implies that

o < v(x(o+)) v(x(o)) v’(x(o))(x(o+)- x(o))
y(x(o+))- y(x(o))- y’(x(o))((o+)- (o))

f{ V’(X(s))d(s+).v(x(o+))- v(x(o))-
o

Therefore

(2.19)

Define

e-tV(X(t+)) > V(X(O))- e-"h(X(s))ds

+ f[[o e-V’(X(s))d(s+)
,t]

+ e-"V’(X(s))a(X(s))dW(s).

(2.20) M(t) e-"tv(x(t+)) + rio e-"[d(s+) + h(X(s))ds],
,t]

(:2.21) re(t) e-V’(X(s))a(X(s))dW(s).

Some computation from (2.19) yields that

EM(t) > V(x) + Ef e-8[1 + V’(X(s))ld+(s+)
a[o,t]

(2.22)
+ E[ e-"[1 V’(X(s))]d-(s+) + Em(t).

a[o,t]
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THE PRINCIPLE OF SMOOTH FIT 981

Since IV’(x)l < 1, (2.22) gives EM(t) > V(x) + Era(t).
Observe that, by the definition of (t+), f[0,t] e-Sd(s+) f[0,t] e-Sd(s) for all

t _> 0, since the integrand e-st is continuous. So the expectation of the second term
on the right-hand side of (2.20) converges to (x) as t -+ oo. Therefore, to finish the
proof, we must only show that limt-+oo EM(t) limt-oo e-tEY(X(t+))+ V(x)
V}(x) and Em(t) 0, whenever (x) < oo. (If (x) oo, there is nothing to
prove.) It is readily seen, however, that V(x) < oo implies that E(t+) o(et) and
E fo e_tlX(t)12dt < oo; i.e., the assumptions of Lemma 2.2 are satisfied. The latter,
together with (2.13) and (2.7), implies that m(t) is a L2-martingale, so Em(t) 0 for
each t > 0. On the other hand, by Lemma 2.2, we have that EIX(t+)I o(et). It
follows immediately that EV(X(t+)) o(et), since Y(.) is at most of linear growth
by (2.13). This leads to the conclusion that limt-oo e-tEY(X(t+)) 0. Therefore
V(x) > V(x), x e R. The remainder of the theorem is obvious, so we are done. D

Finally, we give a local version of Theorem 2.1, which will be very useful in this
paper. Since the proof is virtually identical to that of Theorem 2.1, we omit it.

THEOREM 2.3. Let V be a C2-function defined on R satisfying (2.14). Let
-oo < n < B < oo and suppose that V satisfies (2.12), (2.13) on In, B]. Then under
assumptions (A1)-(A3), we have that

V(x) < inf V(x), x e [L,B].

Furthermore, if there exists a * e B[L,B] such that V(x) V. (x) for all x e [L, B],
then

V(x)-.(x)= inf (x), xe [L,B].

3. Some basic results for the ODE related to H-J-B equation. In this
section, we study the following ODE related to the H-J-B equation (2.11) under
assumptions (A1)-(A3)"

(3.1) aV(x) (ax + b)V’(x) + 1/2a2(x)V"(x) + h(x), x e R

and give some results that serve as lemmas for the main theorem.
We consider the following free boundary problem. Find a pair of real numbers

-oo < L < B < oo and a solution V of (3.1) that is convex on [L,B], satisfying the
boundary conditions

(3.2) V’(L)--1, V’(B) 1;

(3.3) V"(L) V"(B) 0.

Remark 3.1. For the boundary conditions (3.2) and (3.3), it should be understood
first that all the derivatives there are one-sided in the appropriate direction. Then
observe that once a solution exists on [L, B], it can actually be extended to be defined
on the whole real line by our assumptions on the data. Hence, in the following, the
derivatives at the boundary will be the usual two-sided derivatives.

The other observation is that, since a, h are of class C2 and since a is nonvanishing,
we can easily check by directly differentiating (3.1) that any solution of (3.1) will be
of class C4 (on the whole real line).
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982 JIN MA

We claim that, under our basic assumptions, the solution to (3.1), (3.2) exists
and is unique for any given L < B. Indeed, let f, g be two independent solutions to
the homogeneous equation

(3.4) 1/2a2(x)V"(x) + (ax + b)V’(x) aV(x) 0

with the boundary conditions

(3.5) f(O) 1; g(O) O;
f’ (0) O; g’ (0) 1;

then a general solution of (3.1) can be written as

x h(s)V(x) Clf(x) + C2g(x) 2 (x, s)a(s ds,

where (., s) is the solution of (3.4) for x > s, satisfying

(3.7) q(s, s) O; x(s, s) 1

(cf. [3]). Clearly, the existence and uniqueness of the solution to the boundary
problem (3.1), (3.2) for given L < B is equivalent to the fact that

(3.8) f’(L) g’(L)
f’(B) g’(B) f’(L)g’(B) g’(L)f’(B) O.

Let (x) f’(L)g(x)-g’(L)f(x); then is a solution to (3.4)with ’(L) -0. So it
follows from the following lemma quoted from Shreve [12] that ’(B) 0, i.e., (3.8)
holds. (We outline the proof of this lemma in the Appendix for the benefit of the
reader.)

LEMMA 3.1. Suppose that c > lal and let V be a nonconstant solution to (3.4)
defined on some interval [L, B]; then

(a) If Y has a zero in [L,B], then Y’ has no zero in [L,B];
(b) IfY’() 0 for some e [L,B], then (x-)V(x)V’(x) > O, for allx e [L,B]

such that x 5.
We can now write the explicit fomula for C1, C2 to solve the boundary problem

(3.1), (3.2) for given L < B, as follows:

(3.9)
1 211(L) 1

Cl=det [ 2II(B)+l
g’(L) ] C2=

1 I f’(L 2I(L)-I ]g’(B) det f’(B) 2II(B) + 1

where/l(X) f: x(X, s)(h(s)/a2(s))ds, and

f’(L) g’(L)A-- det f’(B) g’(B)

We will henceforth denote, for given L < B, the solution to (3.1), (3.2) by VL,B.
(Recall from Remark 3.1 that it is actually defined on R and is of class C4.) The
following lemmas give the crucial properties of such solutions.

LEMMA 3.2. Let VL,B be the solution to (3.1), (3.2) on some interval [L, B] C R;
then the following statements are equivalent:
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THE PRINCIPLE OF SMOOTH FIT 983

(1) VL,B is convex on [L, B];
(2) ]V,s(X)l <_ 1 for all x e [L,B];
(3) V’,s(n >_ O, V’,B(B >_ O.
Proof. We denote V VL,B.
(1) == (2). If Y is convex, then Y’ is increasing, so the boundary condition (3.2)

gives [V’(x)I _< 1 for all x e In, B].
(2) == (3). This is obvious by (3.2).
(3) == (1). We prove that Y"(x) >_ 0 for all x e [L,B]. Differentiating both

sides of (3.1) twice and letting W V", we have that

r2 WVV0 5 (x) (x) + [(ax + b)+ (a2(x))’]W’(x)
l(a2(x))"- a)W(x) + h"(x).+(2a+

Let c(x) 2a + 5(a2(x))’’- a and

if2 W(nW)(x) 5 (x) (x) + [(ax + b) + (a2(x))’]W’(x) + c(x)W(x);

then we have that LW -h" < 0 by (A2) and c < 0 by (A3). Therefore, by the
maximum principle (cf. [4]), W Y" has no negative minimum on [L,B]. Thus
V"(x) >_ 0 on [L,B], since otherwise V" must have a negative minimum by the
assumption. The proof is now completed. [:]

Note that assumption (A2) implies that there exists a unique pair of real numbers
-c < rl < 0 < r2 < cx with [h’(rl)[ [h’(r2)[-- a a such that [h’(x)] < a a for
all x e (rl, r2) (see also Remark 2.1). We have the following lemma.

LEMMA 3.3. Suppose that [L, B] C_ R and VL,B are the same as those in Lemma
3.2 and suppose that VL,B is convex on [L, B]; then

(i) V" h’L,B(B) O =: (B) >_ a a > O and B >_ r2 > O;
(ii) V" h’L,B(L) O (n) <_ -(a a) < O and n <_ rl <0.

Proof. We only prove (i) (the proof of (ii) is similar). Again, denote V VL,B;
as already observed, Vrrr(x) exists for all x and satisfies

ff2(x)V’"(x) -- [(ax + b) + a(x)a’(x)]V"(x) + (a a)V’(x) + h’(x) O.

Now, letting x/ B, we get that

-(rl 2(B)V,,,(B + (a ) + h’(B) O.

Since V"(x) >_ 0 for all x e [L, B] and V"(B) 0, we get that V’"(B) <_ O. Hence
the result follows from (3.10), condition (2.9), and the definition of r2. [:]

We now give a lemma concerning the continuous dependence of the solution on
the boundary data. It is easily seen that C1 C (n, B), C2 C2(L, B) given by (3.9)
are continuous functions of L and B for L < B, since A 0 for all L < B. However,
it is not clear that, if VL,B is convex on some [L, B], then VL,,B, should, also be convex
on [L, B] for those L close to L and B close to B. We have the following lemma.

LEMMA 3.4. Suppose that, for some -o < L < B < cx, the function VL,B
is convex on [L,B]. /f VL,B"(B) > 0 (respectively, VL,B"(L) > 0), then, for any
e > O, there exist L,B E R with B < B;L <_ L < L+e < B (respectively,
L’ < L; L < B- e < B’ <_ B), such that VL,,B, is convex on [L’, B’].

Proof. Since VL,B (B) > 0, by the continuity of C, C2 in L, B, we can find that
50 > 0 such that the solution VL,B+ satisfies V" (B + 5) > 0 for 0 < 5 < 50 WeL,Bq-5
may assume that 50 < e < 1.
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984 JIN MA

Now pick xo e (L,L + e) such that V,s(Xo > --1. Such an x0 always exists;
otherwise, by part (2) of Lemma 3.2, V,s(X --= --1 on [L, L + e), which implies that
VL,B is linear on [L, L + e). Then, however, h(x) aVL,B(X) + (ax + b), x e[L, L + )
is also linear. This contradicts (2.8).

Let el V,B(xo) + 1 > 0. Note that the solution family {VL,B+, 0 _< 5 < 50}
are all defined on R, so the explicit form of the solution (3.6), (3.9) and the continuity
of V’,u shows that we can choose 0 < 51 < 50 such that

IV,B+5I (X)- V,B(X)I < el, xe[L,B+l]

and

,,
> o, x [B, B +

since V"L,u(B) > O. It follows that V,u(X _> 1 for all x E [B, B + (11 and therefore

L,B+I (x) > --1 for all x E [x0, B + 51]. Let

L’ inf{u >_ L" V,B+5 (x) > --1, u <_ x <_ B + 51};

then L _< L’ < x0 < L + e.
It is easily seen from the definition of L’ that we must have that V"L,B-t-6 (L’) >_ 0

and V B+ (L’) -1. By Lemma 3.2, VL,B+5 is convex on [L’, B + 51]. Therefore,
with B B+51, the solution VL,,B’ is just what we want. The case when V’,B(L > 0
is similar, so we are done. [:]

The next question is" When does a convex solution VL,B satisfying (3.1), (3.2)
exist? We can prove the following lemma.

LEMMA 3.5. For any [L, B] C R, there exist L <_ L’ < B’ <_ B such that VL’,B’
is convex on [L’, B’].

Proof. Let VL,B be the solution to (3.1), (3.2) on [L, B]. Define

B’ sup{u "VL,B(X)<_1, L_<x_<u}AB;
L’ inf{u "VL,s(X)>_--l, u<_x_<g’}VL.

By (3.2) and the continuity of V’ it is easily seen that L < L’ < B’ < B; V,u (L’)L,B,
-1, VL,B(B’)- 1 and IV’ L’ B’.L,B(X)

Replacing L by L’ and B by B’, we obtain a solution VL,,B,, which is convex on

[L’, B’] by Lemma 3.2.
By Lemma 3.5, we see that, for any [L,B] e R, the solution VL,B to (3.1), (3.2)

has a convex portion, which also satisfies (3.2). We concentrate on the totality of such
convex portions. Define, for each x0 It,

(3.11) jtxo {[L, B]’xo e (L, B) and there exists a VL,B convex on [L, B].

Apparently, for rl,/’2 defined as those in Lemma 3.3 (and the argument preceding
it), there exists rl < x0 < r2 such that Jtxo - . Denote Jt Axo. (As we see in
4, we may actually take x0 0.) We find a unique [L*, B*] ,4 such that the
corresponding VL.,B* satisfies (3.3).

The following lemma is a basic property of 4. We endow a partial order "-<" on
j[ by usual inclusion; i.e.,

[L, B]- [L’, B’] <==: [L, B] C_ [L’, B’].
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THE PRINCIPLE OF SMOOTH FIT 985

LEMMA 3.6. (a) A is "closed" in the following sense: if {[L,,B,]} c_ ,4 such
that Ln --* L; B, B, and -oc < L < xo < B < oo, then [L, B]E ,4.

(b) Every totally ordered subset of Jt has an upper bound.
Proof. (a) Let {[L,,Bn]} C_ jt such that L, -- L; Bn -- B for some -oo < L <

x0 < B < oo. Let C{,C be the constants in (3.6) with respect to VL,B determined
by (3.11) (with corresponding A’); then it is easily seen that there exist some C1,
C2, and A such that C -- Ci, i 1, 2, and, An -- A, since L < B. It can then be
checked that C, C2 determine a solution VL,B to (3.1), (3.2) on [L, B] via (3.6) such
that V" V" V"L,s(L) > 0 and L,B(B) > 0, since V"Ln,Bn (L) 0 and Ln,Sn (Bn) 0 for
every n. Therefore V" is convex on In, B] by Lemma 3.2; i.e. In, B] e A.L,B

(b) Let ([L, B] A A} be a totally ordered subset of A; then there exist < B
such that (L, B) U(n, B).

It can be proved that - < L < B < (we defer the proof to next section,
Lemma 4.2). Moreover, since, for each A, L < x0 < B, then < x0 < B.

If A is a finite set or ([L,B]} h a mimum element, then there is nothing
to prove. So sume that A is .infinite and that there is no mimum element in the
family. Then we can find a sequence

[L1,B1] c_ [L2,B2] G...

such that Ln " L, Bn /z B. By part (a), [k, B] E A. It is clear that [L, B] is the
upper bound of the family {[L, B]}. [:]

Now, by Lemma 3.6 and Zorn’s lemma, we see that ,4 has a maximal element.
We should note that the maximal element is not unique, since ,4 is only a partially
ordered set. However, we may now define a subset of ,4 as follows:

(3.12) Amax { all maximal elements in A}.

The previous argument shows that -4max . We are mostly interested in this set
later.

To end this section, we present a simple but important property of-4max.
LEMMA 3.7. For any [L, B] Amax, we have that

B(L) V,B(B O.

Proof. First, note that, for any [L, B] ,4, we have that V"L,B(L) >_ 0; V"L,B(B) >_
0. So, if the conclusion is not true, then we can find an [L, B] -4max C_ jt such that

II IIV;,B(L > O; V;,.(B) > O.

Then, by the continuous dependence of the solution on L, B, we can find an e > 0, so
that VL-,B+ exists on [L e, B + e] and satisfies

V’_ (L e) > 0;e,BTe >0.L--e,B+e

So Lemma 3.2 implies that VL-e,B+e is convex, and then [L- e, B + e] ,4, since

x0 e (L, B) C (L- , B + e), but this contradicts the maximality of [L, B].
4. Main theorems. In this section, we give our main results. The first theorem

is relatively simple, but we still prove it for completeness. The remainder of the
section is devoted to the second theorem, which is more involved. We prove that the
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986 JIN MA

principle of smooth fit always holds under our setting, and then the first theorem
leads to the existence of the optimal control. Finally, we give a brief description of
the optimal reflecting barriers.

First, let [L, B] c R and let XX(.) denote the diffusion process starting at x E
[L, B], satisfying

dXX(t) (aXe(s) + b)ds + a(X(s))dW(s),

with reflection at L and B. Then, following 23 in [5], we have two adapted, contin-
uous, nondecreasing processes L (’) and S(’), which are zero at t 0, such that, for
all t >_ 0,

(4.1) XX(t) x + (aXX(s) + b)ds + a(XX(s))dW(s) + L(t) B(t)

and

L(t) I{X()=L}dL(S), B(t) I{X(8)=B}dB(S).

Denote such solution by X(.). Let f be a solution to (3.1) on [L,B] and let

F(t,x) e-tf(x). Applying Ith’s formula to the function F, we obtain that

(4.2)
f(x) f’(B)E e-tds(t)- f’(L)E e-tdL(t)

+ E e-th(X, (t))dt,

where L,B L B. (See also [13, Lemma 2.1]. Note that it was also proved there
that both Ef e-tdB(t) and E fo e_dL(t are finite.) If VL,B is a solution to
(3.1), (3.2), then, with f VL,B, (4.2) becomes

(4.3) X (t))dt].VL,B(X) E e-t[dL,S(t) + h( L,,

Namely, L,B yields the cost function VL,B. We now state our main theorems.
THEOREM 4.1. Suppose that there exists [L*,B*] c R and a solution VL*,B* to

(3.1)-(3.3) on [L*,B*]; then

(L* x) + VL*,B. (L* ),

(4.4) V* (x) VL.,B. (X), L* < x < B*;

(x- B*) + VL.,B.(B*),

x<L*;

x>B*

is the value function, and the optimal control is given by {(t) t >_ O} satisfying
(0) O, and, :for t > O,

(L* x) + L-(t) S" (t), X < L*;

(4.5) (t) L* (t) S* (t), L* < x < B*;

(B* x) + {L* (t) {S-(t), X > B*.
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THE PRINCIPLE OF SMOOTH FIT 987

It is obvious that is left-continuous, and, for x < L* (x > B*), has an initial
jump, which makes the process X* Xx L* (B*); (.) jump to and then proceeds as a

reflected diffusion on [L*, B*]. This is just the usual idea used by many authors (cf.
[1], [6], [8], [13]). Observe also that Theorem 4.1 depends heavily on the existence of
the interval [L*, B*] and the corresponding convex solution VL*,B*. In some cases, the
nonexistence of such an interval leads to the nonexistence of the optimal policy (cf.
Shreve, Lehoczky, and Claver [13]). However, the next theorem gives an affirmative
anwser to the question of the existence of such interval in our setting as well as the
existence of the convex C2-solution to the variational inequality (2.11).

THEOREM 4.2. Let assumptions (A1)-(A3) hold. Then there exists a unique
interval [L*,B*] c R on which there exists a unique, convex solution of (3.1)-(3.3).
Furthermore, the variational inequality (2.11) admits a unique convex C2-solution,
which gives the value function of the control problem (2.1)-(2.3).

Remark. By setting a 0, a(.) a(constant), we see that our result contains the
corresponding one in [8] as a special case.

Proof of Theorem 4.1. It is readily seen that the control yields the cost function
V* defined by (4.4), so we need only show that V* is the optimal cost.

Since * E B, we have that

(4.6) V*(x) > inf IVy(x) x e R.

On the other hand, by the assumption of the theorem, we see that V* C2(R) and

(4.7)

-1, x < L*;

V*’ (x) Y.,s. (x), L* _< x _< B*;

1, x > B*;

(4.8) V*"(x)=
0, x<L* or x>B*;

( Vg. L* < x < B*

By Lemma 3.2, (2.12) and (2.13) are satisfied. We now verify (2.14). If x e
[L*,B*], there is nothing to prove. Let x > B*; then, by the definition of V* we
have that

(4.9) cV*(x) c(x B*) + cVL.,B.(B*).

Since VL*,B* is a solution or (3.1)-(3.3), we have, at x B*, that

(4.10)
10"2 V*"(B* V*t(B*aVL.,B.(B*) - (B*) + (aB* + b) + h(B*) (aB* + b) + h(B*).

Thus (4.9) becomes cV*(x) a(x B*) + (aB* + b) + h(B*). Therefore a simple
computation shows that

(72 (X)V*tt (x) at- h(x) x > B*(4.11) c V*(x) <_ (ax + b)V*t(x) +
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988 JIN MA

is equivalent to

(4.12) ( a) <_ h(x) h(B*)
x- B*

x > B*.

Since h is strictly convex, h’ is increasing. Therefore, for any x > B*,

h(x) h(B* h’ (O) > h’
x-B*

(B*) >_o-a,

where 0 E (B*,x) and the last inequality is due to Lemma 3.3 (i). Thus we have
proved (2.14) for x > B*. The case when x < L* is similar, so (2.14) is verified. By
Theorem 2.1, we have that

V* (x) _< inf (x) x e R.

The proof is now complete, r
For the proof of Theorem 4.2, we first prove some lemmas. Our purpose here is to

find an interval [L*, B*] C_ R satisfying the conditions of Theorem 4.1. The candidate
is chosen from the set -4max defined by (3.12). We now take a closer look at the sets
,4, 4max defined by (3.11), (3.12).

Define

It-sup{B’3[L,B]
u inf{L’3[L,B] e A}.

Then we have the following lemma.
LEMMA 4.3. It holds that

(4.13)

where xo is such that xo (rl, r2) and j[ .4xo # O.
Proof. < x0 < It is obvious by the definition of 4; the proof of the first inequality

is the same as that of the last one, so we only prove It <
Suppose not; then there exists a sequence {[Ln, Bn]}=0 C_ 4 such that Bn

Therefore we can choose a 5 > 0 such that Ix0, x0 + 5] c_ [Ln, Bn] for all n > 0. Since,
for each n, VLn,B= is the convex solution to (3.1), (3.2) on [Ln, B], by Theorem 2.3,
with the argument in the beginning of this section and part (1) of Remark 2.1, we
have that

0 <_ VL,,B (X)- inf Vh(x), n >_ O, x e[Ln, Bn].
EB[Ln ,Bn]

Since B[xo,xo+5 C B[L,,B,], for all n, we also have that

inf V((x) <_ inf l/(x) n _> 0; x e [x0, x0 + 51.
EB[Ln ,Sn] E B[a: ,xO+5

Therefore

0 <_ VL,B (X) <_ inf V(x), x e Ix0, x0 + 5].
B[o,xo+l

In particular, we have that 0 <_ VL=,B=(Xo) < V infeixo,o+e l(x0).
i=,,= (X)l < 1 for x [L,B], we get that

(4.14) IVL ,B (X)I v + Ix x01, x e [Ln, Bn].

Since
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THE PRINCIPLE OF SMOOTH FIT 989

However, the convexity of VLn,B (i.e., V" > 0) on [Ln, Bn] givesL,,B,

2 ,, h(x)(x) (ax + (x) + +
>_ (ax + b)Y,s (x) + h(x), x e [nn, Bn].

Hence, by (4.13) and the fact that [V’L,B (x)l--< 1 for x e [Ln, B,], for some g > 0,

0 <_ h(x) <_ g(1 + Ix[), x e [Ln, Bn].

This is impossible, since B,// cx and h is of at least quadratic growth by (2.8). The
contradiction shows that # < oc. Similarly, we have that > -oc. This completes
the proof. D

Now define

(4.16)
A1 {[L, B] e ,Amax "VIB(B)
A2 {[L, B] e 4max "V’,s(L)= 0}.

By Lemma 3.7, Jtmax Jr1 U A2.
LEMMA 4.4. It holds that .41 O, ,42 O.
Proof. Since -4max = , one of 41 or ,42 must be nonempty. Suppose that

,42 , but jt ; then -4max -42, and, for any [L, B] E Amax, we must have that

VI,B(L) 0; VI,B(B) > 0. Let

b sup{B’[L,B] e ,Amax};

then b <_ # < oc, and there exists a sequence {[Ln, Bn]} c_ Jtmx such that B/ b.
Since _< Ln < xo for any n, along a subsequence (may assume itself), we have that
Ln -- for some < x0. Observe that if V"Ln,Bn (Ln) 0 for all n, we must have that
V," (1) 0. By part (ii) of Lemma 3.3 and part (a) Lemma 3.6, ,b ,4.l,b

Now let In*, B*] be a maximum element containing [1, b]; then we must have that
B* b and V.,B. (B*) 0 by the definition of b and Lemma 3.4. However, this
contradicts ,41 . The similar argument shows that ,41 q}, but ,42 is also
impossible; so the lemma is proved. [:]

It is now clear that we may succeed in proving Theorem 4.2 if we can find an
element in .41 N J[2. To this end, we need the following lemma.

LEMMA 4.5. Suppose that [L, B], [L’, B’] 4max such that L <_ L’ < B <_ B’ and

L,B(B) V,,B,(L’) -O; then L L’; B B’. Consequently, [L,B] [5’, B’] e
A c A.

Proof. First, note that either L < L, B < B or L- L, B- B must hold, since
both intervals are maximal elements. So we only must prove that the first case is
impossible.

Suppose that L < L, B < B. We show that this leads to a contradiction. Let

V(x)- I
( (x- B)+

x<_B;

Bx.

Then we have that V C2, since V"L,B(B) O. By Lemma 3.3 (ii), we have that
h’(B) >_ - a, which leads to

aV(x) <_ (ax + b)V’(x) + 1/2a2(x)V"(x) + h(x), xER
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990 JIN MA

following the argument in the proof of Theorem 4.1. Clearly, V(x) satisfies (2.11),
(2.12) on [L, BP]; therefore, by Theorem 2.3, we obtain that

V(x) <_ t(x); e B[L,B,], X e [L,B’].

Now, for x 6 [L’, B’] C [L, B’], let L’--S’ 6 B[L,,B,] C_ B[L,B,], where L’, B’
are defined in the beginning of this section. Then we see that /(x) VL,,B,(X)
Ef e-t[d(t) + h(X(t))dt]. So we get that V(x) <_ VL,,B,(X), for all x 6 [L’, B’].
In particular, we have that

< x E[L’, B’] N [L, B].

Similarly, replacing V by the function

V(x) I (L’ x) + VL,,B,(L’),

(

x <_ LP;

L <_ x,

we can also show that

< (x). x e[L’, B’] [L, B],

Lwhich gives VL,B VL,,B, on B’] N [L, B] [L’, B]

_
Jr1, r2] by Lemma 3.3

Hence the uniqueness of the solution to the Cauchy problem of the ODE implies that
VL,B VL,,B,, but this implies that [L,B] A, contradicting the maximality of
[L’, B’] and [L, B]. D

Define

(4.17) B1 -inf{B’[L,B]
(4.18) L2 sup{L" 3[L, B] e A2}.

Then there exists a sequence {[nn, Bn]} C_ -dmax such that Bn B1. Since every
[Ln, Bn] is a maximal element, {Ln} must also be decreasing, and is bounded below
by #. Therefore Ln " L for some L < x0. By Lemma 3.6 (a), we have that
[L,B1] e 4. Let [kl, B] be the maximal element in jt containing [L,B1]; we claim
that B B. Indeed, suppose that B1 > B1; then, for n large enough, we should
have that Ln > L _> k;B1 < Bn < [1, namely, [L,,Bn] is properly contained in

[kl, B]. This contradicts their maximalities. Therefore we may now write ILl, B] as
the maximal element containing ILl, B1].

Similarly, we can find a B2 > L2 such that [L2, B2] is a maximal element. The
following lemma is final.

LEMMA 4.6. It holds that [L,B1]- [L2, B2].
Proof. Since [L,B] and [L2, B2] are both maximal, we either have Case 1"

L < L2, B1 < 82 or Case 2: il > L2, B1 > B2, if they are not identical.
Suppose that L1 < L2 and B < B2; then, by the definition of B1, we can find

that [L, B] E .41 C_ dmax such that B1 _< B < B2. By the maximality of ILl, B] and
[L2, B2], we must have that L _< L < L2. Similarly, by the definition of L2, we can
now find that [L, Bp] 42 C_ dmax such that L < L _< L2, and then B < B _< B2
because [L, B] is also maximal. Now, by the definition of ,41 and Jr2, we have that
V" L V"L,,B,( O, L,B(B) 0, which contradicts Lemma 4.5 So Case 1 is impossible.

Suppose that L1 > L2 and B1 > B2. Let V VL1,B1;V2 VL.,B2- By the
definitions of n and L2, we must have that VI"(L) > 0; V2"(B2) > 0. Then,
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THE PRINCIPLE OF SMOOTH FIT 991

by Lemma 3.4, however, there exists a [L, B] E Jt such that L2 < L < L1; 82
B < B1. Let [],,/] be the maximal element containing In, B]; then it is easily seen
that L1 > ]- > L2 and B1 > / > 82 still hold, since [L,B],i 1,2 and
are all maximal elements. Now, however, by the definition of B1 and L1, we must
have that V’,(/) > 0, since/ < B1, and VP,t)(], > 0 since ], > L2. Therefore

L,(/}) > 0, which contradicts Lemma 3.7. So Case 2 is also impossible.

Namely, [L,B] and [L2, B2] must be identical. [:]

Proof of Theorem 4.2. Let L* L L2;B* B B2 and let V*(x)
VL*,B*(X), X e [L*,B*]. We first prove that V* is the convex solution of (3.1)-(3.3)
on [L*, B*].

That V* is the convex solutionof (3.1), (3.2) is clear by the definition of In*, B*].
So we must only verify (3.3). By Lemma 3.8, we have that Y*’(n*). V*"(B*) O.
We assume that V*’(L*) 0. The convexity of V* implies that V*’(B*) >_ 0.
Suppose that V*’(B*) > 0. Recall that B* B1; hence there exists a sequence
{[Ln, Bn]} C_ ,41 such that Bn B*, and there exists an L (-,x0] such that
Ln ’ L If L > L*, then Lemma 3.4 and the maximality of [L*,B*] allow the
existence of an element [L,B] Amax such that L* < L < L and B* < B, which
is impossible because then we can find that [Ln, B] C [L,B] for n large enough,
which contradicts the maximality of [n, B]. Therefore n*, and so V*"(B*)
limn- Ln,B, (Bn) 0, a contradiction. Thus the existence of the interval [L*, B*]
is proved.

To see the uniqueness, let [L**, B**] be another such interval. By Lemma 3.3, we
have that x0 (L**,B**); so [L**, B**] A. The same proof as that of Lemma 4.6
shows that neither L* < L**; B* < B** nor L* > L**; B* > B** is possible. The
maximality of [L*, B*] shows that it cannot be contained in [L**, B**]; so the only
possible case is [L**, B**] _c [L*, B*]. Since B[L**,B**] C_ B[L*,B*], we have that

xe [L**, B**].

On the other hand, let

v**(x)

(L**, L* L**(L** x) + VL**,B**

_
X

_
L** < x < B**;

(x- B**) / VL..,B..(B**),
Then Theorem 2.3 shows that

B** < x < L*.

<_ xe [L**, B**].

It follows immediately from the uniqueness of the ODE that V* =_ VL**,B**, and so
L* L**; B* B**. Thus the first part of the theorem is proved.

To prove the second part, let [L*, B*], VL*,B* be those in the first part; then (4.4)
in Theorem 4.1 presents a solution to the variational inequality (2.11). So we must
only prove the uniqueness.

Let Y(.) be any convex C2-solution to (2.11); then, for any x e R, either IY’(x)l
1 or Y(x) satisfy (3.1). Let U {x: IY’(x)l < 1}; then Y must satisfy (3.1) on U. So
the growth condition of h implies that (: is bounded (see also Lemma 4.3). Moreover,
the monotonicity of Y’(.) shows that C (L, B), where

L inf{x x B sup{x x
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992 JIN MA

so that V’(L) -1, V’(B)- 1. Then, however, we must have that V’(x) -1 for
x _< L and V’(x) 1 for x _> B, which leads to V"(L) 0 and V"(B) 0 because
Y is C2. Therefore, by the first part, [L,B] is unique (= [L*,B*]), and V must be
linear outside [L, B]; thus V must be of the form (4.4). This proves the uniqueness,
and then the theorem. D

4.1. A discussion of determining the optimal reflecting barriers. Having
worked diligently to get the existence and uniqueness of the optimal reflecting barriers
L* and B*, we now present a somewhat "explicit" way of determining these two points
via a system of (maybe transcendental) equations. The scheme that we use is similar
to that in [6].

For any given -cx < L < B < cx, let i, 2 be two independent solutions to
(3.4) satisfying the boundary conditions

(L) 1; (L) 0;
(B) 0; (B) 1,

and let G be a special solution of (3.1) satisfying the boundary condition G(L)
G(B) O. Such solutions exist by the argument given in the begining of 3. Set

(4.19) (x) G(x) [1 + G’(L)]l(x) + [1 G’(B)]2(x).

We can easily check that is the solution to (3.1) and (3.2). Differentiating (4.19)
twice, using the facts that G satisfies (3.1) and 1, 2 satisfy (3.4), and setting
qz"(L) q2"(B) O, a(x) ax + b, we get that

2
0 "(L) a2(L {-h(L) + a(L) + hi(1 G’(B))2(L) (1 + G’(L))I(L)]},

2
0 "(B) {-h(B) a(B) + a[(1 G’(B))2(B) (1 + G’(L))I(B)]},a2(e)

or, equivalently,

h(L) a(L) + c[(1 G’(B))2(L) (1 + G’(L))I(L)],

(4.21) h(B) -a(B) + c[(1 G’(B))2(B) (1 + G’(L))I(B)].

Theorem 4.2 shows that (4.20), (4.21) admit a unique solution (L* and B*), which
gives the optimal reflecting barriers. In the case when a(x) =_ a; a(x) a are both
constants, we can write

(4.22) (x) Ce’ + Ce’; 2(X) 1"1 + C2

with

C1 exp(,,2S), exp(,lB).
AiA 62 A2A

1 __exp(A2L). 2 exp(AL)
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THE PRINCIPLE OF SMOOTH FIT 993

where A exp(A2B + AlL) exp(A1B + A2L), and, finally,

G(x) Clex -- c2ex

2
e-(/)(-) sinh +2( s) h(s)ds,a + 2ha a

where Cl, c2 are chosen so that G(L) G(B) 0. Of course, we can pose more
conditions on a, a, and h (e.g., a 0, a 1, or h is symmetric and so on) to make
(4.20), (4.21)more explicit. For example, if a 0, a 1, (4.22) becomes

1 cosh(S-x) 1 cosh(x-n)(x)
sinh(B n); 2(x)

sinh(B n)’
and so on. For the simpler cwhen h is an even functionKaratz [8] had a
transcendental equation to determine B* nd L* (= -B*) by slightly different
method. However, by the uniqueness of such solution, (4.20) and (4.21) would also
give the sme answer.

5. The linear case. In this section, we consider the ce when a is also linear.
More precisely, we sume that a(x) ax + b; a(x) O(ax + b), where a, b, 0 are
constants and a 0, 0 0.

Clearly, the bic sumption (A1) is partially violated, since now a possesses
a zero at x -b/a. The major disadvantage of this violation is that the ODE
related to the H-J-B equation now has a singularity at the zero of a. We then wonder
whether the value function is still C2. However, we prove directly that, under the
extra condition on the position of the "vertex" of function h (condition (5.4)), such
a singularity is removable. Namely, there still exists a convex C2-solution to the
variational inequality (2.11), which is now of the form

(.)
(ax + b)V’’[y(x) () (ax + )y’() h(x)] v [Y’(x)- 1] 0, x e a.

We will also derive the explicit formula for determining the smooth fitting points (it
might be transcendental equation). Consequently, we still conclude that the value
function is C, convex, nd that the optimal policy exists in the mnner that w
discussed in the previous sections.

Note that condition (2.10) now becomes

(.e) > e] + 0.

We modify condition (2.9) (of sumption (A2)) by

(5.3) x + (x) 0, x e a; 0;
a a

i.e., we restrict the vertex of h to the point x -b/a so to "kill" the singularity
caused by a.

Observe that, if we set Y(t) Y+b/a(t) X(t) + b/a, where X(.) is the
solution of the Stochtic differential equation (S.D.E.) (2.1) with a O(ax + b), then
Y(.) will satisfy
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994 JIN MA

where 5c (x + b/a). Therefore, the cost function (2.2) becomes

hi0

Define h(.) h(.- b/a); then, by (5.3), h satisfies (2.8) and

> 0, x e R; 0.

So, without loss of generality, we may just consider system (5.4) with the cost function
(5.5). Namely, we will henceforth assume that b- 0 and h satisfies (5.6).

The ODE (3.1) now becomes

I2 2 2V/!(5.7) cV(x) axV’(x) + 5 a x (x) + h(x).

We see that it is now symmetric with respect to the origin and is in the form of the
Euler equation. So we may solve it explicitly to get the smooth fitting points.

To begin, we first solve the equation for x > 0. Letting U V’ and differentiating
(5.7), we get that

(5.8) 1O2a2x2U"(x) + (a + 2a2)xU’(x) + (a c)U(x) + h’(x) O.

Set x et, t E R, let W(t) U(e) U(x), and denote l dW/dt, f/d d2W/dt2;
(5.8) becomes

(5.9) 1/202a21(t) + (a + 1/2O2a2)l/(t) + (a a)W(t) + h’(et) O.

We may easily write the solution of (5.9) as

(5 10) W(t) C1east -Jr- C2eA2t 2 fl o(t- T)h’(e’)dT,2a2 B

where B > 0 is arbitrarily chosen and is the solution of the homogeneous equation

102a2/V(t) + (a + 1/2O2a2)IiV(t) + (a a)W(t) 0(5.11)

with the initial condition

(5.12) o(0) 0; 9b(0) 1,

and A1, A2 are the solutions of the characteristic equation

102a2/2 02a2(5.13) 5 + (a + 1/2 ) + (a c) O.

Namely,

,,2_2 / 10232)2-(a + + (a- + 20a
(5.14) A1

(5.15)
-(a+hu a)-v(a- +202a2302a2)2

02a2

Clearly, if c > lal, then /1 > 0 > /2, and, if we rewrite (5.13) as

(5.16) 0 [1-2 2-2 02a2 02a2 ),5 a, +(a+ )](A-1)+(2a+
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THE PRINCIPLE OF SMOOTH FIT 995

then it follows from (5.2) and ,1 > 0 that ,1 > 1. Furthermore, if we let %o(t)
lelt + 2et, then (5.12) gives

1 1
(5.17) tl -)2 )1 2 )2 1
Therefore (5.10) becomes

(5.18) W(t) h (e)dT]0:a
i--1 ]lnB

In terms of the original variable, i.e., t In x; x > 0, we get that, for each B > 0,

:5’/; au](5.19) Us(x) Ex"[C --aa2 u+l
i--1

We now choose C1, C2 so that Us(0+) 0; Us(B) 1. To do this, we first give
the following lemma.

LEMMA 5.1. For any C2-function h satisfying (2.8), (5.6) and A1,A2 given by
(5.14), (5.15), we have that

h’ (,,) du 0;(a) limx-0+ xxl f u:kl+i
’()(b) lim_0+ x fo u+ du 0;

’0,) "(o)(c) lim_o+ x1-1 f 1+1 du 1-1
’(). "(o)(d) limx--,o+ x-1 fo u+ au 1-

Proof. (a) and (c). Since A1 > 1, lim.o+ x-1 lim__,o+ x-+1 +oo. Thus,
by L’Hospital’s rule, we have that

; h’ ht(x)/x
lim x1

(u)
du- lim

x--0+ Ai+l x--0+ (--A1)X--1-1; h’ h’ (x)/xlim x1-1 (u) du lim
)x_x-0+ ul+1 --.0+ (1- A1

h"(0)
I--A1’

here we use the fact that h(O) O.

h’(0)
0;

1
lim

1 -/1 x-+O+

h’(x)

(b) and (d). The proof is similar to the previous one, except that now we have that
limx_o+ x- lim_0+ x-+1 0, since A2 < 0. So we can apply the previous ar-
gument to get the result, provided that we can show that limx_0+ f(h’(u)/u+l)du
0.

Observe that, by integration by parts,

U2__
du

(-A2) u o u^ J
So the result follows from A2

By (5.20) we see that 0 < f:(h’(u)/u+l)du < oo. Let C2 -(2(2/02a2)
x f:(h’(u)/u-+l)du, then (5.19) becomes

(5.21) Us(x) x’ C1 -aa2 u.+1
du x

U
A2+l(t) du.
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996 JIN MA

Hence Lemma 5.1 (a), (b)imply that Us(0+)= 0. Moreover, by (5.21),

Us(B) B)’IC1 B2 22 S h’(u)
du.

So Us (B) 1 if and only if

(5.22) C1 B-)’1 [1 + 02a2 --i du

Furthermore, (5.21) also gives

since 1 + (2 0.
Using (5.17), (5.23), Lemma 5.1 (c) and (d), and the fact that A1 > 1, we get

that

2h"(0)
0 < U(O---) -/1102a2(1_ 1) a2(1 2)

2h’(O)[(All-+-22)- 12(1-+-2)]
5.24

02a2(A1 1)(1
2h"(0)

e2a2(A1 1)(1 A2)

Finally, setting x- B and substituting (5.22) into (5.23), we get that

by (5.17). Therefore UB(B) 0 if and only if

(5.26)
2B)’

fO
B h’(u)

02a2 uA2+
du )1 O.
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THE PRINCIPLE OF SMOOTH FIT 997

Let F(B) (2BA./O2a2)f:(h’(u)/uA2+l)du. Lemma 5.1(b) gives that

lims-0+ F(B) 0, and the same argument will show that limB_.+ F(B)
since lims_+ h’(B) +oc by (2.8). Hence there must be a B* > 0 such that
F(B*) A1, i.e., U. (B*)= 0 by (5.25).

Since, on (0, B*], the differential equation (5.7) has no singularity, (5.24) and
Lemma 3.2 give that U. (x) _> 0 for all x e (0, B*]. We now consider that VB. (x)
C + f Us. (t)dt, 0 < x <_ B*, where C is some constant. Then Vs. is a solution of
(5.7) if and only if h(0) aC. Therefore

(5.27) Vs.(x) h(O) oox+ UB.(t)dt

is the solution to (5.7) with the properties

VB* (0+) ’(O__A.

vs. (0+) v. (0+) 0;

2h"(0)V. (0--) 02a2(1_1)(1_A2)

VA. (B* UB. (B* I;

Yg.(B*) V;.(B*) 0;

Y. (x) > 0, x e (0, B*].

This solves the smooth fitting problem on R+.
To solve (5.7) for x < 0, we first consider the following equation:

102a2x2Vi’’ (x) + h(-x) x > O.otV (X) axV’(x) +

Conditions (2.8), (5.6) allow us to repeat the previous argument to find a real number
B > 0 determined by

(5.30) 2B1 foo" h’(-u)
u+ du- Ai 0,

and a solution Yl to (5.29) for x > 0 such that

v,(o+) (o).

(5.31)
yA’(0+) o; VI’(B 1;

2h"(0)VjI 1!(0--) O.a2(X._l)(l_,X2) V"(B1) O;

Y/ "(x)
_

O, x e (0, B1].

We can now define

(5.32)

v(-x),

y. B* (x) (o)

Y(x),

x e [L*, 0);

x =0;

x e (0, B*],
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998 JIN MA

where L* -B1. It is easily checked, by using (5.27), (5.28), and (5.31), that VL.,B.
is a C2-solution to (5.7) and is convex on [L*,B*] satisfying (3.2), (3.3). Therefore
Theorem 4.1 applies. We have actually proved the following theorem.

THEOREM 5.2. For the linear system

X(t) x + (aX(s) + b)ds + O(aX(s) + b)dW(s) + {(t),

where a, b, 0 are constants, a O, 0 O, there always exist -oc < L* < B* < oc and
an optimal control given by (4.5), provided that (5.2), (5.3) hold. The value function
V* is convex, and C2 and is given by (4.4) with VL.,B. given by (5.32). Moreover, the
"smooth fit points" n*(= -B1), B* are determined by (5.30) and (5.26), along with
(5.14), (5.15).

6. Appendix. We now outline the proof of Lemma 3.1. We can always refer to
[12, Lemmas 4.1, 4.2] for complete details.

Proof of iemma 3.1. By (2.5), a is nonvanishing; so we can rewrite (3.4)

(6.1) v"(.) + 6(.)V’(x).

where

2 ax + b
(x) (x) () ()

Introduce a change of variable (x) f0X[exp f 5(v)dv]du and define U(y) V o

-1(y); then U satisfies

(6.2) U’(y) [’(-l(y))]-2"(-l(y))U(y) ;y(y)U(y), y e [1, 1],

where -(y) [’(-l(y))]-27(-l(y)) > 0; , (L), / (B). It is readily seen
that U (respectively, U’) and V (respectively, V’) have the same sign; hence V inherits
the desired properties from U. Namely, without loss of generality, we may assume
that a--b- 0, and then (6.1) becomes

(6.3) V"(x) /(x)V(x), x e [L,B],

where > 0. Observe now that V is strictly convex (strictly concave) on any interval
where it is positive (negative).

To prove (i), suppose that Y(5) 0, for some 5 e [L,B]. Then we must have
that V’(5) - 0; otherwise, V 0 by the uniqueness of the solution to (6.3). Suppose
that V’(5) > 0. Define

sup{we[5, B]’V’(x)>0, forh_<x<w}.

By a simple analysis on the signs of V’, V, and V" on the interval (5, ), we show that
V is convex on (5, ), which implies that V’() _> Y’(5) > 0. Then the definition
of and the continuity of V’ lead to B. Therefore V’ has no zero on [5, B].
Similarly, we can show that Y’ has no zero on [L, 5]. The case where V’(5) < 0 is
treated similarly. This proves (i).

To prove (ii), assume that V’(5) 0 for some 5 e [L, B]. Again, we must have
that V(5) 0. Without loss of generality, assume that V(5) > 0. By (i), V would
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have no zero on [L, B] as V’ has a zero at 5 e[L, B]. So V(x) > 0 for all x e[L, B];
i.e., V is strictly convex on [L, B], which implies that

(x- 5)V’(x) > 0, for all x e [L, B], x 5,

since V’(5) 0. Then

> o, x e [L,B]. D
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