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Notation

Here is some notation which will be frequently used throughout this thesis. Precise definitions will
come later.

Notation about Finite Fields and Polynomials:

Fq Finite field of size q

F̄q The algebraic closure of Fq

ϕ(z) A polynomial over a finite field

Φ(n) The number of integers between 1 and n inclusive relatively prime to n

mϕ The degree of ϕ

ϕ̃ The image of ϕ under the involution˜

ϕ̄ The image of ϕ under the involution¯

Im,q The number of monic, non-constant, degree m irreducible ϕ ̸= z with coefficients in Fq

Ĩm,q The number of monic, non-constant, degree m irreducible ϕ with non-0 constant term, coef-
ficients in Fq and invariant under˜

Īm,q2 The number of monic, non-constant, degree m irreducible ϕ with non-0 constant term,
coefficients in Fq2 and invariant under¯

[un] The coefficient of un in some polynomial expression

Notation about Partitions and Tableaux:

λ ⊢ |λ| A partition of some non-integer |λ| into parts λ1 ≥ λ2 ≥ · · ·

λϕ A partition corresponding to a polynomial ϕ in the rational canonical form of some element

λ±ϕ A symplectic or orthogonal signed partition

mi(λ) The number of parts of λ of size i

λ′ The partition dual to λ in the sense that λ′i = mi(λ) +mi+1(λ) + · · ·

n(λ) The quantity
∑

i≥1(i− 1)λi

Pλ(x; q, t) The Macdonald symmetric function corresponding to λ
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Px,y,q,t(λ) A measure on partitions coming from the Macdonald symmetric functions

T A Young tableau

Notation about q-analogs:

[n] The q analog of n, i.e. 1 + q + · · ·+ qn−1

[n]! The q-analog of n!, i.e. [1][2] · · · [n][n
k

]
The q-analog of the binomial coefficient, i.e. [n]!

[k]![n−k]!

(x)i This is (1− x)(1− x
q ) · · · (1−

x
qi−1 )

(x, q)∞ This is (1− x)(1− xq)(1− xq2) · · ·

Notation about Groups:

W A Weyl group

C A conjugacy class in W

G An algebraic group

g = gsgu The Jordan decomposition of g as a product of commuting semisimple and unipotent
elements

F A Frobenius map

GF The fixed points of G under F

T An F -stable maximal torus

NG1(G2) The normalizer in G1 of some group G2

CG(g) The centralizer of g in G
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Abstract

The basic goal of this thesis is to develop a probabilistic approach for understanding what a typical
element α of GL(n, q), U(n, q), Sp(2n, q) or O(n, q) looks like. This thesis aims to answer questions
such as “What is the chance that α is semi-simple or regular?” and “What is the average order of
α?” Answers to these questions have applications to the theory of random number generation and
to testing algorithms for generating random elements of finite groups.

The classical groups over finite fields will be used to define measures on partitions. For the case
of GL(n, q) this boils down to rational canonical form. Algebraic conditions such as semi-simplicity
are translated into conditions on the shapes of these partitions and this view is used to obtain new
results. Our definitions lead to interesting combinatorics, such as q-analogs of the Bell and Stirling
numbers and an appearance of the Rogers-Ramanujan identities in the general linear groups.

We relate the measure on partitions coming from the classical groups to the Hall-Littlewood
polynomials. The Macdonald symmetric functions are used to define more general measures on
partitions, such as a q-analog of Plancharel measure. Probabilistic algorithms are developed for
growing partitions (and in the case of GL or U also Young tableaux) according to these measures.
These algorithms give probabilistic interpretations to identities from symmetric function theory
and lead to proofs of theorems such as Steinberg’s count of unipotent elements (which is normally
proven by character theory) and results of Rudvalis and Shinoda [51]. Kerov’s q-generalization of
the hook walk of combinatorics [36] can be obtained from these algorithms as well.

The concept of a cycle index is developed for the unitary, symplectic, and orthogonal groups.
These cycle indices all factor. The number of irreducible polynomials ϕ invariant under certain
involutions is computed. This leads to results about the number of Jordan blocks and average
order of an element of a finite classical group.
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Introduction

The purpose of this introduction is two-fold: to describe the organization of this thesis and to
state which results we believe to be the most important. Although it might make more sense to do
this after Chapter 1 which is more motivational, we prefer to highlight the key results as early as
possible.

The organization of this thesis is as follows. Chapter 1 begins with an account of some of
what is known about probability in the symmetric and general linear groups. For the symmetric
groups the Polya cycle index and its probabilistic applications are described. For the general linear
groups the Kung/Stong cycle index and some of its uses to date are reviewed. The interesting
work of Rudvalis and Shinoda is also discussed. Chapter 1 concludes with some further motivation
and a review of algebraic groups. Chapter 2 develops a link between probability and symmetric
function theory. The Macdonald symmetric functions are used to define measures on partitions
and to give a probabilistic algorithm for growing partitions according to these measures. Some
important special cases are considered, for instance a q-analog of Plancharel measure and the hook
walk. This chapter can be read with no knowledge of the classical groups. Chapter 3 focuses on the
general linear groups. Crucial here is the connection of the conjugacy classes of GL with the Hall-
Littlewood polynomials and the probabilistic algorithms of Chapter 2. Some new applications of
the cycle index of GL to the n → ∞ asymptotics of GL(n, q) are then given. The group theoretic
interpretation of the Rogers-Ramanujan identities may also be of interest. Chapters 4,5, and 6
discuss probability in the finite unitary, symplectic, and orthogonal groups respectively. Cycle
indices are found for these groups and are used to read off algebraic information. Some connections
are made with the general linear group and the probabilistic algorithms of Chapter 2. Although
the unitary, symplectic, and orthogonal groups could have been treated in one chapter, they are
sufficiently different and important that they are treated separately. The thesis ends with a list of
some questions and possible directions for future research.

Here is what we believe to be six important contributions of this thesis.

1. The definition of measures on partitions from the Macdonald polynomials, as described in
Section 2.4.

2. Probabilistic algorithms for growing partitions according to these measures, as described in
Sections 2.5, 2.6, 2.7, 2.8, and 2.10.

3. The connection of 1 and 2 with the classical groups, described in Sections 3.3, 4.4, 5.3 and
6.3. Especially interesting is the application of the algorithms to give probabilistic proofs of
algebraic results such as Steinberg’s count of unipotent elements (Section 3.4) and theorems
of Rudvalis and Shinoda on the distribution of fixed vectors of a random element of GL(n, q)
(Section 3.6).

4. The appearance of the Rogers-Ramanujan identities in the general linear groups, as described
in Section 3.7.

1



5. Finding the cycle indices for the finite unitary, symplectic, and orthogonal groups, as described
in Sections 4.3, 5.3, and 6.3.

6. Reading algebraic information off of the cycle indices, as described in Chapter 3,4,5, and 6.

2



Chapter 1

Motivation and Background

1.1 The Symmetric Groups Sn

In this section the symmetric groups are used as a model for the sort of study to be undertaken
for the classical groups over finite fields. Polya’s cycle index for the tower Sn is introduced and
probabilistic interpretations of it are discussed. This interpretation will later be generalized to the
classical groups over finite fields. Much of the exposition in this section is influenced by talks given
by Persi Diaconis and some of his unpublished notes [10].

Here are some typical questions one could ask about a random permutation π ∈ Sn:

1. “What is the chance that π has a1 fixed points?” This is the famous matching problem,
dating back to Monmort in 1708. Its solution is one of the earliest results in probability.

2. “How many cycles does π have?” This is a mainstay of the Ewens sampling formula of modern
population genetics [17].

3. “What is the order of π?” This is a classical combinatorial problem with applications in finite
group theory. For example, when n = 52, the permutation with maximal order has order
180,180.

4. “What is L1, the length of the longest cycle of π?” This is of interest because of its connections
with number theory. Knuth and Trabb Pardo [38] show that L1/n has the same n→ ∞ limit

distribution as log(P1(x))
log(n) , where x is a uniformly chosen integer between 1 and n, and P1(x)

is the largest prime factor of x.

All of these problems have in fact been solved. To give a flavor of the subject, we state the
answers to questions 2-4. The Polya cycle index will then be introduced and given a probabilistic
interpretation which will lead to a solution of problem 1.

For question 2, Goncharov [27] proved that the number of cycles in a random permutation is

asymptotically normal with mean log n and standard deviation (log n)
1
2 . For question 3, Goh and

Schmutz [23] proved that if µn is the average order of an element of Sn, then:

log µn = C

√
n

log n
+O(

√
nloglogn

logn
)

where C = 2.99047.... For question 4, let L1 denote the length of the longest cycle of a
permutation, and En expectation in Sn. Goncharov [27] showed that L1

n has a limit distribution.

3



Lloyd and Shepp [42] computed the moments of this limit distribution. For instance the first
moment is:

lim
n→∞

En(
L1

n
) =

∫ ∞

0
exp[−x−

∫ ∞

x

e−y

y
dy]dx = 0.62432997...

A common trait of these questions is that the functions involved do not depend on the labelling
of the set {1, · · · , n} being permuted. They depend only on the conjugacy class of π, i.e. on the
cycle vector (a1(π), · · · , an(π)) where ai(π) is the number of i-cycles of π. Namely, a1 is the number
of fixed points of π,

∑
ai is the number of cycles of π, the least common multiple of the ai is the

order of π, and the largest ai ̸= 0 is the length of the longest cycle of π. An important ingredient
in the solution of these problems is the following so-called Polya Cycle Index, which was initially
introduced for the purpose of enumerating certain types of chemical compounds [50]. Write:

ZSn(x1, · · · , xn) =
1

n!

∑
π∈Sn

∏
i

x
ai(π)
i

Then the Taylor expansion of ez and the fact that there are n!∏
i
ai!iai

elements of Sn with ai

i-cycles give the following factorization:

∞∑
n=0

unZSn =
∞∏

m=1

e
xmum

m

Lloyd and Shepp [42] found a useful probabilistic interpretation for the Polya cycle index.

Setting all xi = 1 in the reciprocal of the Polya cycle index shows that 1−u = e−
∑

m
um

m . Therefore:

∞∑
n=0

(1− u)unZSn =
∞∏

m=1

e
um

m
(xm−1)

Now suppose that 0 < u < 1. The left-hand side is the probability generating function for cycle
structure after first picking the size of the symmetric group with the chance of n equal to (1−u)un,
and then picking uniformly in Sn. For the right hand side, recall the Poisson(λ) distribution which

is equal to j ≥ 0 with probability e−λλj

j! . The Poisson (λ) distribution has eλ(x−1) as its probability
generating function in the variable x. So the right hand side is the product of generating functions
of Poisson variables with parameters ui

i . These considerations imply the following theorem of Lloyd
and Shepp [42].

Theorem 1 For 0 < u < 1, choose the size of the symmetric group with probability of n equal to
(1 − u)un. Then choose π uniformly in Sn. The random variables ai(π) (defined on the union of

all symmetric groups) are independent Poisson(u
i

i ).

The following lemma allows one to gain insight into n→ ∞ asymptotics. (An alternate approach
uses the method of moments). We use the notation that [un]g(u) is the coefficient of un in the
Taylor expansion of g(u) around 0.

Lemma 1 If f(1) <∞ and f has a Taylor series around 0, then:

limn→∞[un]
f(u)

1− u
= f(1)

4



Proof: Write the Taylor expansion f(u) =
∑∞

n=0 anu
n. Then observe that [un]f(u)1−u =

∑n
i=0 ai. 2

Let Pn be the distribution of fixed points of an element of Sn (i.e. the object of study of problem
1). Theorem 1 and Lemma 1 show that the n→ ∞ limit of Pn is Poisson(1). This argument can be
used to prove the more general fact that for any i <∞, the joint distribution of (a1(π), · · · , ai(π))
converges to independent (Poisson(1), · · ·, Poisson(1i )).

A remarkable fact which deserves mention is that the first n moments of Pn are equal to the first
n moments of the Poisson(1) distribution. This will be called the moment contact phenomenon.
Analogous statements will be proved for the classical groups over finite fields in Sections 3.6, 4.7,
5.6, and 6.6. It will thus be useful to give a proof of the moment contact phenomenon for Sn,
arguing as in Diaconis [11]. For this recall Burnside’s Lemma.

Lemma 2 Let a finite group G act on a set X. Let F (g) denote the number of fixed points of
g ∈ G and let O(X) be the set of orbits of this action. Then:∑

g∈G
F (g) = |O(x)|

Recall that the lth Bell number Bl is defined as the number of set partitions of a set of size l.
For example, B3 = 5 and the 5 set partitions of {1, 2, 3} are:

{1, 2, 3}
{1}, {2, 3}
{2}, {1, 3}
{3}, {1, 2}

{1}, {2}, {3}

Theorem 2 For 1 ≤ l ≤ n, the lth moment of the distribution of fixed points of Sn is equal to Bl.

Proof: Apply Lemma 2 to the action of Sn on l-tuples whose coordinates are elements of the set
{1, · · · , n}. The orbits of this action correspond bijectively to set partitions of {1, · · · , l} by defining
the blocks of the partition to consist of coordinates with equal values. 2

Note from the interpretation of the moments as counting something (the number of orbits of
an action), that they are integers. As a sequence of integers converging to a limit must eventually
be equal to the limit, it is clear that the moments stabilize. Theorem 2 is interesting in that it
computes the limit and says how quickly the stabilization takes place (in fact, it is not hard to see
that the stabilization does not occur for n < l).

It is worth remarking that it is possible to give good bounds on how quickly the convergence of Pn

to Poisson(1) occurs. Recall the notion of variation distance between two probability distributions
P and Q on a set X. The definition, as in Chapter 3 of Diaconis [11], is:

|P −Q|TV =
1

2

∑
x∈X

|P (x)−Q(x)|

Arratia and Tavare [2] prove that:

2n

(n+ 1)!

n

n+ 2
≤ |Pn − Poisson(1)|TV ≤ 2n

(n+ 1)!

A q-analog of this result for the groups GL(n, q) will be given in Section 3.6.
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1.2 The General Linear Groups GL(n, q)

This section reviews some aspects of probability in the groups GL(n, q). There are a number of
ad-hoc results which have been obtained. For instance Fine and Herstein [18] and Gerstenhaber [22]
show that there are qn(n−1) nilpotent matrices over a finite field of size q. Hansen and Schmutz [30]
studied the characteristic polynomial of a random matrix. They made precise the statement that
“Except for factors of small degree, the characteristic polynomial of a random matrix in GL(n, q) is
like a random monic degree n polynomial over Fq”. Neumann and Praeger [46], [47] obtained good
bounds for the chance that an element of GL(n, q) is regular or regular-semisimple (see Section 3.8
for the definitions of these terms and details on their work).

A unified approach to these results emerges from the work of Kung [39] and Stong [56], who
developed a cycle index for the groups GL(n, q). Let us review this briefly. First it is necessary
to understand the conjugacy classes of GL(n, q). As is explained in Chapter 6 of Herstein [32] (an
explanation in terms of algebraic groups will be given in Section 1.4), an element α ∈ GL(n, q)
has its conjugacy class determined by its rational canonical form (this is slightly different from
Jordan canonical form, which only works over algebraically closed fields). This form corresponds
to the following combinatorial data. To each monic non-constant irreducible polynomial ϕ over Fq,
associate a partition (perhaps the trivial partition) λϕ of some non-negative integer |λϕ|. Let mϕ

denote the degree of ϕ. The only restrictions necessary for this data to represent a conjugacy class
are:

1. |λz| = 0

2.
∑

ϕ |λϕ|mϕ = n

An explicit representative of this conjugacy class may be given as follows. Define the companion
matrix C(ϕ) of a polynomial ϕ(z) = zmϕ + αmϕ−1z

mϕ−1 + · · ·+ α1z + α0 to be:
0 1 0 · · · 0
0 0 1 · · · 0
· · · · · · · · · · · · · · ·
0 0 0 · · · 1

−α0 −α1 · · · · · · −αmϕ−1


Let ϕ1, · · · , ϕk be the polynomials such that |λϕi

| > 0. Denote the parts of λϕi
by λϕi,1 ≥ λϕi,2 ≥

· · ·. Then a matrix corresponding to the above conjugacy class data is:
R1 0 0 0
0 R2 0 0
· · · · · · · · · · · ·
0 0 0 Rk


where Ri is the matrix:  C(ϕ

λϕi,1

i ) 0 0

0 C(ϕ
λϕi,2

i ) 0
0 0 · · ·


For example, the identity matrix has λz−1 equal to (1n) and an elementary reflection with a ̸= 0

in the (1, 2) position, ones on the diagonal and zeros elsewhere has λz−1 equal to (2, 1n−2).
As was true for the symmetric groups, many algebraic properties of a matrix α can be stated

in terms of the data parameterizing its conjugacy class. For example,
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1. The characteristic polynomial of α ∈ GL(n, q) is equal to
∏

ϕ ϕ
|λϕ(α)|.

2. Let λϕ,1 be largest part of a partition λϕ. Then the minimal polynomial of α is equal to∏
ϕ ϕ

λϕ,1(α). In particular, α is semisimple (diagonalizable over the algebraic closure of Fq) if
and only if λϕ,1(α) ≤ 1 for all ϕ.

3. An element α of GL(n, q) is “regular” (see Section 3.8) if and only if its characteristic poly-
nomial is equal to its minimal polynomial, thus if and only if all λϕ(α) have at most 1 part.

To define the cycle index for GL(n, q), let xϕ,λ be variables corresponding to pairs of polynomials
and partitions. Define:

ZGL(n,q) =
1

|GL(n, q)|
∑

α∈GL(n,q)

∏
ϕ ̸=z

xϕ,λϕ(α)

Following Kung [39], Stong [56] then proves the factorization:

1 +
∞∑
n=1

ZGL(n,q)u
n =

∏
ϕ ̸=z

[
∑
λ

xϕ,λ
u|λ|mϕ

cGL,ϕ,q(λ)
]

Here cGL,ϕ,q(λ) is a certain function on partitions which is described in Section 3.2.
Using this cycle index, Stong [56], [57] and Goh and Schmutz [24] studied some properties

of random elements of GL(n, q) such as the number of Jordan blocks and average order. Stong
showed that the number of Jordan blocks of a random element of GL(n, q) has mean and variance
log(n)+O(1), and Goh and Schmutz proved convergence to the normal distribution. The research
done to date using the cycle index for GL(n, q) emphasizes the polynomials in the rational canonical
form of α. This thesis attempts to understand the partitions as well. The program of finding the
cycle indices and reading information off of them will be carried further for GL(n, q) in Chapter 3
and extended to the other classical groups in Chapters 4-6. Especially important will be the idea
of stating algebraic conditions on α in terms of the partitions λϕ(α).

We now review the work of Rudvalis and Shinoda [51]. They studied an analog of the distri-
bution of fixed vectors for the classical groups over finite fields. Let G = G(n) be a classical group
(i.e. one of GL,U ,Sp, or O) acting on an n dimensional vector space V over a finite field Fq (in the
unitary case Fq2) in its natural way. Let PG,n(k, q) be the chance that an element of G fixes a k
dimensional subspace and let PG,∞(k, q) be the n → ∞ limit of PG,n(k, q). Rudvalis and Shinoda
[51] found (in a 76 page unpublished work) formulas for PG,∞(k, q). Their formulas are, setting
x = 1

q :

1. PGL,∞(k, q) = [
∏∞

r=1(1− xr)] xk2

(1−x)2···(1−xk)2

2. PU,∞(k, q) = [
∏∞

r=1
1

1+x2r−1 ]
xk2

(1−x2)···(1−x2k)

3. PSp,∞(k, q) = [
∏∞

r=1
1

1+xr ]
x
k2+k

2

(1−x)···(1−xk)

4. PO,∞(k, q) = [
∏∞

r=0
1

1+xr ]
x
k2−k

2

(1−x)···(1−xk)

At first glance it is not even clear that these are probability distributions in k, but as Rudvalis
and Shinoda note, this follows from identities of Euler. The proof of these formulas of Rudvalis and
Shinoda used Moebius version on the lattice of subspaces and a detailed knowledge of geometry
over finite fields. One of the goals of this thesis is to understand these results in terms of cycle
indices and probabilistic algorithms (at least for GL and U).

7



1.3 Some Further Motivation

The purpose of this section is to give some further motivation for the work in this thesis. Here it
is.

1. As was explained while stating problems 1-4 in Section 1.1, permutation groups relate to many
areas of mathematics and science, such as number theory and population genetics. Diaco-
nis and Shahshahani [13] have obtained interesting results about probability in the classical
compact groups. In this context conjugacy classes are parameterized by eigenvalues. They
showed that a type of moment contact phenomenon occurs and studied how the eigenvalues
are spread out on the unit circle. Mehta [45] discusses applications of these eigenvalue dis-
tributions. One application is to the spectra of slow neutron scattering. He also describes
how the eigenvalues are empirically related to the spacings between the zeros of the zeta
function. The problems studied here are the natural analogs of these rich problems for the
finite classical groups. There is every reason to believe that their answers will relate to an
equally rich set of problems.

2. A lively program in combinatorics is the study of the shapes of partitions of a number n
under various measures. Here are three measures which have been actively investigated. One
widely studied measure is the uniform measure on partitions. Many results can be found in
the works of Andrews [1] and Fristedt [20]. For a second way of putting measures on partitions
of n, note that π ∈ Sn defines a partition of n by looking at the lengths of its cycles (i.e.
the conjugacy class of π). So picking a uniform π ∈ Sn induces a measure on partitions of
n. This measure was discussed in Section 1.1. A third way of putting measures on partitions
comes from the irreducible representations of the symmetric group and is called Plancharel
measure. For anxious readers the definition of Plancharel measure is P (λ) = n!∏

s∈λ
h(s)2

where

h(s) is the hooklength of s. The Plancharel measure has been studied, for instance, by Kerov
and Vershik [37].

In Chapter 2 the Macdonald symmetric functions are used to define a 2-parameter class of
measures on all partitions. For instance, renormalizing the measure coming from the Schur
functions to live on partitions of size n leads to a q-analog of Plancharel measure. Our
motivation for these definitions in fact came from the finite classical groups. For instance,
here is how one can use GL(n, q) to define measures on partitions. Recall the notion of the
rational canonical form of α ∈ GL(n, q). Fix an irreducible polynomial ϕ over Fq and consider
the partition λϕ(α) which corresponds to ϕ in the rational canonical form of α. As with the
symmetric group, given 0 < u < 1, pick n with probability (1 − u)un and then choose α
uniformly in GL(n, q). This induces a measure on the set of all partitions. The u → 1 limit
corresponds to the n→ ∞ limit of a uniform α chosen in GL(n, q).

3. A third motivation for studying probability in classical groups over finite fields is to be able
to analyze random number generators or algorithms for generating random elements in finite
groups. A random number generator can be used to generate a supposedly “random” matrix
over a finite field (typically one generates thirty-two 32-bit blocks and makes a 32 by 32
matrix over F2 out of them). Marsaglia and Tsay [44] have used the rank of this matrix as
an effective way of screening out bad random number generators. Of course, to apply this
test, one needs to know how the rank of a randomly chosen matrix behaves.

Similarly, an algorithm for generating random elements of finite groups can be applied to the
classical groups. The algorithms which seem to work the best (such as those employed in
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algebra systems like Cayley and Gap) have defied direct mathematical analysis. Therefore,
to evaluate how well they work, one uses them to pick from some finite classical group and
compares data with the results for an element chosen uniformly from the group. A clear
discussion of this is in [9]. The point is that the cycle index machinery developed in this
thesis allows one to get a handle on what a random element of a finite classical group looks
like.

1.4 Review of Algebraic Groups

One definition of the finite unitary, symplectic, and orthogonal groups is as the subgroups of
GL(n, q) (in the unitary case as a subgroup ofGL(n, q2)) preserving a special type (Hermitian, skew-
symmetric, symmetric) of non-degenerate bilinear form over Fq. The details of these definitions
will be given in Chapters 4-6. A superb account of this viewpoint is Chapter 1 of Carter’s book on
simple groups of Lie type [7].

The purpose of this section is to discuss the finite classical groups from the viewpoint of algebraic
groups. This viewpoint will be used later. Good references are Chapter 1 of Carter’s book on finite
groups of Lie type [8] and Chapter 8 of Humphreys [33].

Let G be a connected, reductive (feel free to ignore these adjectives) algebraic group defined
over F̄q, the algebraic closure of Fq. Viewing G as contained in GL(n, F̄q), a map F : G → G is
called a Frobenius map if some power of it is a standard Frobenius map F : (aij) → (aqij). Let G

F

be the elements of G fixed by F . The groups GL(n, q), Sp(2n, q) and O(n, q) arise as fixed points
of the Frobenius map F : (aij) → (aqij) on the corresponding groups over F̄q. The group U(n, q)

arises as the fixed points of the Frobenius map F : (aij) → ((aqij)
t)−1 on GL(n, q2).

An element of GF is called semisimple if it is diagonalizable over F̄q. An element of GF is called
unipotent if it has all eigenvalues equal to 1. Letting p be the characteristic of Fq, it is easy to
check that semisimple elements have order prime to p and unipotent elements have order a power
of p. An important theorem is the Jordan decomposition which says that g ∈ G may be written
uniquely as g = gsgu where gs is semi-simple, gu is unipotent, and gs commutes with gu. If g ∈ GF ,
then gs, gu ∈ GF .

In fact, the Jordan decomposition of elements gives a way of “factoring” the conjugacy classes
of GF . We will describe this factorization and then show that in the case of GL(n, q) it gives the
rational canonical form of a matrix. The essence of the factorization is the following proposition,
which is stated without proof in Chapter 8 of Humphreys [33].

Proposition 1 The conjugacy classes of GF correspond bijectively to pairs (A,B) where the A
form a set of representatives of conjugacy classes of semisimple elements in GF and the B form a
set of representatives of unipotent classes in the centralizer of A.

Proof: Define a map from conjugacy classes of GF to such pairs (A,B) as follows. Pick g in the
class and write it g = gsgu as above. Then gs is conjugate to a unique semisimple representative A.
Let h1 be such that h1gsh

−1
1 = A. Then h1guh

−1
1 is a unipotent element in CG(A) and so defines a

unipotent class in CG(A). This class is well-defined, for if h2gsh
−1
2 = A, then h1guh

−1
1 and h2guh

−1
2

are conjugate by h2h
−1
1 ∈ CG(A).

The map is 1− 1 because if g is conjugate to both AB1 and AB2, then, as was just shown, B1

and B2 are conjugate by an element of CG(A). The map is onto because one can take g to be the
product of any such pair of elements (A,B). 2
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We now consider the example of GL(n, q). Here the semi-simple conjugacy classes correspond
to the possible characteristic polynomials. Let ϕ be an irreducible polynomial of degree mϕ. If
the characteristic polynomial of a semisimple α factors as

∏r
i=1 ϕ

ni
i , then the centralizer of α

is isomorphic to
∏

iGL(ni, q
mϕi ). The unipotent classes of GL(ni, q

r) for any r correspond to
partitions of ni. This is the explanation (without proofs) of rational canonical form in terms of
algebraic groups.

Wall [61] gives a parameterization of the conjugacy classes of the finite unitary, symplectic
and orthogonal groups using combinatorial data such as polynomials and partitions (this will be
discussed in Sections 4.2, 5.2, and 6.2). It would be desirable to understandWall’s parameterizations
in terms of Proposition 1, as has just been done for the general linear groups.

Although unnecessary for the rest of this thesis, it is worth noting that analogs of the Jordan
decomposition and Proposition 1 hold for any finite group. For any prime p, call g ∈ G p-semisimple
if it has order prime to p and p-unipotent if it has order a power of p. Then the Jordan decomposition
and Proposition 1 carry over with the words semisimple and unipotent replaced by p-semisimple
and p-unipotent.

As an example, take the symmetric group Sn and some prime p. The Jordan decomposition for
elements works as follows. Write π as a product of its cycles (which all commute). Given an l-cycle
x, write l = par, where p and r are relatively prime. Then there are C,D such that Cpa +Dr = 1,
so x is a product of (xp

a
)C and (xr)D. This represents an l-cycle as a product of pa r-cycles and r

pa-cycles, where everything commutes. On the level of conjugacy classes the pairs (A,B) may be
described as follows. The A correspond to partitions of n into mi parts of size i, where mi = 0 if
p divides i. The B which are second coordinates of such an A correspond to partitions of each mi

into parts which have size a power of p. This can all be deduced from the fact that the centralizer
of π ∈ Sn is a direct product of various wreath products, and from the description of conjugacy
classes of wreath products in Chapter 4 of James and Kerber [34]. The details of the proof are
omitted as we have already gone far afield.
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Chapter 2

Measures on Partitions and
Probabilistic Algorithms

2.1 Chapter Overview

Following this overview, a brief history is given of some work of Diaconis and Kemperman [12],
Greene, Nijenhuis and Wilf [28], [29], and Kerov [35], [36] on probabilistic algorithms for generating
partitions which arise in mathematical problems. In Section 2.4 the Macdonald symmetric functions
are used to define measures Px,y,q,t on the set of all partitions λ of all integers. In Section 2.5 a
probabilistic algorithm is given for growing partitions according to these measures. The treatment
in these sections may seem like abstract symbol-pushing, so the remainder of this chapter focuses
on two concrete examples.

The first example, considered in Section 2.6, is the case q = 0, yi = ti−1 and is a specialization
of the Hall-Littlewood functions. The further specialization xi = uti, where 0 < u < 1 will be
studied in Sections 2.7 and 2.8. As will emerge in Sections 3.3, 4.4, 5.3 and 6.3, this case arises
naturally in the finite classical groups. For instance, suppose one sets t = 1

qm , where q is the size of
a finite field and m is some natural number. Then this measure on partitions turns out to be the
same as the measure on partitions obtained by fixing a monic, irreducible polynomial ϕ of degree
m, picking the size of a general linear group with probability of size n equal to (1 − u)un, then
picking α uniformly in GL(n, q) and taking the partition λϕ(α) corresponding to ϕ in the rational
canonical form of α. Note that this is analogous to the way in which the Poisson distribution
arises in the theory of the symmetric groups. In this special case the probabilistic algorithm for
generating partitions simplifies. We also give a second, different algorithm which in fact creates a
Young tableau. This leads to a natural way of putting weights on the Young lattice. This view
will be used later (Sections 3.6 and 4.7) to give probabilistic proofs of the formulas of Rudvalis
and Shinoda for the distribution of the dimension of the fixed space of an element of GL(n, q) or
U(n, q).

The second example, considered in Sections 2.9 and 2.10 is the case q = t, xi = ti. This
measure, renormalized to live on partitions of size n, is a q-analog of the Plancharel measure

n!∏
s∈λ

h(s)2
on partitions of n (here h(x) is the hook-length). As the q = 1 case is so connected

with the representation theory of Sn, it is reasonable to expect this q-analog to be connected with
the representation theory of GL(n, q). In fact, this measure leads us to define polynomials Jn(q)
with nice combinatorial properties. For instance, these polynomials turn out to be sums of squares
of Kostka-Foulkes polynomials, these latter polynomials being special cases of Kazhdan-Lusztig
polynomials. The chapter ends by showing that the probabilistic algorithm of Section 2.5 specialized
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to this second example can be conditioned to give exactly one of Kerov’s q-generalizations [36] of
the hook walk of Greene, Nijenhuis, and Wilf [28], [29].

2.2 History of Partitions and Probabilistic Algorithms

We begin by reviewing some standard notation about partitions, as on pages 2-5 of Macdonald
[43]. Let λ be a partition of some non-negative integer |λ| into parts λ1 ≥ λ2 ≥ · · ·. Let mi(λ)
be the number of parts of λ of size i, and let λ′ be the partition dual to λ in the sense that
λ′i = mi(λ) +mi+1(λ) + · · ·. Let n(λ) be the quantity

∑
i≥1(i− 1)λi.

It is also useful to define the diagram associated to λ as the set of points (i, j) ∈ Z2 such that
1 ≤ j ≤ λi. We use the convention that the row index i increases as one goes downward and the
column index j increases as one goes across. So the diagram of the partition (5441) is:

. . . . .

. . . .

. . . .

.

It is sometimes useful to think of these dots as boxes. Given a square s in the diagram of a
partition λ, let l′(s), l(s), a(s), a′(s) be the number of squares in the diagram of λ to the north,
south, east, and west of s respectively. So the diagram

. . . . .

. s . .

. . . .

.

has l′(s) = l(s) = a′(s) = 1 and a(s) = 2.
A skew-diagram is the set theoretic difference λ−µ of two diagrams λ and µ, where the diagram

of λ contains the diagram of µ. A horizontal strip is a skew-diagram with at most one square in
each column. For instance:

.

. .
.

There are many ways of putting measures on partitions of a given size n. Perhaps the most
natural measure is the uniform measure. This has been studied extensively by Erdos and Szalay
[15] and Fristedt [20], for instance. Andrews [1] gives many more references.

Some measures on partitions can be built up stochastically. As a first example, recall the
measure on partitions of n induced by the conjugacy classes of Sn. The chance of λ, a partition of
n with ai i-cycles, is equal to

1∏
i
ai!iai

. Diaconis and Kemperman [12] give a stochastic procedure,

which they call the Chinese restaurant process, for building up these partitions. They relate this
process to the theory of Dirichlet priors. The Chinese restaurant process is equivalent to a procedure
of Kingman in the theory of population genetics (see page 154 of Kerov [35]).

As a second example, consider the Plancharel measure on partitions of n. Let h(s) = a(s) +
l(s) + 1 be the hook length of s ∈ λ. Then the formula n!∏

s∈λ
h(s)2

defines a measure on partitions

of n. Greene, Nijenhaus, and Wilf [28] give a stochastic way of building up these partitions, called
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the hook walk. Kerov [35] relates the hook-walk to the Markov moment problem of probability
theory and gives a q-generalization of the hook walk [36].

The measures introduced in Section 2.4 using the Macdonald symmetric functions differ from the
measures in this section in that they are defined on all partitions of all integers, and not on partitions
of a fixed size. In this sense, they are finer measures since they can always be renormalized to live
on partitions of size n. It will be demonstrated in Section 2.10 that conditioning a specialization
of the algorithm of Section 2.5 gives one of Kerov’s q-generalizations of the hook walk.

2.3 Background on the Macdonald Symmetric Functions

The Macdonald symmetric functions Pλ(xi; q, t) are the most general class of symmetric functions
known at present. A good account of these symmetric functions is Chapter 6 of Macdonald’s book
[43].

To define the Macdonald symmetric functions, recall the power sum and monomial symmetric
functions. The rth power sum pr is defined as

∑
xri and the pλ are defined as pλ1pλ2 · · ·. The mono-

mial symmetric functions are the symmetric functions whose restriction to the variables x1, · · · , xn
is
∑
xα where the sum is over all distinct permutations α of λ = (λ1, · · · , λn).

The Macdonald symmetric functions are defined as follows. Let 0 < q, t < 1 be real parameters.
Put the following scalar product on the ring of symmetric functions in the variables xi:

< pλ, pµ >= δλ,µzλ

λ′
1∏

i=1

1− qλi

1− tλi

where zλ =
∏

i≥1 i
mi(λ)mi(λ)! and δλ,µ is 1 if λ = µ and 0 otherwise.

Now fix n. The partitions of n can be put in lexicographic order. This is a total ordering
such that λ = (λ1, · · · , λn) is greater than µ = (µ1, · · · , µn) iff the first non-vanishing difference
λi − µi is positive. So the partitions of 5 in lexicographic order from smallest to largest are
(15), (213), (221), (312), (32), (41), (5). The Macdonald symmetric functions (for λ a partition of
n) are the basis of the ring of degree n symmetric functions obtained by applying the Gram-
Schmidt orthogonalization process to the monomial symmetric functions, where one orthogonalizes
in lexicographic order.

As is explained on pages 305-6 of Macdonald [43], various specializations of the Macdonald
symmetric functions give the Hall-Littlewood polynomials, Schur functions, zonal polynomials, and
Jack symmetric functions. In many ways the Macdonald symmetric functions are quite elusive. For
instance, in this generality, they do not have any known group theoretic interpretation.

Here is some more notation of Macdonald’s which will be needed.

1. Recall from Section 2.2 that if s is a square in the diagram of a partition λ, then l′λ(s), lλ(s),
aλ(s), a

′
λ(s) denote the number of squares in the diagram of λ to the north, south, east, and

west of s respectively. The subscript λ will sometimes be omitted if the partition λ is clear
from context.

Given a partition λ and a square s, set bλ(s) = 1 if s ̸∈ λ. Otherwise set:

bλ(s) =
1− qaλ(s)tlλ(s)+1

1− qaλ(s)+1tlλ(s)

Let bλ(q, t) =
∏

s∈λ bλ(s).
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2. Define

ϕλ/µ(q, t) =
∏

s∈Cλ/µ

bλ(s)

bµ(s)

where Cλ/µ is the union of the columns intersecting λ− µ.

3. The skew Macdonald polynomials (in one variable) are defined as:

Pλ/µ(x; q, t) =
bµ(q, t)

bλ(q, t)
ϕλ/µ(q, t)x

|λ|−|µ|

if λ− µ is a horizontal strip, and 0 otherwise.

4. Let (x, q)∞ denote
∏∞

i=1(1− xqi−1). Then define
∏
(x, y; q, t) by:

∏
(x, y; q, t) =

∞∏
i,j=1

(txiyj , q)∞
(xiyj , q)∞

Also define gn(y; q, t) as the coefficient of xn in
∏

j
(txyj ,q)∞
(xyj ,q)∞

.

Using this notation, we write down five identities of Macdonald which will be needed in this
chapter. It is convenient to name them (the Pieri Formula is already named).

1. Measure Identity:

∑
λ

Pλ(x; q, t)Pλ(y; q, t)bλ(q, t) =
∏

(x, y; q, t)

This is proved on page 324 of Macdonald [43].

2. Factorization Theorem: ∏
(x, y; q, t) =

∏
n≥1

e
1
n

1−tn

1−qn
pn(x)pn(y)

This is proved on page 310 of [43].

3. Principal Specialization Formula:

Pλ(1, t, · · · , tN−1; q, t) = tn(λ)
∏
s∈λ

1− qa
′(s)tN−l′(s)

1− qa(s)tl(s)+1

This is proved on page 337 of [43].

4. Skew Expansion:

Pλ(x1, · · · , xN ; q, t) =
∑
µ

Pµ(x1, · · · , xN−1; q, t)Pλ/µ(xN ; q, t)

This is discussed on pages 343-7 of [43].

14



5. Pieri Formula:

Pµ(y; q, t)gr(y; q, t) =
∑

λ:|λ−µ|=r
λ−µ horiz. strip

ϕλ/µ(q, t)Pλ(y; q, t)

This on page 340 of [43]. Although this is not mentioned in Macdonald, it is worth remarking
that the Pieri Formula has its history in the work of the great Italian algebraic geometer
Pieri, who found rules for multiplying classes of Schubert varieties in the cohomology ring of
Grassmanians (see page 24 of Fulton [21]). In this special case, which corresponds to q = t,
the Pieri formula becomes:

sµs(r) =
∑

λ:|λ−µ|=r
λ−µ horiz. strip

sλ

where sλ is the Schur function corresponding to a partition λ.

2.4 Defining Measures Px,y,q,t from the Macdonald Symmetric Func-
tions

In this section the Macdonald symmetric functions are used to define families of probability mea-
sures on the set of all partitions of all numbers. It is assumed throughout this chapter that x, y, q, t
satisfy the following conditions:

1. 0 ≤ t, q < 1

2. xi, yi ≥ 0

3.
∑

i,j
xiyj

1−xiyj
<∞

The following formula defines a probability measure Px,y,q,t on the set of all partitions of all
numbers:

Px,y,q,t(λ) =
Pλ(x; q, t)Pλ(y; q, t)bλ(q, t)∏

(x, y; q, t)

Lemma 3 Px,y,q,t is a measure.

Proof: By the Measure Identity and the fact that there are countably many partitions, it suffices
to check that 0 ≤ Px,y,q,t(λ) < ∞ for all λ. For this it is sufficient to show (again by the Measure
Identity) that Pλ(x; q, t), bλ(q, t) ≥ 0 for all λ and that 0 ≤

∏
(x, y; q, t) <∞.

Condition 1 implies that bλ(q, t) ≥ 0 for all λ. We claim that xi ≥ 0 implies that Pλ(x; q, t) ≥ 0.
To see this, note that when Pλ(x; q, t) is expanded in monomials in the x variables, all coefficients
are non-negative. For any particular monomial, this follows by repeated use of the Skew Expansion.

By the Factorization Theorem, showing that 0 ≤
∏
(x, y; q, t) < ∞ is equivalent to showing

that:

0 ≤
∑
n≥1

1

n

1− tn

1− qn
pn(x)pn(y) <∞
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Conditions 1 and 2 imply that this expression is non-negative. To see that it is finite, use
Condition 3 as follows:

∑
n≥1

1

n

1− tn

1− qn
pn(x)pn(y) ≤ 1

1− q

∑
n≥1

pn(x)pn(y)

=
1

1− q

∑
i,j≥1

xiyj
1− xiyj

< ∞

2

Define truncated measures PN
x,y,q,t(λ) to be 0 if λ has more than N parts, and otherwise:

PN
x,y,q,t(λ) =

Pλ(x1, · · · , xN , 0, · · · ; q, t)Pλ(y; q, t)bλ(q, t)∏
(x1, · · · , xN , 0, · · · , y; q, t)

Let P 0(x, y, q, t) be 1 on the empty partition and 0 elsewhere. The following remarks are useful.

1. Arguing as in Lemma 3 shows that the PN
x,y,q,t are probability measures. It is also clear that

limN→∞P
N
x,y,q,t = Px,y,q,t. There are other possible definitions of PN

x,y,q,t which converge to
Px,y,q,t in the N → ∞ limit (for instance one can truncate both the x and y variables). These
deserve further investigation.

2. If one sets yi = ti−1, then 1∏
(x,y;q,t)

simplifies to
∏

i(xi, q)∞. The Principal Specialization

Formula then gives the simpler formula:

Px,y,q,t(λ) = [
∏
i

(xi, q)∞]
tn(λ)Pλ(x; q, t)∏

s∈λ 1− qa(s)+1tl(s)

Further simplifications will be discussed as Examples 1 and 2 of this chapter.

2.5 An Algorithm for Picking From Px,y,q,t

This section gives a stochastic method for picking from Px,y,q,t under conditions 1-3 of Section 2.4.

Algorithm for Picking from Px,y,q,t

Step 0 Start with λ the empty partition and N (which we call the interval number) equal to 1.

Step 1 Pick an integer nN so that nN = k with probability
∏

j
(xNyj ,q)∞
(txNyj ,q)∞

gk(y; q, t)x
k
N . (These

probabilities sum to 1 by the definition of gk).

Step 2 Let Λ be a partition containing λ such that the difference Λ−λ is a horizontal strip of size
nN . There are at most a finite number of such Λ. Change λ to Λ with probability:

ϕΛ/λ(q, t)

gnN (y; q, t)

PΛ(y; q, t)

Pλ(y; q, t)

(These probabilities sum to 1 by the Pieri Formula). Then set N = N + 1 and go to Step 1.
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It will be proved in Lemma 4 that this algorithm terminates with probability 1. It will be seen in
Section 2.10 that a conditioned version of this algorithm is exactly one of Kerov’s q-generalizations
of the well studied hook walk of combinatorics.

As an example of the algorithm, suppose we are at Step 1 with N = 3 and the partition λ:

. .

.

We then pick n3 according to the rule in Step 1. Suppose that n3 = 2. We thus add a horizontal
strip of size 2 to λ, giving Λ equal to one the following four partitions with probability given by
the rule in Step 2:

. .

. .

.

. . .

.

.

. . .

. .

. . . .

.

We then set N = 4 and return to Step 1.

Lemma 4 The algorithm terminates with probability 1.

Proof: Recall the Borel-Cantelli lemmas of probability theory, which say that if AN are events
with probability P (AN ) and

∑
N P (AN ) <∞, then with probability 1 only finitely many AN occur.

Let AN be the event that at least one box is added to the partition during interval N . To prove
the lemma it is sufficient to show that only finitely many AN occur.

The Factorization Theorem implies that g0 = 1. Again using the Factorization Theorem and
the fact that 1− e−x ≤ x for x ≥ 0 shows that:

∑
N≥1

P (AN ) =
∑
N≥1

[1− (
∏
j

(xNyj ; q)∞
(txNyj ; q)∞

)g0]

=
∑
N≥1

[1− e
−
∑

n≥1
1
n

1−tn

1−qn
(xN )npn(y)]

≤
∑
N≥1

∑
n≥1

[
1

n

1− tn

1− qn
(xN )npn(y)]

17



=
∑
n≥1

1

n

1− tn

1− qn
pn(x)pn(y)

≤ 1

1− q

∑
n≥1

pn(x)pn(y)

=
1

1− q

∑
i,j≥1

xiyj
1− xiyj

< ∞

2

Theorem 3 is the main result of this section. Since q and t are fixed, the notation in the proof of
Theorem 3 will be abbreviated somewhat by omitting the explicit dependence on these variables.

Theorem 3 The chance that the algorithm yields the partition λ at the end of interval N is
PN
x,y,q,t(λ). Consequently, the algorithm for picking from Px,y,q,t works.

Proof: Since the algorithm proceeds by adding horizontal strips, it is clear that the partition
produced at the end of interval N has at most N parts.

The base case N = 0 is clear since the algorithm starts with the empty partition and P 0
x,y,q,t is

1 on the empty partition and 0 elsewhere.
For the induction step, the Skew Expansion gives:

PN
x,y,q,t(Λ) = [

N∏
i=1

∏
j

(xiyj , q)∞
(txiyj , q)∞

]PΛ(x1, · · · , xN )PΛ(y)bΛ

= [
N∏
i=1

∏
j

(xiyj , q)∞
(txiyj , q)∞

]PΛ(y)bΛ
∑
λ⊂Λ

Pλ(x1, · · · , xN−1)PΛ/λ(xN )

= [
N∏
i=1

∏
j

(xiyj , q)∞
(txiyj , q)∞

]PΛ(y)bΛ
∑
λ⊂Λ

Λ−λ horiz. strip

Pλ(x1, · · · , xN−1)x
|Λ|−|λ|
N

bλ
bΛ
ϕΛ/λ

=
∑
λ⊂Λ

Λ−λ horiz. strip

[(
N−1∏
i=1

∏
j

(xiyj , q)∞
(txiyj , q)∞

)Pλ(x1, · · · , xN−1)Pλ(y)bλ]

[
∏
j

(xNyj , q)∞
(txNyj , q)∞

g|Λ|−|λ|(y)x
|Λ|−|λ|
N ][

ϕΛ/λ
g|Λ|−|λ|(y)

PΛ(y)

Pλ(y)
]

=
∑
λ⊂Λ

Λ−λ horiz. strip

[PN−1
x,y,q,t(λ)][

∏
j

(xNyj , q)∞
(txNyj , q)∞

g|Λ|−|λ|(y)x
|Λ|−|λ|
N ]

[
ϕΛ/λ

g|Λ|−|λ|(y)

PΛ(y)

Pλ(y)
]

Probabilistically, this equality says that the chance that the algorithm gives Λ at the end of
interval N is equal to the sum over all λ such that Λ/λ is a horizontal strip of the chance that the
algorithm gives λ at the end of interval N − 1 and that λ then grows to Λ in interval N . This
proves the theorem. 2
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Corollary 1 The distribution of the size of a partition λ chosen from Px,y,q,t has as its probability
generating function in the variable z: ∏

(xz, y; q, t)∏
(x, y; q, t)

Proof: By the way the algorithm works, the growth of λ during different intervals is independent.
So it suffices to show that the chance λ grows by k in interval N is:

∏
j

(xNyj , q)∞
(txNyj , q)∞

[zk]
∏
j

(txNzyj , q)∞
(xNzyj , q)∞

This is clear from Step 1 of the algorithm and the definition of gk. 2

As will be seen in Section 3.4, in the specialization q = 0, xi = ti, yi = ti−1 and t = 1
q (this q,

different from the previous, is the order of a finite field), Corollary 1 proves Steinberg’s theorem
that the number of unipotent elements in GL(n, q) is qn(n−1).

This section closes by noting that in the case yi = ti−1, there is a nice expression for gn. For
this and future use, recall the following lemma of Stong [56], which has an analytic proof.

Lemma 5 For |q| > 1 and 0 < u < 1,

1.
∏∞

r=1(
1

1− u
qr
) =

∑∞
n=0

unq(
n
2)

(qn−1)···(q−1)

2.
∏∞

r=1(1− u
qr ) =

∑∞
n=0

(−u)n

(qn−1)···(q−1)

Corollary 2 If 0 < t, q < 1, then gn(t
i−1; q, t) = 1

(1−qn)···(1−q)

Proof: By Lemma 5,

gn(t
i−1; q, t) = [un]

∞∏
i=1

(
1

1− uqi−1
)

=
1

qn
[un]

∞∏
i=1

(
1

1− uqi
)

=
1

qn
1

q(
n
2)( 1

qn − 1) · · · (1q − 1)

=
1

(1− qn) · · · (1− q)

2

2.6 Example 1: Hall-Littlewood Polynomials

In this section the measure Px,y,q,t is studied under the specialization yi = ti−1, q = 0. As one
motivation for these choices, note that setting q = 0 in the Macdonald polynomials gives the Hall-
Littlewood polynomials. The Hall-Littlewood polynomials arise in many settings. To name three,
they arise in enumerative problems in the theory of abelian p-groups, in the representation theory
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of GL(n, q), and in the Hecke ring of GL over a local field. A good account of this is in Chapters
3-5 of Macdonald [43].

The further specialization xi = uti will be considered in Section 2.7. This further specialization
is the case relevant to the finite classical groups. Nevertheless, in this section it will be seen that
the probabilistic algorithm of Section 2.5 simplifies without having to assume that xi = uti.

There is an explicit formula (which will not be used but is included for completeness) for the
Hall-Littlewood polynomials. Let the permutation w act on the x-variables by sending xi to xw(i).

There is also a coordinate-wise action of w on λ = (λ1, · · · , λn) and Sλ
n is defined as the subgroup

of Sn stabilizing λ in this action. Recall that mi(λ) is the number of parts of λ of size i. For a
partition λ = (λ1, · · · , λn) of length ≤ n, two formulas for the Hall-Littlewood polynomial are (page
208 of Macdonald [43]):

Pλ(x1, · · · , xn; t) = [
1∏

i≥0

∏mi(λ)
r=1

1−tr

1−t

]
∑
w∈Sn

w(xλ1
1 · · ·xλn

n

∏
i<j

xi − txj
xi − xj

)

=
∑

w∈Sn/Sλ
n

w(xλ1
1 · · ·xλn

n

∏
λi>λj

xi − txj
xi − xj

)

Here w acts on the x-variables. At first glance it is not obvious that these are polynomials, but
the denominators cancel out after the symmetrization. The Hall-Littlewood polynomials interpolate
between the Schur functions (t = 0) and the monomial symmetric functions (t = 1).

Supposing that 0 < t, xi < 1,
∑

i xi < 1, we give a simplified algorithm which allows one to grow
the partition λ by adding 1 box at a time. Using the Borel-Cantelli lemmas it is straightforward
to check that this algorithm always halts.

Simplified Algorithm for Picking from Px,ti−1,0,t

Step 0 Start with λ the empty partition and N = 1. Also start with a collection of coins indexed
by the natural numbers such that coin i has probability xi of heads and probability 1− xi of
tails.

Step 1 Flip coin N .

Step 2a If coin N comes up tails, leave λ unchanged, set N = N + 1 and go to Step 1.

Step 2b If coin N comes up heads, let j be the number of the last column of λ whose size was
increased during a toss of coin N (on the first toss of coin N which comes up heads, set

j = 0). Pick an integer S > j according to the rule that S = j +1 with probability tλ
′
j+1 and

S = s > j + 1 with probability tλ
′
s − tλ

′
s−1 otherwise. Then increase the size of column S of

λ by 1 and go to Step 1.

For example, suppose we are at Step 1 with λ equal to the following partition:

. . . .

. .

.

Suppose also that N = 4 and that coin 4 had already come up heads once, at which time we
added to column 1, giving λ. Now we flip coin 4 again and get heads, going to Step 2b. We have
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that j = 1. Thus we add a dot to column 1 with probability 0, to column 2 with probability t2, to
column 3 with probability t− t2, to column 4 with probability 0, and to column 5 with probability
1− t. We then return to Step 1.

Note that the dots added during the tosses of a given coin form a horizontal strip.
Theorem 4 shows that the simplified algorithm works.

Theorem 4 The simplified algorithm for picking from Px,ti−1,0,t refines the general algorithm.

Proof: Let interval N denote the time between the first and last tosses of coin N . To prove the
theorem, it will be shown that the two algorithms add horizontal strips in the same way during
interval N .

For this observe that the size of the strips added in interval N is the same for the two algorithms.
Since q = 0 the integer nN in Step 1 of the general algorithm is equal to k with probability
(1− xN )xkN . This is equal to the chance of k heads of coin N in the simplified algorithm.

Given that a strip of size k is added during interval N , the general algorithm then increases λ
to Λ with probability:

ϕΛ/λ(0, t)

gk(ti−1; 0, t)

PΛ(1, t, t
2, · · · ; 0, t)

Pλ(1, t, t2, · · · ; 0, t)

This probability can be simplified. Lemma 2 shows that gk(t
i−1; 0, t) = 1. The definition of

ϕΛ/λ(0, t) and the Principal Specialization Formula show that the probability can be rewritten as:

(
∏

s∈CΛ/λ

bΛ(s)

bλ(s)
)
tn(Λ)

∏
s∈Λ

1
1−0aΛ(s)tlΛ(s)+1

tn(λ)
∏

s∈λ
1

1−0aλ(s)tlλ(s)+1

where 00 = 1. Let A be the set of column numbers a > 1 such that Λ − λ intersects column
a but not column a − 1. Let A′ be the set of column numbers a such that either a = 1 or a > 1
and Λ− λ intersects both columns a and a− 1. Most of the terms in the above expression cancel,
giving:

tn(Λ)

tn(λ)

∏
a∈A

(1− tλ
′
a−1−λ′

a) =
∏
a∈A′

tλ
′
a
∏
a∈A

(tλ
′
a − tλ

′
a−1)

It is easily seen that the simplified algorithm can go from λ to Λ in exactly 1 way, and this also
happens with probability equal to: ∏

a∈A′

tλ
′
a
∏
a∈A

(tλ
′
a − tλ

′
a−1)

2

2.7 Young Tableau Algorithm

In this section it is assumed as in Section 2.6 that q = 0, yi = ti−1. It is further assumed that
x = uti. We also set t = 1

q where q, different from the q above, is the size of a finite field. This is
the case relevant to the finite classical groups.
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As will emerge, the algorithm in this section is quite different from the simplified algorithm,
which works by adding horizontal strips. A tantalizing question is to understand if there is some
algebraic analog of the skew Macdonald polynomials which explains why this algorithm works.

Recall that a Young tableau T of size n is a partition of n with each box containing one of
{1, · · · , n} such that each of {1, · · · , n} appears exactly once and the numbers increase in each row
and column of T . For instance,

1 3 5 6
2 4 7
8 9

is a Young tableau. We call the algorithm in this section the Young Tableau Algorithm because
numbering the boxes in the order in which they are created gives a Young tableau. It is assumed
that 0 < u < 1 and q > 1.

The Young Tableau Algorithm

Step 0 Start with N = 1 and λ the empty partition. Also start with a collection of coins indexed
by the natural numbers, such that coin i has probability u

qi
of heads and probability 1 − u

qi

of tails.

Step 1 Flip coin N .

Step 2a If coin N comes up tails, leave λ unchanged, set N = N + 1 and go to Step 1.

Step 2b If coin N comes up heads, choose an integer S > 0 according to the following rule. Set

S = 1 with probability qN−λ′1−1
qN−1

. Set S = s > 1 with probability qN−λ′s−q
N−λ′s−1

qN−1
. Then

increase the size of column s of λ by 1 and go to Step 1.

Note that as with the previous algorithms, this algorithm halts by the Borel-Cantelli lemmas.
Let us now look at the same example as in Section 2.6, so as to see that the Young Tableau

Algorithm is quite different from the simplified algorithm for the Hall-Littlewood polynomials.
So suppose we are at Step 1 with λ equal to the following partition:

. . . .

. .

.

Suppose also that N = 4 and that coin 4 had already come up heads once, at which time we
added to column 1, giving λ. Now we flip coin 4 again and get heads, going to Step 2b. We add to

column 1 with probability q−1
q4−1

, to column 2 with probability q2−q
q4−1

, to column 3 with probability
q3−q2

q4−1
, to column 4 with probability 0, and to column 5 with probability q4−q3

q4−1
. We then return to

Step 1.
Note that there is a non-0 probability of adding to column 1, and that the dots added during

the toss of a given coin need not form a horizontal strip. This contrasts sharply with the algorithm
in Section 2.6.

We use the notation that (x)N = (1 − x)(1 − x
q ) · · · (1 − x

qN−1 ). Recall from Section 2.2 that

mi(λ) is the number of parts of λ of size i, that n(λ) =
∑

i(i − 1)λi, that a(s) is the number of
squares in λ to the east of s, and that l(s) is the number of squares in λ to the south of s. Lemma
6 gives a formula for the truncated measure PN

u

qi
, 1

qi−1 ,0,
1
q

in terms of this notation.
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Lemma 6 PN
u

qi
, 1

qi−1 ,0,
1
q

(λ) = 0 if λ has more than N parts. Otherwise:

PN
u

qi
, 1

qi−1 ,0,
1
q
(λ) =

u|λ|(uq )N (1q )N

(1q )N−λ′
1

∏
i≥1

1

q(λ
′
i)

2
(1q )mi(λ)

Proof: The first statement is clear from the definition of the measure PN
u

qi
, 1

qi−1 ,0,
1
q

in Section

2.4. The second equality can be deduced from the definition of PN
u

qi
, 1

qi−1 ,0,
1
q

and the Principal

Specialization Formula as follows:

PN
u

qi
, 1

qi−1 ,0,
1
q
(λ) =

Pλ(
u
q , · · · ,

u
qN
, 0, · · · ; 0, 1q )Pλ(

1
qi−1 ; 0,

1
q )bλ(0, t)∏

(uq , · · · ,
u
qN
, 0, · · · , 1

qi−1 ; 0,
1
q )

= [
N∏
i=1

(1− u

qi
)]Pλ(

u

q
, · · · , u

qN
, 0, · · · ; 0, 1

q
)Pλ(

1

qi−1
; 0,

1

q
)bλ(0, t)

=

∏N
i=1(1− u

qi
)(1− 1

qi
)∏N−λ′

1
i=1 (1− 1

qi
)

Pλ(
u
q , · · · ,

u
qN
, 0, · · · ; 0, 1q )

qn(λ)

=
u|λ|(uq )N (1q )N

(1q )N−λ′
1

Pλ(
1
q , · · · ,

1
qN
, 0, · · · ; 0, 1q )

qn(λ)

=
u|λ|(uq )N (1q )N

(1q )N−λ′
1

1

q|λ|+2n(λ)

∏
s∈λ:a(s)=0

1

1− 1
ql(s)+1

=
u|λ|(uq )N (1q )N

(1q )N−λ′
1

∏
i≥1

1

q(λ
′
i)

2
(1q )mi(λ)

where the last equality uses the fact that n(λ) =
∑

i

(λ′
i
2

)
. 2

Theorem 5 The chance that the Young Tableau algorithm yields λ at the end of interval N is
PN

u

qi
, 1

qi−1 ,0,
1
q

(λ).

Proof: The theorem is clear if N < λ′1 for then PN
u

qi
, 1

qi−1 ,0,
1
q

(λ) = 0, and Step 2b does not permit

the number of parts of the partition to exceed the number of the coin being tossed at any stage in
the algorithm.

For the case N ≥ λ′1, use induction on |λ|+N . The base case is that λ is the empty partition.
This means that coins 1, 2, · · · , N all came up tails on their first tosses, which occurs with probability
(uq )N . So the base case checks.

Let s1 ≤ s2 ≤ · · · ≤ sk be the columns of λ with the property that changing λ by decreasing
the size of one of these columns by 1 gives a partition λsi . It then suffices to check that the claimed
formula for PN

u

qi
, 1

qi−1 ,0,
1
q

(λ) satisfies the equation:

PN
u

qi
, 1

qi−1 ,0,
1
q
(λ) = (1− u

qN
)PN−1

u

qi
, 1

qi−1 ,0,
1
q

(λ) +
u

qN
qN−λ′

1 − 1

qN − 1
PN

u

qi
, 1

qi−1 ,0,
1
q
(λ1)

+
∑
si>1

u

qN
qN−λ′

si
+1 − q

N−λ′
si−1

qN − 1
PN

u

qi
, 1

qi−1 ,0,
1
q
(λsi)
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This equation is based on the following logic. Suppose that when coin N came up tails, the
algorithm gave the partition λ. If coin N came up tails on its first toss, then we must have had λ
when coin N − 1 came up tails. Otherwise, for each si we add the probability that “The algorithm
gave the partition λsi on the penultimate toss of coin N and the partition λ on the last toss of coin
N”. It is not hard to see that this probability is equal to the probability of getting λsi on the final
toss of coin N , multiplied by the chance of a heads on coin N which then gives the partition λ from
λsi .

We divide both sides of this equation by PN
u

qi
, 1

qi−1 ,0,
1
q

(λ) and show that the terms on the right-

hand side sum to 1. First consider the terms with si > 1. Induction gives that:

∑
si>1

u

qN
qN−λ′

si
+1 − q

N−λ′
si−1

qN − 1

PN
u

qi
, 1

qi−1 ,0,
1
q

(λsi)

PN
u

qi
, 1

qi−1 ,0,
1
q

(λ)

=
∑
si>1

q−λ′
si
+1 − q

−λ′
si−1

qN − 1

q(
λ′si
2
)(1q )λ′

si−1
−λ′

si
(1q )λ′

si
−λ′

si+1

q(
λ′si−1

2
)(1q )λ′

si−1
−λ′

si
+1(

1
q )λ′

si
−λ′

si+1
−1

=
∑
si>1

q−λ′
si
+1 − q

−λ′
si−1

qN − 1
q2λ

′
si
−1

(1− 1

q
λ′si−λ′si+1

)

(1− 1

q
λ′si−1

−λ′si+1
)

=
∑
si>1

qλ
′
si − q

λ′
si+1

qN − 1

=
qλ

′
2 − 1

qN − 1

Next consider the term coming from PN−1
u

qi
, 1

qi−1 ,0,
1
q

(λ). IfN = λ′1, then λ
′
1 > N−1, so PN−1

u

qi
, 1

qi−1 ,0,
1
q

(λ)

is 0 by what we have proven. Otherwise,

(1− u

qN
)

PN−1
u

qi
, 1

qi−1 ,0,
1
q

(λ)

PN
u

qi
, 1

qi−1 ,0,
1
q

(λ)
= (1− u

qN
)
(uq )N−1(

1
q )N−1(

1
q )N−λ′

1

(uq )N (1q )N (1q )N−λ′
1−1

=
(1− 1

q
N−λ′

1
)

(1− 1
qN

)

=
qN − qλ

′
1

qN − 1

So this term always contributes qN−qλ
′
1

qN−1
.

Finally, consider the term coming from PN
u

qi
, 1

qi−1 ,0,
1
q

(λ1). This vanishes if λ1 = λ2 since then λ1

is not a partition. Otherwise,

u

qN
qN−λ′

s1
+1 − 1

qN − 1

PN
u

qi
, 1

qi−1 ,0,
1
q

(λs1)

PN
u

qi
, 1

qi−1 ,0,
1
q

(λ)
=

q−λ′
s1

+1 − q−N

qN − 1

(1q )N−λ′
1

(1q )N−λ′
1+1

q(
λ′s1
2
)(1q )λ′

1−λ′
2

q(
λ′
1
−1

2
)(1q )λ′

1−λ′
2−1
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=
q−λ′

1+1 − q−N

qN − 1

1

(1− 1

q
N−λ′

1
+1

)
q2λ

′
1−1(1− 1

qλ
′
1−λ′

2
)

=
qλ

′
1 − qλ

′
2

qN − 1

So in all cases this term contributes qλ
′
1−qλ

′
2

qN−1
.

Adding up the three terms completes the proof. 2

As an example of Lemma 6 and Theorem 5, suppose that N = 4 and λ is the partition:

. .

.

.

Then the chance that the Young Tableau Algorithm gives the partition λ when coin 4 comes
up tails is:

u4(1− u
q )(1−

u
q2
)(1− u

q3
)(1− u

q4
)(1− 1

q3
)(1− 1

q4
)

q10(1− 1
q )

2

2.8 Weights on the Young Lattice

In this section T denotes a Young tableau and λ denotes the partition corresponding to T . Let |T |
be the size of T . As explained in Section 2.7, the Young Tableau algorithm constructs a Young
tableau, and thus defines a measure on the set of all Young tableaux.

Let P u

qi
, 1

qi−1 ,0,
1
q
(T ) be the chance that the Young Tableau algorithm of Section 2.7 outputs T ,

and let PN
u

qi
, 1

qi−1 ,0,
1
q

(T ) be the chance that it outputs T when coin N comes up tails.

We also introduce the following notation. Let T(i,j) be the entry in the (i, j) position of T
(recall that i is the row number and j the column number). For j ≥ 2, let A(i,j) be the number
of entries (i′, j − 1) such that T(i′,j−1) < T(i,j). Let B(i,j) be the number of entries (i′, 1) such that
T(i′,1) < T(i,j). For instance the tableau:

1 3 5 6
2 4 7
8 9

has T(1,3) = 5. Also A(1,3) = 2 because there are 2 entries in column 3 − 1 = 2 which are less
than 5 (namely 3 and 4). Finally, B(1,3) = 2 because there are 2 entries in column 1 which are less
than 5 (namely 1 and 2).

There is a simple formula for PN
u

qi
, 1

qi−1 ,0,
1
q

(T ) in terms of this notation.

Theorem 6 PN
u

qi
, 1

qi−1 ,0,
1
q

(T ) = 0 if T has greater than N parts. Otherwise:

PN
u

qi
, 1

qi−1 ,0,
1
q
(T ) =

u|T |

|GL(λ′1, q)|

∏N
r=1(1− u

qr )(1−
1
qr )∏N−λ′

1
r=1 (1− 1

qr )

∏
(i,j)∈λ
j≥2

q1−i − q−A(i,j)

qB(i,j) − 1
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Proof: The case where T has more than N parts is proven as in Theorem 5.
The case λ′1 ≤ N is proven by induction on |T |+N . If |T |+N = 1, then T is the empty tableau

and N = 1. This means that coin 1 in the Tableau algorithm came up tails on the first toss, which
happens with probability 1− u

q . So the base case checks.
For the induction step, there are two cases. The first case is that the largest entry in T occurs

in column s > 1. Removing the largest entry from T gives a tableaux T s. We have the equation:

PN
u

qi
, 1

qi−1 ,0,
1
q
(T ) = (1− u

qN
)PN−1

u

qi
, 1

qi−1 ,0,
1
q

(T ) +
u

qN
qN−λ′

s+1 − qN−λ′
s−1

qN − 1
PN

u

qi
, 1

qi−1 ,0,
1
q
(T s)

The two terms in this equation correspond to the whether or not T was completed at time N .
We divide both sides of the equation by PN

u

qi
, 1

qi−1 ,0,
1
q

(T ), substitute in the conjectured formula, and

show that it satisfies this recurrence. The two terms on the right hand side then give:

qN − qλ
′
1

qN − 1
+
q−λ′

s+1 − q−λ′
s−1

qN − 1

1

q−λ′s+1−q
−λ′

s−1

q
λ′
1−1

= 1

The other case is that the largest entry of T occurs in column 1. We then have the equation:

PN
u

qi
, 1

qi−1 ,0,
1
q
(T ) = (1− u

qN
)PN−1

u

qi
, 1

qi−1 ,0,
1
q

(T ) +
u

qN
qN−λ′

1 − 1

qN − 1
PN

u

qi
, 1

qi−1 ,0,
1
q
(T 1)

As in the previous case, we divide both sides of the equation by PN
u

qi
, 1

qi−1 ,0,
1
q

(T ), substitute in

the conjectured formula, and show that it satisfies this recurrence. The two terms on the right
hand side then give:

qN − qλ
′
1

qN − 1
+

1

qN
qN−λ′

1+1 − 1

qN − 1

1

(1− 1

q
N−λ′

1
+1

)

|GL(λ′1, q)|
|GL(λ′1 − 1, q)|

= 1

This completes the induction, and the proof of the theorem. 2

For instance, Theorem 6 says that if

S =
u4(1− u

q )(1−
u
q2
)(1− u

q3
)(1− u

q4
)(1− 1

q2
)(1− 1

q3
)(1− 1

q4
)

|GL(3, q)|

then the chances that the Young Tableau Algorithm gives the following tableaux:

1 2
3
4

1 3
2
4

1 4
2
3
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when coin 4 comes up tails are S
q ,

S
q2
, and S

q3
respectively. Note that the sum of these probabil-

ities is:

u4(1− u
q )(1−

u
q2
)(1− u

q3
)(1− u

q4
)(1− 1

q3
)(1− 1

q4
)

q10(1− 1
q )

2

As must be the case and as was proved at the end of Section 2.7, this quantity is also equal to
the chance that the Young Tableau Algorithm gives the partition:

. .

.

.

An interesting object in combinatorics is the Young lattice. The elements of this lattice are all
partitions of all numbers. An edge is drawn between partitions λ and Λ if Λ is obtained from λ
by adding one box. Note that a Young tableau T of shape λ is equivalent to a path in the Young
lattice from the empty partition to λ. This equivalence is given by growing the partition λ by
adding boxes in the order 1, · · · , n in the positions determined by T . For instance the tableau:

1 3 4
2

corresponds to the path:

. . . . . . .
∅ → → . → . → .

One reason that the Young lattice is interesting is its connection with representation theory.
For instance, it is well known (e.g. page 73 of Sagan [52]) that the dimension of the irreducible
representation of Sn corresponding to the partition λ is the number of tableaux of shape λ, and
hence the number of paths in the Young lattice from the empty partition to λ.

The measure P u

qi
, 1

qi−1 ,0,
1
q
(T ) on Young tableaux has the following description in terms of weights

on the Young lattice.

Corollary 3 Put weights mλ,Λ on the Young lattice according to the rules:

1. mλ,Λ = u

q
λ′
1 (q

λ′
1
+1−1)

if Λ is obtained from λ by adding a box to column 1

2. mλ,Λ = u(q−λ′s−q
−λ′s−1 )

q
λ′
1−1

if Λ is obtained from λ by adding a box to column s > 1

Then the chance that the Tableau algorithm produces T is equal to:

∞∏
r=1

(1− u

qr
)

|T |−1∏
i=0

mγi,γi+1

where the γi are the partitions in the path along the Young lattice which corresponds to the
tableau T .
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Proof: This follows by letting N → ∞ in Theorem 6 and the fact that T corresponds to a unique
path in the Young lattice. 2

Note that the total weight out of the empty partition is u
q−1 and that the total weight out of

any other partition λ is:

u

qλ
′
1(qλ

′
1+1 − 1)

+
∑
i≥2

u(q−λ′
s − q−λ′

s−1)

qλ
′
1 − 1

=
u

qλ
′
1(qλ

′
1+1 − 1)

+
u

qλ
′
1

=
uq

qλ
′
1+1 − 1

< 1

Since the sum of the weights out of a partition λ to a larger partition Λ is less than 1, the
weights can also be viewed as transition probabilities, provided that one allows for halting.

As an application of Corollary 3, we derive the generating function for the size of a partition
having k parts. As will be seen in Sections 3.6 and 4.7, this proves the formulas of Rudvalis and
Shinoda for the chance that an element of GL(n, q) or U(n, q) has a k-dimensional fixed space and
gives a probabilistic interpretation to the products in these formulas.

For this some more notation is needed. Let T be a Young tableau with k parts. We define
numbers h1(T ), · · · , hk(T ) associated with T . Let hm(T ) = T(m+1,1) − T(m,1) − 1 for 1 ≤ m ≤ k− 1
and let hk(T ) = |T | − T(k,1). So if k = 3 and T is the tableau

1 3 5 6
2 4 7
8 9

then h1(T ) = 2 − 1 − 1 = 0, h2(T ) = 8 − 2 − 1 = 5, and h3(T ) = 9 − 8 = 1. View T as being
created by the Young Tableau algorithm. Then for 1 ≤ m ≤ k − 1, hm(T ) is the number of boxes
added to T after it becomes a tableau with m parts and before it becomes a tableau with m + 1
parts. hk(T ) is the number of boxes added to T after it becomes a tableau with k parts. The proof
of Theorem 7 will show that if one conditions T chosen from the measure P u

qi
, 1

qi−1 ,0,
1
q
on having

k parts, then the random variables h1(T ), · · · , hk(T ) are independent geometrics with parameters
u
q , · · · ,

u
qk
. This will explain the factorization on the right-hand side of the formula in Theorem 7.

Theorem 7

∑
λ:λ′

1=k

x|λ|P u

qi
, 1

qi−1 ,0,
1
q
(λ) =

(ux)k

|GL(k, q)|

∏∞
r=1(1− u

qr )∏k
r=1(1− ux

qr )

Proof: We sum over all Young tableaux T with k parts “x|T | times the chance that the Tableau
algorithm outputs T ′′. The point is that one can easily compute the probability that the Tableau
algorithm produces a tableau T with given values h1, · · · , hk.

Suppose that one takes a step up along the Young lattice from a partition with m parts.
Corollary 3 implies that the weight for adding to column 1 is u

qm(qm+1−1)
, and that the sum of

the weights for adding to any other column is u
qm . Thus x|T | times the chance that the Tableau

algorithm yields a tableau with given values h1, · · · , hk is:
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∞∏
r=1

(1− u

qr
)

(xu)k

|GL(k, q)|

k∏
m=1

(
ux

qm
)hm

Summing over all possible values of hm ≥ 0 gives:

∑
λ:
∑

λ′
1=k

x|λ|P u

qi
, 1

qi−1 ,0,
1
q
(λ) =

∞∏
r=1

(1− u

qr
)

(ux)k

|GL(k, q)|

k∏
m=1

[
∞∑

hm=0

(
ux

qm
)hm ]

=
∞∏
r=1

(1− u

qr
)

(ux)k

|GL(k, q)|

k∏
m=1

1

(1− ux
qm )

=
(ux)k

|GL(k, q)|

∏∞
r=1(1− u

qr )∏k
r=1(1− ux

qr )

2

2.9 Example 2: Schur Functions and a q-analog of the Plancharel
Measure of the Symmetric Group

This section studies the measure Px,y,q,t(λ) under the specialization xi = ti, yi = ti−1, q = t. We
then set t = 1

q , where this q is the size of a finite field. As motivation for these choices, it is
known (page 306 of Macdonald [43]) that setting q = t in the Macdonald symmetric functions gives
the Schur functions. Since the Schur functions have numerous applications in the theory of the
symmetric and general linear groups, it is natural to set q = t. The specializations xi = ti and
yi = ti−1 lead to nice simplifications because the Principal Specialization Formula can be applied.

A q-analog of Plancharel measure arises in a natural way in this section. This q-analog will be
compared and contrasted with Kerov’s q-analog [36] in Section 2.10. Let us recall the definition
of Plancharel measure and its connection with the representation theory of the symmetric groups.
Letting h(s) = a(s) + l(s) + 1 be the hook-length of s ∈ λ, the Plancharel measure on partitions of
size n assigns to λ the probability n!∏

s∈λ
h(s)2

. The connection with the representation theory of the

symmetric group is that the irreducible representations of Sn can be parameterized by partitions λ
of n such that the representation corresponding to λ has dimension n!∏

s∈λ
h(s)

(pages 53-96 of Sagan

[52]). The Plancharel measure is a measure because the sum of the squares of the dimensions of
the irreducible representations of a group is equal to the order of a group.

Lemma 7 gives a formula for the measure PN
u

qi
, 1

qi−1 ,
1
q
, 1
q

. We use the notation that (x)N =

(1 − x)(1 − x
q ) · · · (1 −

x
qN−1 ). Let h(s) = a(s) + l(s) + 1 and c(s) = a′(s) − l′(s) denote the hook

length and content of s ∈ λ (here l′(s), l(s), a(s), and a′(s) are the number of squares in λ to the
north, south, east, and west of s respectively).

Lemma 7

PN
1

qi
, 1

qi−1 ,
1
q
, 1
q
(λ) = [

N∏
r=1

∞∏
t=0

(1− 1

qr+t
)]

1

q2n(λ)+|λ|

∏
s∈λ

1− 1
qN+c(s)

(1− 1
qh(s)

)2
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Proof: This can be deduced from the definition of the measure PN
1

qi
, 1

qi−1 ,
1
q
, 1
q

and the Principal

Specialization Formula as follows:

PN
1

qi
, 1

qi−1 ,
1
q
, 1
q
(λ) =

Pλ(
1
q , · · · ,

1
qN
, 0, · · · ; 1q ,

1
q )Pλ(

1
qi−1 ;

1
q ,

1
q )bλ(

1
q ,

1
q )∏

(1q , · · · ,
1
qi
, 0, · · · , 1

qi−1 )

= [
N∏
r=1

∞∏
t=0

(1− 1

qr+t
)]

1

qn(λ)

∏
s∈λ

1

(1− 1
qh(s)

)
Pλ(

1

q
, · · · , 1

qN
, 0, · · · ; 1

q
,
1

q
)

= [
N∏
r=1

∞∏
t=0

(1− 1

qr+t
)]

1

q2n(λ)+|λ|

∏
s∈λ

1− 1
qN+c(s)

(1− 1
qh(s)

)2

2

Renormalizing the measure P 1

qi
, 1

qi−1 ,
1
q
, 1
q
to live on partitions of size n will give a q-analog of the

Plancharel measure. To this end, we introduce polynomials Jn(q). First define Jλ(q) by:

Jλ(q) =
q|λ|

2−|λ|−2n(λ)[(1q )|λ|]
2∏

s∈λ(1− 1
qh(s)

)2

The measure P 1

qi
, 1

qi−1 ,
1
q
, 1
q
can then be written as:

P 1

qi
, 1

qi−1 ,
1
q
, 1
q
(λ) = [

∞∏
r=1

∞∏
t=0

(1− 1

qr+t
)]

Jλ(q)

q|λ|2(1− 1
q )

2 · · · (1− 1
q|λ|

)2

It is not apriori clear that the Jλ(q) are polynomials in q, but this will turn out to be true.
Define Jn(q) =

∑
λ:|λ|=n Jλ(q) and J0(q) = 1. The Jn(q) have interesting properties. The first 5

polynomials Jn(q) are:

J1(q) = 1

J2(q) = 1 + q2

J3(q) = 1 + q2 + 2q3 + q4 + 1

J4(q) = 1 + q2 + 2q3 + 4q4 + 2q5 + 4q6 + 2q7 + 4q8 + 2q9 + q10 + q12

J5(q) = 1 + q2 + 2q3 + 4q4 + 6q5 + 7q6 + 8q7 + 12q8 + 12q9 + 14q10

+12q11 + 12q12 + 8q13 + 7q14 + 6q15 + 4q16 + 2q17 + q18 + q20

Proposition 2, which follows immediately from the definitions in this section, explains why one
might be interested in the polynomials Jλ(q) and Jn(q).

Proposition 2 Under the measure P 1

qi
, 1

qi−1 ,
1
q
, 1
q
, the conditional probability of λ given that |λ| = n

is equal to Jλ(q)
Jn(q)

.

We begin our study of Jλ(q) and Jn(q) with a fact from page 11 of Macdonald [43], which we
prove as the proof is omitted there.
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Lemma 8 Let h(s) = a(s) + l(s) + 1 by the hooklength of s ∈ λ, and let n(λ) =
∑

i≥1(i − 1)λi.
Then: ∑

s∈λ
h(s) = n(λ) + n(λ′) + |λ|

Proof: One way to compute the sum of the hook lengths is to count the number of hooks containing
a given s = (i, j) ∈ λ. There are clearly i+ j − 1 such hooks. Therefore,

∑
s∈λ

h(s) =
∑
s∈λ

(i+ j − 1)

=
∑
s∈λ

(i− 1) +
∑
s∈λ

(j − 1) +
∑
s∈λ

1

= n(λ) + n(λ′) + |λ|

2

It is possible to relate the polynomials Jλ(q) to the Kostka-Foulkes polynomials Kλ(q) (some-
times denoted Kλ(1n)(q)). The Kostka-Foulkes polynomials are discussed on pages 242-3 of Mac-
donald [43] and are also studied in Pak and Stoyanovskii [49]. They are defined as:

Kλ(q) =
qn(λ)[|λ|]!∏
s∈λ[h(s)]

where [n] = 1+q+· · ·+qi−1, the q-analog of the number n. The Kostka-Foulkes polynomials are
special cases of Kazhdan-Lusztig polynomials. One can also check from Chapter 4 of Macdonald
[43] that Kλ′(q) is the degree of the unipotent representation of GL(n, q) corresponding to the
partition λ′.

Proposition 3 connects the Jλ(q) to the Kostka-Foulkes polynomials.

Proposition 3 Jλ(q) = [Kλ′(q)]2

Proof: Using Lemma 8, observe that:

Jλ(q) =
q|λ|

2−|λ|−2n(λ)[(1q )|λ|]
2∏

s∈λ(1− 1
qh(s)

)2

= q|λ|
2−|λ|−2n(λ) q2

∑
s∈λ

h(s)∏
s∈λ(q

h(s) − 1)2

∏|λ|
i=1(q

i − 1)2

q|λ|2+|λ|

= q2
∑

s∈λ
h(s)−2|λ|−2n(λ)(

[|λ|]!∏
s∈λ[h(s)]

)2

= q2n(λ
′)(

[|λ′|]!∏
s∈λ′ [h(s)]

)2

= Kλ′(q)2

2

Theorem 8 gives some properties of the Jn(q). By the remark before Proposition 3, Jn(q) is the
sum of the squares of the degrees of the irreducible unipotent representations of GL(n, q). Recall
that [un]f(u) means the coefficient of un in f(u).
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Theorem 8 1. Jn(q) is a symmetric polynomial of degree 2
(n
2

)
which has non-negative integer

coefficients and satisfies Jn(1) = n!.

2. Jn(q)

qn2 (1− 1
q
)2···(1− 1

qn
)2

= [un] 1∏∞
r=1

∏∞
s=0

(1− u
qr+s )

3. Jn(q) satisfies the recurrence:

Jn(q)

qn2(1− 1
q )

2 · · · (1− 1
qn )

2
=

qn

qn − 1

n∑
i=1

q(
i
2)

(qi − 1) · · · (q − 1)

Jn−i

q(n−i)(n−i+1)(1− 1
q )

2 · · · (1− 1
qn−i )2

Proof: Proposition 3 shows that Jn(q) is a polynomial with non-negative integer coefficients. Note
by Lemma 8 that:

deg(Jλ) = 2deg(Kλ′)

= 2[n(λ′) +

(
|λ|+ 1

2

)
−
∑
s∈λ′

h(s)]

= 2

(
|λ|
2

)
− 2n(λ)

Thus Jλ has degree 2
(|λ|
2

)
for λ = (|λ|) and smaller degree for all other λ. So Jn(q) has degree

2
(n
2

)
.

Symmetry means that Jn(q) = q2(
n
2)Jn(

1
q ). In fact Jλ(q) + Jλ′(q) satisfies this property, by

Lemma 8.
To see that Jn(1) = n!, observe that:

Jn(1) =
∑
λ⊢n

[Kλ′(1)]2

=
∑
λ⊢n

[Kλ(1)]
2

=
∑
λ⊢n

[
n!∏

s∈λ h(x)
]2

= n!

where the last step follows since the irreducible representation of Sn parameterized by λ has
dimension n!∏

x∈λ
h(x)

, and the sum of the squares of the dimensions of the irreducible representations

of a group is equal to the order of a group. A simpler proof follows from the recurrence which is
part 3 of this theorem and the easy to check fact that all terms coming from i > 1 in the recurrence
vanish upon setting q = 1.

For the second part of the theorem, it is useful to consider the measure P u

qi
, 1

qi−1 ,
1
q
, 1
q
. Arguing

as in Lemma 7 shows that:

P u

qi
, 1

qi−1 ,
1
q
, 1
q
(λ) = [

∞∏
r=1

∞∏
t=0

(1− u

qr+t
)]

u|λ|Jλ(q)

q|λ|2(1− 1
q )

2 · · · (1− 1
q|λ|

)2

The fact that this is a measure means that:
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∞∑
n=1

unJn(q)

qn2(1− 1
q2
) · · · (1− 1

qn )
2
=

1

[
∏∞

r=0

∏∞
s=1(1− u

qr+s )]

Taking coefficients of un on both sides proves the second part.
For the third part, induction and Lemma 5 give that:

Jn(q)

qn2(1− 1
q )

2 · · · (1− 1
qn )

2
= [un]

1∏∞
r=0

∏∞
s=1(1− u

qr+s )

= [un](
1∏∞

t=1(1− u
qt )

)(
1∏∞

r=0

∏∞
s=2(1− u

qr+s )
)

= [un](
1∏∞

t=1(1− u
qt )

)(
1∏∞

r=0

∏∞
s=1(1− u

qr+s+1 )
)

=
n∑

i=0

(
q(

i
2)

(qi − 1) · · · (q − 1)
)(

Jn−i

qn−iq(n−i)2(1− 1
q )

2 · · · (1− 1
qn−i )2

)

2

Corollary 4 of Theorem 8 shows that conditioning the measure P 1

qi
, 1

qi−1 ,
1
q
, 1
q
on |λ| = n gives a

q-analog of the Plancharel measure on partitions of size n. This measure will be further explored
in Section 2.10.

Corollary 4 The conditional probability of λ given that |λ| = n under the measure P 1

qi
, 1

qi−1 ,
1
q
, 1
q
is

a q-analog of Plancharel measure.

Proof: Proposition 2 shows that the conditional probability is Jλ(q)
Jn(q)

. The result follows from the

definition of Jλ(q), and the fact that Jn(1) = n!, which is part of the first statement of Theorem 8.
2

2.10 Comparison with Kerov’s q-analogs of Plancharel Measure
and the Hook Walk

Recall from Section 2.9 the Plancharel measure on partitions of n which assigns to λmass n!∏
s∈λ

h(s)2
,

where h(s) is the hook length of s. In Section 2.9 a q-analog of Plancharel measure was defined by

the formula Jλ(q)
Jnq

where:

Jλ(q) =
q|λ|

2−|λ|−2n(λ)[(1q )|λ|]
2∏

s∈λ(1− 1
qh(s)

)2

Jn(q) = qn
2
(1− 1

q
)2 · · · (1− 1

qn
)2[un]

1∏∞
r=1

∏∞
s=0(1− u

qr+s )

and [un] means the coefficient of un.
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Kerov [36] has some q-analogs of Plancharel measure. Let us consider his q-analog which comes
from the Schur functions. It is related to Hecke algebras and knot invariants (see the references
in his paper). Unfortunately, no explicit formula is given for his measure (although it will soon be
clear that it is different from our q-analog).

Kerov’s q-analog of Plancharel measure is defined implicitly by means of a probabilistic algo-
rithm called the q hook walk. This walk starts with the empty partition, and adds a box at a time.
The partition λ grows to Λ (here |Λ| = |λ|+ 1) with probability:

qn(Λ)
∏

s∈λ[h(s)]

qn(λ)
∏

s∈Λ[h(s)]

It can now be seen that Kerov’s q-analog of Plancharel measure is different from the q-analog
introduced in Section 2.9, because the partition

. .

has mass 1
q+1 under Kerov’s q-analog of Plancharel measure and mass q2

q2+1
under our q-analog

of Plancharel measure.
Proposition 4 relates Kerov’s q hook walk to the algorithm of Section 2.5.

Proposition 4 Suppose that nN is equal to 1 for all N in Step 1 of the algorithm of Section 2.5 for
picking from P 1

qi
, 1

qi−1 ,
1
q
, 1
q
. The growth process on partitions this defines is exactly Kerov’s q hook

walk.

Proof: Step 2 in the algorithm of Section 2.5 changes λ to Λ with probability:

ϕΛ/λ(
1
q ,

1
q )

g1(
1

qi−1 )

PΛ(
1

qi−1 ;
1
q ,

1
q )

Pλ(
1

qi−1 ;
1
q ,

1
q )

The definition of ϕΛ/λ shows that ϕΛ/λ(
1
q ,

1
q ) = 1. Corollary 2 shows that g1 = 1

1− 1
q

. The

Principal Specialization Formula shows that Pλ(
1

qi−1 ;
1
q ,

1
q ) is equal to

1
qn(λ)

∏
s∈λ

1
1−qh(s)

. Combining

these facts proves that:

ϕΛ/λ(
1
q ,

1
q )

g1(
1

qi−1 )

PΛ(
1

qi−1 ;
1
q ,

1
q )

Pλ(
1

qi−1 ;
1
q ,

1
q )

=
qn(Λ)

∏
s∈λ[h(s)]

qn(λ)
∏

s∈Λ[h(s)]

as desired. 2
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Chapter 3

The General Linear Groups

3.1 Chapter Overview

This chapter begins in Section 3.2 with a description of the Kung-Stong cycle index and Stong’s
applications of it. In Section 3.3 several useful rewritings of the cycle index are given. The general
linear groups are then used to define measures λϕ on partitions. These measures turn out to be
a special case of the measures defined in Chapter 2. In Sections 3.4, 3.6 and 3.7, the shapes of
the random partitions λϕ are studied and results are obtained about the distribution of the size,
number of parts, and largest part of these partitions. These theorems are closely related to the
probabilistic algorithms of Chapter 2 and to interesting combinatorics such as q-analogs of the
Stirling and Bell numbers and the Rogers-Ramanujan identities. In Sections 3.5, 3.7 and 3.8, the
cycle index for GL is used to obtain exact formulas for the n → ∞ limit of the chance that an
element of GL(n, q) is regular, semisimple, or regular semisimple. Section 3.9 uses algebraic groups
to study the q → ∞ limit of the cycle index.

3.2 The Kung-Stong Cycle Index for GL(n, q)

To start let us describe the Kung-Stong cycle index for the general linear groups [39], [56]. This
was discussed to some extent in Section 1.2. The notation used differs from Stong’s but is more
consistent with the theory of partitions. In any case, the concepts are the same.

Let α be an element of GL(n, q). Then, as was explained in Section 1.2, α has its conjugacy class
determined by its rational canonical form. This form corresponds to the following combinatorial
data. To each monic irreducible polynomial ϕ over Fq, α associates a partition (perhaps the trivial
partition) λϕ of some non-negative integer |λϕ|. For example, the identity matrix has λz−1 equal
to (1n) and an elementary matrix with a ̸= 0 in the (1, 2) position, ones on the diagonal and zeros
elsewhere has λz−1 equal to (2, 1n−2). In what follows λϕ will be viewed as a function from the
union of the general linear groups GL(n, q) to the set of partitions. Recall that mϕ denotes the
degree of ϕ. The only restrictions necessary for the data λϕ to represent a conjugacy class are:

1. |λz| = 0

2.
∑

ϕ |λϕ|mϕ = n

The orbits of GL(n, q) on Mat(n, q) (all n ∗ n matrices) under conjugation are again parame-
terized by the data λϕ. However the polynomial z may appear with non-zero multiplicity, so only
the second restriction remains.
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Let xϕ,λ be variables corresponding to pairs of polynomials and partitions. Define cycle indices
for GL(n, q) and Mat(n, q) by:

ZGL(n,q) =
1

|GL(n, q)|
∑

α∈GL(n,q)

∏
ϕ ̸=z

xϕ,λϕ(α)

ZMat(n,q) =
1

|GL(n, q)|
∑

α∈Mat(n,q)

∏
ϕ

xϕ,λϕ(α)

It is also helpful to define a quantity cGL,ϕ,q(λ). If λ is the empty partition, set cGL,ϕ,q(λ) = 1.
Using the standard notation for partitions, let λ have mi parts of size i. Write:

di = m11 +m22 + · · ·+mi−1(i− 1) + (mi +mi+1 + · · ·+mj)i

Then define:

cGL,ϕ,q(λ) =
∏
i

mi∏
k=1

(qmϕdi − qmϕ(di−k))

Following Kung [39], Stong [56] proves the factorizations:

1 +
∞∑
n=1

ZGL(n,q)u
n =

∏
ϕ ̸=z

∑
λ

xϕ,λ
u|λ|mϕ

cGL,ϕ,q(λ)

1 +
∞∑
n=1

ZMat(n,q)u
n =

∏
ϕ

∑
λ

xϕ,λ
u|λ|mϕ

cGL,ϕ,q(λ)

The factorization for the general linear groups is equivalent to the fact that if α has data λϕ(α),
then the conjugacy class of α in GL(n, q) has size:

|GL(n, q)|∏
ϕ cGL,ϕ,q(λϕ(α))

The following example should make this formula seem more real. A transvection in GL(n, q) is
defined as a determinant 1 linear map whose pointwise fixed space is a hyperplane. For instance the
matrix with a ̸= 0 in the (1, 2) position, ones on the diagonal and zeros elsewhere is a transvection.
The transvections generate SL(n, q) (e.g. Suzuki [58]) and are useful in proving the simplicity of
the projective special linear groups. We will count transvections directly and then check this with
the class size formula.

Let V be an n dimensional vector space over Fq with some dual space V ∗. It is not hard to see
that the action of any transvection τ is of the form:

τ(x⃗) = x⃗+ a⃗ψ(x⃗)

where a⃗ ∈ V is a non-0 vector and ψ ∈ V ∗ is a non-0 linear form on V which vanishes on a⃗. So
the number of transvections is:

(qn − 1)(qn−1 − 1)

q − 1
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The numerator comes from the fact that there are qn − 1 non-0 vectors a⃗ and qn−1 − 1 non-0
linear forms on V which vanish on a⃗. The denominator comes from the fact that sending a⃗, ψ to
λa⃗, 1λψ where λ ∈ Fq is non-0 gives the same transvection.

This computation can also be done using the class size formula. Observe that an element
α ∈ GL(n, q) is a transvection if and only if λz−1(α) = (2, 1n−2) and |λϕ(α)| = 0 for all ϕ ̸= z − 1.
This follows from the fact that a transvection has all eigenvalues 1 and from the upcoming Lemma
11, which says that the dimension of the fixed space of α is the number of parts of the partition
λz−1(α). Thus all transvections in GL(n, q) are conjugate. The Kung-Stong formula shows that
the size of the conjugacy class in GL(n, q) corresponding to λz−1 = (2, 1n−2) is:

|GL(n, q)|
cGL,z−1,q(2, 1n−2)

=
(qn − 1)(qn−1 − 1)

q − 1

The terms cGL,ϕ,q in the Kung-Stong cycle indices appear difficult to work with, and in Section
3.3 several rewritings of them will be given. Nevertheless, Stong [56] was able to apply these
formulas to obtain nice results. Stong obtained asymptotic (in n and q) estimates for the following
quantities:

1. the number of conjugacy classes of GL(n, q)

2. the chance that an element of GL(n, q) is a vector space derangement (i.e. fixes only the
origin)

3. the mean and variance of the number of Jordan blocks of an element of GL(n, q)

4. the number of elements of GL(n, q) satisfying a fixed polynomial equation

5. the chance that all polynomials appearing in the rational canonical form of α ∈ GL(n, q) are
linear

Stong developed the heuristic that a degree m polynomial should be thought of as an m-cycle
and studied the distribution of the degree of the rth highest degree polynomial occurring in the
rational canonical form of α. Finally, he found a sense in which the q → ∞ limit of the cycle index of
GL(n, q) converges to the cycle index of the symmetric group (see Section 3.9 for an interpretation
and generalization of this result using the theory of algebraic groups). In [57], Stong obtained some
results about the average order of a matrix (see Sections 4.8, 5.7 and 6.7 for a partial extension of
these to the other classical groups).

The results in this chapter have a more probabilistic and less analytic flavor than Stong’s work,
which made use of asymptotic tools such as Laplace’s method and Tauberian theorems. Some exact
limit formulas will be obtained. The emphasis in this thesis is on understanding the partitions in
the rational canonical form of α. To date, little seems to be known about these partitions.

More, however, is known about the polynomials in the rational canonical form of α. Lemma
9, for instance, counts irreducible polynomials of a given degree and will be used later. Let Im,q

be the number of monic, degree m, irreducible ϕ ̸= z with coefficients in Fq. Let µ be the usual
Moebius function of elementary number theory.

Lemma 9

Im,q =
1

m

∑
k|m

µ(k)(q
m
k − 1)
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Proof: From Hardy and Wright [31], the number of monic, degree m, irreducible polynomials
with coefficients in Fq is:

1

m

∑
k|m

µ(k)q
m
k

Now use the fact that
∑

k|m µ(k) is 1 if m = 1 and 0 otherwise. 2

An analog of Lemma 9 will be proved for the other classical groups in Sections 4.3 and 5.3.
As the theory is basically equivalent for GL(n, q) and Mat(n, q), most of this chapter will focus

on GL(n, q).

3.3 Connection with the Hall-Littlewood Measures

This section begins with several useful rewritings of the expression cGL,ϕ,q which appeared in the
cycle index for GL(n, q). Recall that:

cGL,ϕ,q(λ) =
∏
i

mi∏
k=1

(qmϕdi − qmϕ(di−k))

where

di = m11 +m22 + · · ·+mi−1(i− 1) + (mi +mi+1 + · · ·+mj)i

and mi(λ) is the number of parts of λ of size i.
We use the notation of Section 2.3. Thus l(s) and a(s) are the number of squares to the south

and east of s respectively. Also, n(λ) =
∑

i(i−1)λi =
∑

i

(λ′
i
2

)
. Let (1q )i = (1− 1

q )(1−
1
q2
) · · · (1− 1

qi
)

and let Pλ(x1, x2, · · · ; t) be the Hall-Littlewood polynomial corresponding to the partition λ, as
defined in Section 2.6.

Theorem 9

cGL,ϕ,q(λ) = q2mϕ[
∑

h<i
hmh(λ)mi(λ)+

1
2

∑
i
(i−1)mi(λ)

2]
∏
i

|GL(mi(λ), q
mϕ)|

= qmϕ[
∑

i
(λ′

i)
2]
∏
i

(
1

qmϕ
)mi(λ)

=
qmϕn(λ)

Pλ(
1

q
mϕ ,

1

q
2mϕ

, · · · ; 0, 1
q
mϕ )

Proof: For all three equalities assume that mϕ = 1, since the result will be proved for all q and
one could then substitute qmϕ for q.

For the first equality, it’s easy to see that the factors of the form qr − 1 are the same on both
sides, so it suffices to look at the powers of q on both sides. The power of q on the left-hand
side is

∑
i[dimi(λ) −

(mi(λ)
2

)
] and the power of q on the right-hand side is

∑
i[imi(λ)

2 −
(mi(λ)

2

)
+∑

h<i hmh(λ)mi(λ)]. Thus it is enough to show that:∑
i

di =
∑
i

[imi(λ) + 2
∑
h<i

hmh(λ)]
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This equality follows from the observation that:

di = [
∑
h<i

hmh(λ)] + imi(λ) + [
∑
i<k

imk(λ)]

For the second equality of the theorem, write (1q )mi(λ) as
|GL(mi(λ),q)|

qmi(λ)
2 . Comparing powers of q

reduces us to proving that:∑
i

(λ′i)
2 =

∑
i

[imi(λ) + 2
∑
h<i

hmh(λ)]mi(λ)

This last equation follows quickly after substituting λ′i = mi(λ) +mi+1(λ) + · · ·.
For the third equality, the Principal Specialization Formula of Section 2.3 gives:

qmϕn(λ)

Pλ(
1

q
mϕ ,

1

q
2mϕ

, · · · ; 0, 1
q
mϕ )

= q|λ|+2n(λ)
∏

s∈λ:a(s)=0

(1− 1

ql(s)+1
)

= q
∑

i
(λ′

i)
2 ∏

i

(
1

q
)mi(λ)

For the third equality, the Principal Specialization Formula of Section 2.3 gives:

qmϕn(λ)

Pλ(
1

q
mϕ ,

1

q
2mϕ

, · · · ; 0, 1
q
mϕ )

= q|λ|+2n(λ)
∏

s∈λ:a(s)=0

(1− 1

ql(s)+1
)

= q
∑

i
(λ′

i)
2 ∏

i

(
1

q
)mi(λ)

2

Recall the measures P u

qi
, 1

qi−1 ,0,
1
q
defined in Section 2.6 and studied as Example 1 of Chapter 2.

Theorem 10 connects these with the cycle index of GL(n, q) (see the remark after the theorem for
a probabilistic interpretation).

Theorem 10

1 +
∞∑
n=1

ZGL(n,q)u
n =

∏
ϕ ̸=z

∑
λ

xϕ,λ
Pλ(

u
qmλ ,

u
q2mλ

, · · · ; 1
qmλ )

qmϕn(λ)

(1− u)[1 +
∞∑
n=1

ZGL(n,q)u
n] =

∏
ϕ ̸=z

∑
λ

xϕ,λP u
mϕ

q
imϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

(λ)

Proof: The first equation is the cycle index for GL combined with the third equality in Theorem
9.

The definition of the measure P u
mϕ

q
imϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

gives that:

P u
mϕ

q
imϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

(λ) =
∞∏
r=1

(1− umϕ

qrmϕ
)
Pλ(

u
qmλ ,

u
q2mλ

, · · · ; 1
qmλ )

qmϕn(λ)
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Therefore,

1 +
∞∑
n=1

ZGL(n,q)u
n =

∏
ϕ̸=z

∑
λ

xϕ,λ

P u
mϕ

q
imϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

(λ)

∏∞
r=1(1− u

mϕ

q
rmϕ )

Setting all xϕ,λ to 1 in this equation gives:

1

1− u
=
∏
ϕ ̸=z

∞∏
r=1

1

(1− u
mϕ

q
r mϕ )

Combining these last two equations proves the second equality of the theorem. 2

An important remark is that Theorem 10 has the following probabilistic interpretation. For
0 < u < 1, pick an integer randomly so that the chance of getting n is (1− u)un. Then choose an
element of GL(n, q) uniformly. The random variables λϕ (defined on the union of all the groups
GL) are independent with distribution P u

mϕ

q
imϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

. This observation will enable us to

apply the probabilistic methods of Chapter 2.
Theorem 10 gives the following corollary which will be useful for studying n→ ∞ asymptotics.

Corollary 5 The n → ∞ limit of the random variables λϕ with the uniform distribution on
GL(n, q) is P 1

q
imϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

.

Proof: Use the second equality in Theorem 10 and Lemma 1. 2

3.4 The Size of the Partitions

The following theorem of Steinberg is normally proven using the Steinberg character, as on page
156 of Humphreys [33]. Recall that α ∈ GL(n, q) is called unipotent if all of its eigenvalues are
equal to 1.

Theorem 11 The number of unipotent elements in a finite group of Lie type GF is the square of
the order of a p-Sylow of GF , where p is the prime used in the construction of GF (in the case of
the classical groups, p is the characteristic of Fq).

The purpose of this section is to show that the GL case of Theorem 11 follows from the cycle
index for GL and the probabilistic approach of Chapter 2. Related ideas will be useful for the other
classical groups.

Theorem 12 The number of unipotent elements of GL(n, q) is qn(n−1).

Proof: Any unipotent α has |λϕ(α)| = 0 for ϕ ̸= z − 1. Recall the following equation from the
proof of Theorem 10:

1 +
∞∑
n=1

ZGL(n,q)u
n =

∏
ϕ ̸=z

[
∑
λ

xϕ,λ

P u
mϕ

q
imϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

(λ)

∏∞
r=1(1− u

mϕ

q
rmϕ )

]
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In this equation, set xz−1,λ = 1 for all λ and xϕ,λ = 0 for ϕ ̸= z − 1. Lemma 5 shows that the
number of unipotent elements of GL(n, q) is:

|GL(n, q)|[un]
∑
λ

P u

qi
, 1

q(i−1)
,0, 1

q
(λ)∏∞

r=1(1− u
qr )

= |GL(n, q)|[un]
∞∏
r=1

(
1

1− u
qr
)

= qn(n−1)

2

Although this may not be transparent from the proof, Theorem 12 essentially used the gen-
erating function in the variable u of the size of a partition chosen from the measure P 1

qi
, 1

q(i−1)
,0, 1

q

(Corollary 1 in Section 2.5). Using the cycle index in a similar fashion gives the following result of
Gerstenhaber [22].

Theorem 13 Let ϕ be a monic polynomial of degree n which factors into irreducibles as ϕ =∏r
i=1 ϕ

ji
i . Then the number of elements of GL(n, q) with characteristic polynomial ϕ is:

|GL(n, q)|
r∏

i=1

qmϕji(ji−1)

|GL(ji, qmϕ)|

3.5 Counting Jordan Blocks

For α ∈ Mat(n, q), let Xn(α) be the number of irreducible polynomials counted with multiplicity
occurring in the rational canonical form of α. Stong [56] proves that the random variable Xn has
mean and variance log(n) +O(1). Goh and Schmutz [24] prove that Xn is asymptotically normal.

Lemma 10 gives a generating function forXn(α) which simplifies somewhat Stong’s computation
of the mean of Xn. We perform this computation both to illustrate the elegance of the cycle index
approach, and because the same technique will be used later for the other classical groups.

Lemma 10

∞∑
n=0

(1− u)un
∑

α∈GL(n,q)

xXn(α) =
∞∏

m=1

∞∏
i=1

(
1− ( u

qi
)m

1− ( u
qi
)mx

)Im,q

Proof: Set xϕ,λ = x|λ| for all polynomials ϕ. The result now follows from the second equality in
Theorem 10 and from the generating function in the variable x of the size of a partition chosen
from the measure P u

qi
, 1

q(i−1)
,0, 1

q
(Corollary 1 in Section 2.5). 2

The mean of Xn is now easily computed.

Theorem 14 EXn = log(n) + O(1), where the expectation is taken over the group GL(n, q) with
q fixed.

Proof: Differentiating both sides of the generating function of Lemma 10 with respect to x and
then setting x = 1 gives:
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EXn = [un]
1

1− u

∞∑
m=1

Im,q

∞∑
i=1

∞∑
l=1

uml

qiml

=
n∑

r=1

(
∑
m|r

Im,q)(
∞∑
i=1

1

qri
)

It is well known that Im,q = qm

m + O(q
m
2 ), from which it follows that

∑
m|r Im,q = qr

r + O(q
r
2 ).

Therefore:

EXn =
n∑

r=1

∞∑
i=1

1

qri
(
qr

r
+O(q

r
2 ))

=
n∑

r=1

1

r
+O(q−

r
2 )

= (
n∑

r=1

1

r
) +O(1)

= log(n) +O(1)

2

Presumably it is possible to compute the variance and prove the asymptotic normality of Xn

using the generating function of Lemma 10.

3.6 The Number of Parts in the Partitions

Let PGL,n(k, q) be the probability that an element of GL(n, q) has a k dimensional fixed space,
and let PGL,∞(k, q) be the n → ∞ limit of PGL,n(k, q). As noted in the introduction, Rudvalis
and Shinoda obtained formulas for these quantities. This section begins with probabilistic proofs
of these formulas using the Young Tableau Algorithm. The first step is to connect the theorems of
Rudvalis and Shinoda with the partitions in the rational canonical form of α.

Lemma 11 The dimension of the fixed space of an element α in GL(n, q) is equal to λz−1(α)
′
1 (i.e.

the number of parts of the partition corresponding to the polynomial z− 1 in the rational canonical
form of α).

Proof: It must be shown that the kernel of α − I, where I is the identity map, has dimension
λz−1(α)

′
1. By the explicit description of the rational canonical form of a matrix in Section 1.2, it is

enough to prove that the kernel of the linear map with matrixM = C((z−1)i)−I is 1 dimensional
for all i (as in Section 1.2, C(ϕ) is the companion matrix of a polynomial ϕ).

Each of the first i−1 rows of M sums to 0, and they are linearly independent. So it needs to be
shown that the last row of M has sum 0. This follows from the fact that the coefficients of (z− 1)i

sum to 0. 2

The Rudvalis/Shinoda formulas for PGL,n(k, q) and PGL,∞(k, q) can now be deduced from The-
orem 7 (which followed from the Young Tableau Algorithm).
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Theorem 15 1. PGL,n(k, q) =
1

|GL(k,q)|
∑n−k

i=0
(−1)iq(

i
2)

qki|GL(i,q)|

2. PGL,∞(k, q) =
∏∞

r=1(1− 1
qr )[

( 1
q
)k

2

(1− 1
q
)2···(1− 1

qk
)2
]

Proof: Using Lemma 11, Theorem 7 with x = 1, Theorem 10, and Lemma 5 with u replaced by
uq−k, the chance that an element of GL(n, q) has a k dimensional fix space is:

[un]
1

1− u

∑
λ:λ′

1=k

P u

qi
, 1

qi−1 ,0,
1
q
(λ) = [un]

uk
∏∞

r=1(1− u
qk+r )

(1− u)|GL(k, q)|

=
1

|GL(k, q)|
[un−k]

1

1− u

∞∑
i=0

(−1)i(uq−k)i

(qi − 1) · · · (q − 1)

=
1

|GL(k, q)|

n−k∑
i=0

(−1)iq−ki

(qi − 1) · · · (q − 1)

For the second part of the theorem use Corollary 5 and Theorem 7 with x = 1 and u = 1 to
conclude that:

PGL,∞(k, q) =
∑

λ:λ′
1=k

P 1

qi
, 1

qi−1 ,0,
1
q
(λ)

=

∏∞
r=k+1(1− 1

qr )

|GL(k, q)|

=
∞∏
r=1

(1− 1

qr
)[

(1q )
k2

(1− 1
q )

2 · · · (1− 1
qk
)2
]

2

Some more group theoretic information can be read off of Theorem 7. This requires the following
identity from page 280 of Hardy and Wright [31].

Lemma 12

1

(1− ax) · · · (1− axk)
= 1 + ax

1− xk

1− x
+ a2x2

(1− xk)(1− xk+1)

(1− x)(1− x2)
+ · · ·

Theorem 16 Fix an irreducible polynomial ϕ of degree mϕ.

1. The chance that α ∈ GL(n, q) has λϕ(α) with k parts and size j is:

1

|GL(k, qmϕ)|
( 1
q
mϕ )j−1

q(j−k)mϕ( 1
q
mϕ )k−1(

1
q
mϕ )j−k

n−j∑
i=0

(−1)i

(qimϕ − 1) · · · (qmϕ − 1)

2. The n→ ∞ limit of the chance that α ∈ GL(n, q) has λϕ(α) with k parts and size j is:

∏∞
r=1(1− 1

q
rmϕ )

|GL(k, qmϕ)|
( 1
q
mϕ )j−1

q(j−k)mϕ( 1
q
mϕ )k−1(

1
q
mϕ )j−k

43



Proof: As usual, assume without loss of generality that ϕ = z−1. From the cycle index, Theorem
7, and Lemma 12, the probability is:

[unxj ]
1

1− u

(ux)k

|GL(k, q)|

∏∞
r=1(1− u

qr )∏k
r=1(1− ux

qr )
=

1

|GL(k, q)|

n∑
i=k

[ui−kxj−k]

∏∞
r=1(1− u

qr )∏k
r=1(1− ux

qr )

=
1

|GL(k, q)|
[(ux)j−k]

1∏k
r=1(1− ux

qr )

n∑
i=k

[ui−j ]
∞∏
r=1

(1− u

qr
)

=
1

|GL(k, q)|
(1q )j−1

qj−k(1q )k−1(
1
q )j−k

n∑
i=j

[ui−j ]
∞∏
r=1

(1− u

qr
)

=
1

|GL(k, q)|
(1q )j−1

qj−k(1q )k−1(
1
q )j−k

n−j∑
i=0

(−1)i

(qi − 1) · · · (q − 1)

The second part follows from the first part and the second assertion of Lemma 5.
2

Theorem 16 suggests that for large q, given that the partition λϕ has size j, it will mostly likely
consist of 1 part of length j. Section 3.8 will give a more precise formulation. Theorem 16 has the
following consequence.

Corollary 6 The number of rank n− k nilpotent n ∗ n matrices is:

|GL(n, q)|
|GL(k, q)|

(1q )n−1

qn−k(1q )k−1(
1
q )n−k

Proof: Add the identity matrix, then use Lemma 11 and part 1 of Theorem 16 with j = n. 2

The remainder of this section examines the convergence of the distributions PGL,n to PGL,∞ and
related combinatorics. Recall from Section 1.1 that for n ≥ l, the lth moment of the distribution
of fixed vectors in Sn is equal to the lth moment of its Poisson(1) limit. The following theorem is
the analogous result for GL(n, q).

Theorem 17 For n ≥ l, the lth moment of the distribution of fixed vectors in the natural action
of GL(n, q) is equal to the number of subspaces of an l dimensional vector space over Fq.

Proof: Apply Lemma 2 (Burnside) to the setting G = GL(n, q), X is the product of l copies of
V , and G acts separately on each coordinate of this l-tuple. This shows that the lth moment of the
distribution of fixed vectors is the number of orbits of GL(n, q) on the product of l copies of V .

So it suffices to show that the number of orbits of GL(n, q) on the product of l copies of V is
equal to the number of subspaces of an l dimensional vector space over Fq. To each orbit assign
an invariant k called the number of parts of the orbit. Define k of the orbit by taking any element
(v1, · · · , vl) in the orbit, and letting k be the dimension of the span of {v1, · · · , vl}.

We prove more that what we need for the theorem, namely that the total number of orbits

with k parts is the q-binomial coefficient
[
l
k

]
, the number of k dimensional subspaces of an l

dimensional space. This is done bijectively. Given an orbit, let i1, · · · , ik be the positions such
that the dimension of the span of {v1, · · · , vi} is one more than the dimension of the span of
{v1, · · · , vi−1}. Let v = (v1, · · · , vl) be the unique element of the orbit such that vi1 , · · · , vik are

44



the standard basis vectors e1, · · · , ek. Let M be the n ∗ l matrix whose columns are the vectors
v1, · · · , vl. Let M ′ be M with the last n − k rows chopped off, so that M ′ is a k ∗ l matrix. Note
that M ′ is in reduced row-echelon form, and hence by basic linear algebra corresponds to a unique
k dimensional subspace of an l dimensional space. 2

The number of subspaces of an l dimensional vector space was studied by Goldman and Rota
[25], who termed them Galois numbers and found a recurrence for them. Although logically un-
necessary, since it is fun and because a similar technique works for the other classical groups, we
give a pictorial proof, which is probably new, of their theorem.

Theorem 18 The limit moments Ml of the distribution of fixed vectors satisfy the recurrence
M0 = 1, M1 = 2, Ml = 2Ml−1 + ql−1Ml−2.

Proof: Substituting x = 1
q in Theorem 6, it suffices to show that Ml(x) satisfies the recurrence of

the theorem, where Ml(x) is defined so that:

Ml(x)
∞∏
r=1

1

1− xr
=

∞∑
k=0

xk
2

xkl(1− x)2 · · · (1− xk)2

Recall the concept of the Durfee square of a partition, used in the chapter on partitions in
Hardy and Wright [31]. This is the largest square which fits in the diagram of a partition. Note
that the coefficient of xr in the kth term on the right hand side is |Sk|, where Sk is the set of
partitions of r + lk dots such that the Durfee square is of size k ∗ k. Let Ak be the subset of
Sk whose k + 1st row also has size k, and let Bk be the subset of Sk whose k + 1st column has
size k. As can be seen by deleting a row or column respectively, both |Ak| and |Bk| are equal to
the number of partitions of r + (l − 1)k dots such that the Durfee square is of size k ∗ k. Thus∑

k(|Ak|+ |Bk|) = 2[xr]Ml−1
∏∞

r=1
1

1−xr . Similarly,
∑

k |Ak ∩Bk| = [xr]Ml−2
∏∞

r=1
1

1−xr . Finally, it
is not to hard to see that:

∑
k

|Ak ∪Bk|c = [xr](
∞∏
r=1

1

1− xr
)

∞∑
k=1

xk
2

xlk(1− x)2 · · · (1− xk−1)2

= [xr](
∞∏
r=1

1

1− xr
)

∞∑
k=1

xk
2−lk

(1− x)2 · · · (1− xk−1)2

= [xr](
∞∏
r=1

1

1− xr
)

∞∑
k=0

xk
2

xl−1x(l−2)k(1− x)2 · · · (1− xk)2

= [xr](
∞∏
r=1

1

1− xr
)
Ml−2

xl−1

where c denotes set complementation. The result now follows from the fact that |Sk| = |Ak|+
|Bk| − |Ak ∩Bk|+ |Ak ∪Bk|c for all k. 2

Theorem 17 showed that the n → ∞ limit of the distribution of fixed vectors of GL(n, q) is
reminiscent of the Poisson(1) distribution. Theorem 19 will show that the n→ ∞ limit distribution
of fixed lines of V under the action of GL(n, q) is a true q-analog of the Poisson distribution.

Recall that S(l, k), the Stirling numbers of the second kind, are defined as the number of
partitions of a set of size l into k parts. For example, S(4, 2) = 7 because the seven partitions of
{1, 2, 3, 4} into 2 parts are:
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{1, 2, 3}, {4}
{1, 2, 4}, {3}
{1, 3, 4}, {2}
{2, 3, 4}, {1}
{1, 2}, {3, 4}
{1, 3}, {2, 4}
{1, 4}, {2, 3}

We define a q-analog Sq(l, k) of the Stirling numbers of the second kind (an equivalent definition
is in [5]). Pick n ≥ l, let V be an n-dimensional vector space over Fq, and let P 1(V ) be the set
of lines in V . Let GL(n, q) act on the product of l copies of P 1(V ) by acting on each coordinate
separately. Given an orbit of this action, define the number of parts of the orbit to be the dimension
of the span of the l lines which are the coordinates of some representative of the orbit. Define Sq(l, k)
to be the number of orbits of this action with k parts. (It is not hard to see that this number is
independent of n ≥ l). Define Bq(l) =

∑l
k=1 Sq(l, k). Conceptually, one may think of an orbit of

GL(n, q) on the l-fold copy of P 1(V ) as a q-analog of a set partition. In fact in [5], it was shown that
there is a natural lattice structure one can put on these orbits which is a q-analog of the partition
lattice. However, no connection was made with probability theory or representation theory.

Theorem 19 establishes some properties of these q-analogs. Recall that [i] is equal to 1 + q +
· · ·+ qi−1, the q-analog of the integer i. The q = 1 cases of parts 3 and 4 in the following theorem
are known (see page 34 of Stanley [54]).

Theorem 19 1. Bq(l) is the lth moment of the n→ ∞ limit of the distribution of fixed lines of
an n dimensional vector space V under the action of GL(n, q).

2. Bq(l) is the multiplicity of the trivial representation in the l fold tensor product of the permu-
tation representation of GL(n, q) on P 1(V ).

3. Sq(l, k) satisfies the recurrence Sq(l, k) = [k]Sq(l−1, k)+Sq(l−1, k−1), with initial conditions
Sq(l, 0) = 0, Sq(l, 1) = 1.

4.
∑

l≥k Sq(l, k)x
l = xk

(1−x)(1−[2]x)···(1−[k]x)

Proof: The first assertion follows from Burnside’s Lemma (Lemma 2) applied to the setting
G = GL(n, q), X is the product of l copies of P 1(V ), and G acts separately on each coordinate of
this l-tuple.

For the second assertion, note that the lth moment is equal to 1
|G|
∑

g∈G F (g)
l, where F (g) is

the number of fixed lines of g ∈ G = GL(n, q). By character theory, this is the inner product
of the character of the trivial representation with the l-fold tensor product of the permutation
representation of GL(n, q) on P 1(V ).

For the third part, recall that Sq(l, k) is the number of orbits of GL(l, q) on the l-fold copy of
P 1(V ) with k parts. Consider the first l − 1 coordinates of a representative of an orbit. If they
span a k dimensional space, then the last coordinate must be one of the [k] lines in their span,
which accounts for the term [k]Sq(l−1, k). If they span a k−1 dimensional space, then all possible
choices of the last coordinate lead to the same orbit, which accounts for the term Sq(l − 1, k − 1).
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For the fourth part, let (v1, · · · , vl) be the representative of an orbit with k parts. Define a
dimension sequence d1, · · · , dl by letting di be the dimension of the span of {v1, · · · , vi}. Since the

number of orbits with a given dimension sequence is

∏l

i=1
[di]

[k]! , summing over all possible dimension
sequences gives:

Sq(l, k) =
∑

d⃗:d1=1,dl=k

di+1≤di+1

∏l
i=1[di]

[k]!

=
∑

1≤d1,···,dl−k≤k

[d1] · · · [dl−k]

= [xl]
xk

(1− x)(1− [2]x) · · · (1− [k]x)

2

It is possible to place these results in a more general context. Let n, l, k, r ≥ 1 be integers. Define
Sq(n, l, k, r) as the number of orbits of GL(n, q) on the l fold product of k dimensional subspaces
such that r is the dimension of the space spanned by the coordinates of some representative of the
orbit. Let Bq(n, l, k) =

∑n
r=1 Sq(n, l, k, r). Similarly, define S(n, l, k, r) as the number of orbits of

Sn on the l fold product of size k subsets of {1, · · · , n} such that r is the cardinality of the union
of the coordinates of some representative of the orbit. Let B(n, l, k) =

∑n
r=1 S(n, l, k, r).

Given Theorem 19, the following conjecture in plausible.

Conjecture S1(n, l, k, r) = S(n, l, k, r) for all n, l, k, r ≥ 1.

A direct combinatorial proof seems challenging. Perhaps the concept of Schubert cells, which
assigns a size k subset of {1, · · · , n} to every k dimensional subspace of an n dimensional vector
space over Fq, will be helpful. If the conjecture is correct, it should be possible, along the lines
of part 2 of Theorem 19, to give a representation theoretic proof of the weaker assertion that
B1(n, l, k) = B(n, l, k).

This section ends by considering how quickly the distributions PGL,n converge to PGL,∞. Recall
the notion of total variation distance between two probability distributions P and Q on a set X
(this notion was also used in Section 1.1). Total variation distance is defined as:

|P −Q|TV =
1

2

∑
x∈X

|P (x)−Q(x)|

The following bound from Neumann and Praeger [46] is useful.

Lemma 13 For all n ≥ 2,

n∏
r=1

(1− 1

qr
) > (1− 1

q
)2

Theorem 20 combines Theorem 15 with a technique of Arratia and Tavare [2] for bounding the
total variation distance between the distribution of fixed points in Sn and its Poisson(1) limit.

Theorem 20 C(q)

q
n2+3n

2

≤ |PGL,n − PGL,∞|TV ≤ C′(q)

q
n2+3n

2

where C(q), C ′(q) depend on q but not n.
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Proof: Part 1 of Theorem 15 says that:

PGL,n(k) =
1

|GL(k, q)|

n−k∑
i=0

(−1)iq(
i
2)

qik|GL(i, q)|

The fact that this sum is an alternating series whose summands decrease in magnitude implies
that:

1

|GL(k, q)|
[

q(
n−k+1

2 )

q(n−k+1)k|GL(n− k + 1, q)|
− q(

n−k+2
2 )

q(n−k+2)k|GL(n− k + 2, q)|
]

≤ |PGL,n(k)− PGL,∞(k)|

≤ 1

|GL(k, q)|
q(

n−k+1
2 )

q(n−k+1)k|GL(n− k + 1, q)|

Let’s look at the lower bound and upper bound after summing over k ranging from 0 to n. For
the lower bound:

n∑
k=0

1

|GL(k, q)|
[

q(
n−k+1

2 )

q(n−k+1)k|GL(n− k + 1, q)|
− q(

n−k+2
2 )

q(n−k+2)k|GL(n− k + 2, q)|
]

=
n∑

k=0

1

|GL(k, q)|
qn+2 − qk − 1

q(n−k+2)(n+k+3
2

)(1− 1
q ) · · · (1−

1
qn−k+2 )

≥ qn+2 − qn+1

q
n2+5n+6

2

n∑
k=0

1

q
k2−k

2

=
C1(q)

q
n2+3n

2

For the upper bound:

n∑
k=0

1

|GL(k, q)|
q(

n−k+1
2 )

q(n−k+1)k|GL(n− k + 1, q)|
≤ 1

q(1− 1
q )

4

1

q
n2+3n

2

n∑
k=0

1

q
k2−k

2

=
C2(q)

q
n2+3n

2

These give:

C1(q)

q
n2+3n

2

≤
n∑

k=0

|PGL,n(k)− PGL,∞(k)| ≤ C2(q)

q
n2+3n

2

Part 2 of Proposition 15 says that:

PGL,∞(k) = [
∞∏
r=1

(1− 1

qr
)]

(1q )
k2

[(1− 1
q ) · · · (1−

1
qk
)]2

Therefore:

∞∑
k=n+1

PGL,∞(k) =
C3(q)

q(n+1)2
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The theorem now follows from the triangle inequality and the fact that:

∞∑
k=n+1

PGL,n(k) = 0

2

3.7 The Largest Part of the Partitions

This section examines the distribution of the largest part of the partition λϕ in the n → ∞ limit
for GL(n, q). Gordon’s generalization of the Rogers-Ramanujan identities arises naturally in this
context and leads to formulas for the n → ∞ limit of the chance that an element of GL(n, q) or
Mat(n, q) is semisimple (i.e. diagonalizable over F̄q, the algebraic closure on Fq).

Lemma 14 is a statement of Gordon’s generalization of the Rogers-Ramanujan identities. It is
taken directly from page 111 of Andrews [1].

Lemma 14 For 1 ≤ i ≤ k, k ≥ 2, and |x| < 1

∑
n1,···,nk−1≥0

xN
2
1+···+N2

k−1+Ni+···+Nk−1

(x)n1 · · · (x)nk−1

=
∞∏
r=1

r ̸=0,±i(mod 2k+1)

1

1− xr

where Nj = nj + · · ·nk−1.

Lemma 14 can be applied as follows, giving what seems to be the first appearance of the
Rogers-Ramanujan identities in finite group theory.

Theorem 21 For a fixed irreducible polynomial ϕ of degree mϕ and fixed k ≥ 2, the n→ ∞ limit
of the chance that α in GL(n, q) has the largest part of the partition λϕ(α) less than k is:

∞∏
r=1

r=0,±k(mod 2k+1)

(1− 1

qmϕr
)

Proof: Assume without loss of generality that ϕ = z− 1. By Corollary 5 and the second equality
in Theorem 9, this probability is equal to:

∞∏
r=1

(1− 1

qmϕr
)
∑

λ:λ′
k
=0

1

cGL,ϕ,q(λ)
=

∞∏
r=1

(1− 1

qr
)
∑

λ:λ′
k
=0

1

q
∑

i
(λ′

i)
2 ∏

i(
1
q )mi(λ)

=
∞∏
r=1

(1− 1

qr
)

∑
m1(λ),···,mk−1(λ)≥0

1

q
∑

i
(λ′

i)
2 ∏

i(
1
q )mi(λ)

The result now follows from Lemma 14 by setting ni = mi(λ), i = k, and x = 1
q . 2

The following problem seems natural. For motivation, recall that in the proof of Theorem 15,
Theorem 7 was used to give a probabilistic interpretation to the products in the Rudvalis/Shinoda
formulas for PGL,∞(k, q).
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Problem Use Theorem 21 and the algorithms from Chapter 2 (or develop new algorithms) to give
a probabilistic interpretation to the products in the Gordon identities, and hence a new proof
of these identities. Attempt a similar undertaking for the other classical groups.

Recall that a matrix is said to be semisimple if it is diagonalizable over F̄q, the algebraic closure
of Fq. The remainder of this section considers the chance that an element of GL(n, q) is semisimple.
The first step is to express this condition in terms of rational canonical form.

Recall the Jordan canonical form of a matrix (Chapter 6 of Herstein [32]), which parameterizes
the conjugacy classes of GL over an algebraically closed field, such as F̄q. This is the same as the
rational canonical form of a matrix (Section 1.2), except that now the companion matrix C(ϕAi ) is
conjugate to: 

D(β) 0 0 0
0 D(βq) 0 0
· · · · · · · · · · · ·
0 0 0 D(βq

mϕ−1

)


where β, · · · , βq

mϕ−1

are the roots of ϕ and D(γ) is the A ∗A matrix:
γ 1 0 0 0
0 γ 1 0 0
· · · · · · · · · · · · · · ·
0 0 0 γ 1
0 0 0 0 γ


Lemma 15 An element α ∈ Mat(n, q) is semisimple if and only if λϕ(α)

′
2 = 0 (i.e. all parts in

all partitions in the rational canonical form of α have size at most one).

Proof: The explicit description of Jordan canonical form just given implies that α is diagonalizable
over F̄q if and only if there are no companion matrices C(ϕAi ) where A ≥ 2. 2

Lemma 16 will be useful for manipulating the cycle index.

Lemma 16 ∏
ϕ

(1− umϕ

qmϕt
) = 1− u

qt−1

Proof: Assume that t = 1, the general case following by replacing u by u
qt−1 . Expanding 1

1−u
mϕ

q
mϕ

as a geometric series, the coefficient of ud in the reciprocal of the left hand side is 1
qd

times the
number of monic polynomials of degree d, hence 1. Comparing with the reciprocal of the right
hand side completes the proof. 2

Theorem 22 The n→ ∞ limiting probability that an element of Mat(n, q) is semisimple is:

∞∏
r=1

r=0,±2(mod 5)

(1− 1

qr−1
)
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Proof: By the cycle index for Mat(n, q), Lemmas 1, 15, 16 and Theorem 21, the chance that an
element of Mat(n, q) is semisimple is:

limn→∞
|GL(n, q)|

qn2 [un]
1

1− u

∞∏
r=1

(
1

1− u
qr
)
∏
ϕ

∑
λ:λ′

2=0

Pu
mϕ

q
mϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

(λ)

= limn→∞
|GL(n, q)|

qn2

∞∏
r=1

(
1

1− u
qr
)
∏
ϕ

∑
λ:λ′

2=0

P 1

q
mϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

(λ)

=
∏
ϕ

∞∏
r=1

r=0,±2(mod 5)

(1− 1

qmϕr
)

=
∞∏
r=1

r=0,±2(mod 5)

(1− 1

qr−1
)

2

Theorem 23 The n→ ∞ limiting probability that an element of GL(n, q) is semisimple is:

∞∏
r=1

r=0,±2(mod 5)

(1− 1
qr−1 )

(1− 1
qr )

Proof: Arguing as in Theorem 22 the chance is:

limn→∞[un]
1

1− u

∏
ϕ ̸=z

∑
λ:λ′

2=0

Pu
mϕ

q
mϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

(λ)

=
∏
ϕ̸=z

∑
λ:λ′

2=0

P 1

q
mϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

(λ)

=
∏
ϕ̸=z

∞∏
r=1

r=0,±2(mod 5)

(1− 1

qr
)

=
∞∏
r=1

r=0,±2(mod 5)

(
1

1− 1
qr
)
∏
ϕ

∞∏
r=1

r=0,±2(mod 5)

(1− 1

qr
)

=
∞∏
r=1

r=0,±2(mod 5)

(1− 1
qr−1 )

(1− 1
qr )

2

3.8 Counting Regular and Regular-Semisimple Matrices

An element of an algebraic group G (usually taken to be connected and reductive) is called regular
if the dimension of its centralizer is as small as possible (this minimal dimension turns out to be
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equal to the rank of G, i.e. the dimension of a maximal torus of G). Regular elements are very
important in the representation theory of finite groups of Lie type.

Consider GL(n, q) as contained in GL(n, F̄q). The condition of regularity of α ∈ GL(n, q) can
be stated in terms of the shapes of the partitions λϕ(α).

Lemma 17 An element α ∈ GL(n, q) ⊂ GL(n, F̄q) is regular if and only if all λϕ(α) have at most
one part.

Proof: Let β be an eigenvalue of α over F̄q and let Vβ be the eigenspace associated to β. The
dimension of Vβ is |λϕ(α)|. Let α|Vβ

be the restriction of α to Vβ. It is not hard to see that:

CGL(n,F̄q)(α) =
∏
ϕ

∏
β root of ϕ

CGL(|λϕ(α)|,F̄q)(α|Vβ
)

One can prove from Jordan canonical form described in Section 3.7 (otherwise see page 13 of
Humphreys [33]) that CGL(|λϕ(α)|,F̄q)(α|Vβ

) has dimension
∑

i(λ
′
ϕ,i(α))

2. Thus the centralizer of

α ∈ GL(n, F̄q) has dimension
∑

ϕmϕ
∑

i(λ
′
ϕ,i(α))

2. Given the value |λϕ(α)|, Lagrange multipliers

show that
∑

i(λ
′
ϕ,i(α))

2 is minimized when λϕ(α) has at most 1 part. The result follows since∑
ϕmϕ

∑
i λ

′
ϕ,i(α) = n. 2

It is worth remarking that the condition of Lemma 17, and hence the condition of regularity,
is equivalent to the condition that the minimum polynomial of α is equal to the characteristic
polynomial of α.

Lemma 17 leads us to call an element α ∈ Mat(d, q) regular if all λϕ(α) have at most 1 part.
Neumann and Praeger [46], [47] studied the chance that a matrix is regular or regular-semisimple
(they called these conditions “cyclic” and “separable”). They were interested in these probabilities
because they give a way to test random number generators and computer algorithms for generating
random elements from a finite group (see Section 1.3 for further details on this). Volkmann and
Fleischmann [19] and Lehrer [40] studied this problem as well.

Some theorems of Neumann and Praeger are:

1. For n ≥ 2, the chance that an n∗n matrix is not regular semi-simple is at least q−1−q−2−q−3

and at most q−1 +O(q−2).

2. For n ≥ 2, the chance that an n ∗ n matrix is not regular is at least 1
q2(q+1)

and at most
1

(q2−1)(q−1)
.

In the next four theorems, the cycle index machinery is used to find n → ∞ formulas for the
chance that a n ∗ n matrix or an element of GL(n, q) is regular or regular-semisimple. These are
good examples of results which seem hard to prove by other methods. Throughout, Lemma 1 is
used freely.

Theorem 24 The n→ ∞ chance that an n ∗ n matrix in Mat(n, q) is regular-semisimple is equal
to:

∞∏
r=1

(1− 1

qr
)
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Proof: Lemmas 15 and 22 show that an element of Mat(n, q) is regular semisimple iff all λϕ
have size at most 1. So the cycle index for Mat(n, q) and Lemma 16 imply that the probability of
regular-semisimplicity is:

lim
n→∞

|GL(n, q)|
qn2 [un]

∏
ϕ

(1 +
umϕ

qmϕ − 1
)

= lim
n→∞

|GL(n, q)|
qn2 [un]

∏
ϕ(1 +

u
mϕ

q
mϕ−1

)(1− u
mϕ

q
mϕ )

1− u

=
∞∏
r=1

(1− 1

qr
)
∏
ϕ

(1 +
1

qmϕ − 1
)(1− 1

qmϕ
)

=
∞∏
r=1

(1− 1

qr
)

2

Theorem 25 The n→ ∞ chance that an n ∗ n matrix in Mat(n, q) is regular is equal to:

(1− 1

q5
)

∞∏
r=3

(1− 1

qr
)

Proof: Lemma 17 shows that regularity is equivalent to all λϕ having at most 1 part. The cycle
index for Mat(n, q) and Lemma 16 give that the probability is:

lim
n→∞

|GL(n, q)|
qn2 [un]

∏
ϕ

(1 +
∞∑
j=1

ujmϕ

qjmϕ−mϕ(qmϕ − 1)
)

=
∞∏
r=1

(1− 1

qr
) lim
n→∞

[un]

∏
ϕ(1− u

mϕ

q
mϕ )(1 +

∑∞
j=1

u
jmϕ

q
jmϕ−mϕ (q

mϕ−1)
)

1− u

=
∞∏
r=1

(1− 1

qr
) lim
n→∞

[un]

∏
ϕ(1 +

u
mϕ

q
mϕ (q

mϕ−1)
)

1− u

=
∞∏
r=1

(1− 1

qr
)
∏
ϕ

(1 +
1

qmϕ(qmϕ − 1)
)

=
∞∏
r=3

(1− 1

qr
)
∏
ϕ

(1 +
1

qmϕ(qmϕ − 1)
)(1− 1

q2mϕ
)(1− 1

q3mϕ
)

=
∞∏
r=3

(1− 1

qr
)
∏
ϕ

(1− 1

q6mϕ
)

= (1− 1

q5
)

∞∏
r=3

(1− 1

qr
)

2
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Theorem 26 The n→ ∞ chance that an element of GL(n, q) is regular-semisimple is equal to:

1− 1

q

Proof: By the cycle index for GL, the probability is:

lim
n→∞

[un]
∏
ϕ ̸=z

(1 +
umϕ

qmϕ − 1
)

= lim
n→∞

[un]
(1− u

q )
∏

ϕ ̸=z[(1 +
u
mϕ

q
mϕ−1

)(1− u
mϕ

q
mϕ )]

1− u

= 1− 1

q

2

Theorem 27 The n→ ∞ chance that an element of GL(n, q) is regular is equal to:

1− 1
q5

1 + 1
q3

Proof: By the cycle index for GL, the probability is:

lim
n→∞

[un]
∏
ϕ ̸=z

(1 +
∞∑
j=1

ujmϕ

qjmϕ−mϕ(qmϕ − 1)
)

= lim
n→∞

[un]

(1− u
q )
∏

ϕ ̸=z(1 +
u
mϕ

(q
mϕ−1)(1−u

mϕ

q
mϕ

)
)(1− u

mϕ

q
mϕ )

1− u

= (1− 1

q
)

∞∏
ϕ ̸=z

(1 +
1

qmϕ(qmϕ − 1)
)

=
1− 1

q

1 + 1
q(q−1)

∏
ϕ

(
1− 1

q
6mϕ

(1− 1

q
2mϕ

)(1− 1

q
3mϕ

)
)

=
1− 1

q

1 + 1
q(q−1)

1− 1
q5

(1− 1
q )(1−

1
q2
)

=
1− 1

q5

1 + 1
q3

2

It is worth remarking, along the lines of Neumann and Praeger [46], that these results are
intuitively reasonable. Namely, Steinberg [55] proved that the set of non-regular elements in an
algebraic group has codimension 3. Suppose this set to be a non-singular (which it is not) high
dimensional (which it is for large n) variety. Then the chance of non-regularity would be about 1

q3
,

so the chance of regularity would be about 1− 1
q3

which is consistent with Theorems 25 and 27.
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Similarly, Neumann and Praeger [46] noted that a matrix is regular semisimple iff the discrimi-
nant of its characteristic polynomial is non-zero. As this restriction is defined by one equation, the
chance of being regular semisimple should be about 1 − 1

q , which is consistent with Theorems 24
and 26.

Finally, the chance of being semi-simple is greater than the chance of being regular semi-simple,
which is consistent with Theorem 23.

3.9 The q → ∞ limit of the Cycle Indices

At the end of his paper, Stong [56] stated that if one sets xϕ,λ = (xmϕ
)|λ| in the cycle index and

lets q → ∞, then one obtains the cycle index of the symmetric group. Indeed, Section 3.4 shows
that for fixed q the cycle index for GL becomes:

∞∏
m=1

∞∏
i=1

(
1

1− ( u
qi
)mxm

)Im,q

Letting q → ∞ and using the formula for Im,q (Lemma 9) gives:

limq→∞

∞∏
m=1

∞∏
i=1

(
1

1− ( u
qi
)mx

)Im,q =
∞∏

m=1

e
xmum

m

This fact may also be stated as follows. Fix n. Then the q → ∞ limit of the probability that
the characteristic polynomial of a uniformly chosen element of GL(n, q) factors into am irreducible
polynomials of degree m is equal to the chance that a randomly chosen element of Sn has am
m-cycles.

We now use algebraic groups to give a conceptual statement and proof of Stong’s observation
which generalizes to other groups. Dick Gross suggested that such an interpretation should exist
and was kind enough to explain the basics of algebraic groups.

The necessary background about maximal tori in algebraic groups can all be found in Chapter
3 of Carter [8]. Let us review some of these facts. Take G to be a connected, reductive algebraic
group over F̄q which is Chevalley (this means that the Frobenius map giving rise to GF is x→ xq

where q is a prime power) such that G′ is simply connected. Recall that a torus of G is a subgroup of
G which is isomorphic to a product of copies of the multiplicative group of F̄q, and that a maximal
torus of G is a maximal such subgroup. Any two maximal tori of G are conjugate in G.

A maximal torus of GF is defined to be a group TF where T is a maximal torus of G. As is
discussed on pages 32-33 of Carter, the Lang-Steinberg theorem of algebraic groups implies that GF

has a maximal torus TF which is diagonalizable over Fq (such a maximal torus is called maximally
split). While it is true that all maximally split maximal tori TF are conjugate in GF , the maximal
tori of GF may fall into many conjugacy classes.

Proposition 3.3.3 of Carter says that under these conditions, there is a bijection Φ between GF

conjugacy classes of F -stable maximal tori in G and conjugacy classes of the Weyl group W . We
recall the definition of Φ (the proof that it is a bijection is harder). Let T0 be a fixed F -stable
maximally split maximal torus of G (this exists by the Lang-Steinberg theorem). Since all maximal
tori in G are conjugate to T0, one can write T =g T0 for some g ∈ G (the symbol g denotes
conjugation by g). Clearly g−1F (g) ∈ N(T0). Since W = N(T0)/T , this associates to T an element
of W , which turns out to be well defined up to conjugacy in W .

Next, one can define a map ω (similar to that in Lehrer [40]) from GF to conjugacy classes of
W . Given α ∈ GF , let αs be the semi-simple part of α. Theorem 3.5.6 of Carter says that G′
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simply connected implies that CG(αs) is connected. Take T to be an F -stable maximal torus in
CG(αs) such that TF is maximally split. By what has been said before, all such T are conjugate
in CG(αs)

F and hence in GF . Define ω(α) = Φ(T ).
In the case of GL(n, q), the map ω sends an element α whose characteristic polynomial fac-

tors into am irreducible polynomials of degree m to the conjugacy class of Sn corresponding to
permutations with am m-cycles.

Proposition 3.6.6 of Carter implies that for q sufficiently large, all maximal tori TF of GF lie
in exactly 1 maximal torus of G (this condition is called non-degeneracy). For such q one can then
define a a bijection Φ′ between GF conjugacy classes of maximal tori TF of GF and conjugacy
classes of W by Φ′(TF ) = Φ(T ), where T is the unique maximal torus of G containing TF .

We now prove the following theorem.

Theorem 28 Let G be a connected, reductive Chevalley group which is defined over Fq, such that
G′ is simply connected. Suppose that as q → ∞, the chance that an element of GF is regular,
semi-simple approaches 1. Then for all conjugacy classes c in W ,

lim
q→∞

PGF (ω(α) ∈ c) = PW (w ∈ c)

where both probabilities are with respect to the uniform distribution.

Proof: Take q large enough that all maximal tori of GF are non-degenerate, so that the construc-
tion of Φ′ works. From page 29 of Carter [8], a regular semi-simple element α of G lies in a unique
maximal torus, which implies by non-degeneracy that α lies in a unique TF . This also implies that
ω(α) = Φ′(TF ). Therefore:

lim
q→∞

PGF (ω(α) = c) = lim
q→∞

|{α regular semisimple : ω(α) = c}|
|GF |

= lim
q→∞

∑
TF :Φ′(TF )=c

|{α regular semisimple, α ∈ TF }|
|GF |

= lim
q→∞

|{α regular semisimple, α ∈ T}|
|NGF (TF )|

Proposition 3.3.6 and Corollary 3.6.5 of Carter give that NGF (TF )/TF is isomorphic to CW (w),
so that:

|NGF (TF )|/|TF | = |W |
|c|

Therefore,

lim
q→∞

PGF (ω(α) = c) =
|c|
|W |

lim
q→∞

|{α regular semisimple, α ∈ TF }|
|TF |

Summing over the finitely many conjugacy classes c on both sides of this equation gives 1. Thus,

lim
q→∞

|{α regular semisimple, α ∈ TF }|
|TF |

= 1

for all TF , which proves the theorem. 2
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The heuristics at the end of Section 3.8 suggest that as q → ∞, the chance that an element is
regular semi-simple approaches 1. This should be directly checkable for the classical groups using
the cycle indices in this thesis (although the unitary group is not Chevalley so Theorem 28 does
not apply). Some recent work of Lehrer [41] using l-adic cohomology gives involved expressions for
the chance that an element of a finite group of Lie type is regular semisimple. It may be possible
to read the q → ∞ limit off of his results.

57



Chapter 4

The Unitary Groups

4.1 Chapter Overview

Section 4.2 describes Wall’s work on the conjugacy classes of the finite unitary groups [61]. Section
4.3 studies polynomials invariant under an involution .̃ This leads to a cycle index for the unitary
groups. Section 4.4 uses the unitary groups to define measures on partitions and shows that these
measures are a special case of measures defined in Chapter 2. Sections 4.5 and 4.7 examine some
aspects of the shapes of partitions under these measures, such as the distribution of the size and
number of parts. Sections 4.6 and 4.8 use the cycle index of Section 4.3 to study the number of
Jordan blocks and average order of an element of U(n, q) respectively. The results of these sections
are an indication that the analogs of the theorems of Stong, Hansen, Goh, Schmutz, and their
co-workers described in Sections 1.2 and 3.2 carry over to the other classical groups.

4.2 Conjugacy Classes in the Unitary Groups

The unitary group U(n, q) (characteristic 2 is allowed in this chapter) can be defined as the subgroup
of GL(n, q2) preserving a non-degenerate skew-linear form. Recall that a skew-linear form on an n
dimensional vector space V over Fq2 is a bilinear map <,>: V × V → Fq2 such that < x⃗, y⃗ >=<
y⃗, x⃗ >q (raising to the qth power is an involution in a field of order q2). One such form is given by
< x⃗, y⃗ >=

∑n
i=1 xiy

q
i . It is known (page 7 of Carter [7]) that any two non-degenerate skew-linear

forms are equivalent, so that U(n, q) is unique up to isomorphism. From Wall [61], the order of
U(n, q) is:

q(
n
2)

n∏
i=1

(qi − (−1)i)

Given a polynomial ϕ with coefficients in Fq2 and non vanishing constant term, define a poly-

nomial ϕ̃ by:

ϕ̃ =
zmϕϕq(1z )

[ϕ(0)]q

where ϕq raises each coefficient of ϕ to the qth power. Writing this out, a polynomial ϕ(z) =
zmϕ + αmϕ−1z

mϕ−1 + · · · + α1z + α0 with α0 ̸= 0 is sent to ϕ̃(z) = zmϕ + (α1
α0
)qzmϕ−1 + · · · +

(
αmϕ−1

α0
)qz + ( 1

α0
)q.

58



Wall [61] proves that the conjugacy classes of the unitary group correspond to the following
combinatorial data. As was the case with GL(n, q2), an element α ∈ U(n, q) associates to each
monic, non-constant, irreducible polynomial ϕ over Fq2 a partition λϕ of some non-negative integer
|λϕ| by means of rational canonical form. The restrictions necessary for the data λϕ to represent a
conjugacy class are:

1. |λz| = 0

2. λϕ = λϕ̃

3.
∑

ϕ |λϕ|mϕ = n

Recall that mi(λ) denotes the number of parts of λ of size i. Wall computed the size of a
conjugacy class corresponding to the data λϕ as:

|U(n, q)|∏
ϕB(ϕ)

where

A(ϕi) = |U(mi(λϕ), q
mλ)| if ϕ = ϕ̃

= |GL(mi(λϕ), q
2mλ)|

1
2 if ϕ ̸= ϕ̃

and

B(ϕ) = q2mϕ[
∑

h<i
hmh(λϕ)mi(λϕ)+

1
2

∑
i
(i−1)mi(λϕ)

2]
∏
i

A(ϕi).

As an example of this formula, consider the set of unitary transvections, namely determinant
1 elements of U(n, q) whose pointwise fixed space is n − 1 dimensional. We will count unitary
transvections directly and then check the answer with the class size formula. Let V be the vector
space over the field Fq2 on which U(n, q) acts. As is explained on page 69 of Dieudonne [14], a
unitary transvection τ has the form:

τ(x⃗) = x⃗+ λ < x⃗, a⃗ > a⃗

where λ ∈ Fq2 is non-0, satisfying λq = −λ and a⃗ ∈ V is a non-0 isotropic vector (i.e. < a⃗, a⃗ >=
0). Arguing as on page 145 of Artin [3] (which counts isotropic vectors for the orthogonal case),
one can prove inductively that the number of isotropic vectors in V is (qn − 1)(qn−1 + 1) + 1 if
n is even and (qn + 1)(qn−1 − 1) + 1 if n is odd. The number of isotropic directions in V (i.e. a
non-0 isotropic vector in V up to scaling) is 1

q2−1
times the number of non-0 isotropic vectors in

V . One checks that there are q− 1 unitary transvections in each isotropic direction and hence that
the number of unitary transvections in U(n, q) is:

(qn − (−1)n)(qn−1 − (−1)n−1)

q + 1

This checks with the class size formula. To see this, note that Lemma 11 (which says that the
dimension of the fixed space of α is the number of parts of λz−1(α)) implies that α ∈ U(n, q) is a
unitary transvection exactly when λz−1(α) = (2, 1n−2) and |λϕ(α)| = 0 for ϕ ̸= z − 1. Thus the
unitary transvections form a single conjugacy class of size:

|U(n, q)|
q2n−3|U(n− 2, q)||U(1, q)|

=
(qn − (−1)n)(qn−1 − (−1)n−1)

q + 1
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4.3 The Cycle Index for the Unitary Groups

This section develops a cycle index for the finite unitary groups. In analogy with the general linear
groups define a cycle index for the unitary groups by:

1 +
∞∑
n=1

ZU(n,q)u
n

where

ZU(n,q) =
1

|U(n, q)|
∑

α∈U(n,q)

∏
ϕ ̸=z

xϕ,λϕ(α)

Theorem 30 gives a factorization theorem for this cycle index in terms of quantities for GL (so
that some of the results obtained in Chapter 2 can be carried over for free). For this and future
use throughout this chapter, it is desirable to count the number of ϕ of a given degree invariant
under .̃

Lemma 18 ϕ̃1ϕ2 = ϕ̃1ϕ̃2.

Proof: From the definition of the involution ,̃ the lemma reduces to the observation that (ϕ1ϕ2)
q =

(ϕq1)(ϕ
q
2), where

q is the map which raises each coefficient of a polynomial to the qth power. 2

Let Ĩm,q2 be the number of monic, irreducible polynomials ϕ of degree m over Fq2 such that

ϕ = ϕ̃.

Theorem 29 Ĩm,q2 = 0 if m is even and Ĩm,q2 = 1
m

∑
d|m µ(d)(q

m
d + 1) if m is odd.

Proof: Let Mm be the number of monic degree m polynomials (not necessarily irreducible) and
let M̃m be the number of monic degree m polynomials ϕ (not necessarily irreducible) such that
ϕ(0) ̸= 0 and ϕ = ϕ̃. Define A(t) = 1 +

∑∞
m=1Mmt

m and B(t) = 1 +
∑∞

m=1 M̃mt
m. Note that

A(t) = 1
1−q2t

because Mm = q2m. Wall [61] observes that B(t) = 1+t
1−qt (this follows from the fact

that M̃m = qm + qm−1, which is clear from the explicit description of the definition of ϕ̃ given in
Section 4.2).

The fact that the involution˜preserves degree gives the following equation (where as usual all
polynomials in the products are irreducible):

A(t) =
1

1− t

∏
ϕ ̸=z,ϕ=ϕ̃

(1 +
∞∑
n=1

tnmϕ)
∏

{ϕ,ϕ̃},ϕ ̸=ϕ̃

(1 +
∞∑
n=1

tnmϕ)2

Lemma 18 implies that a polynomial invariant under˜is a product of terms ϕ where ϕ = ϕ̃ and
ϕϕ̃ where ϕ ̸= ϕ̃. This gives the equation:

B(t) =
∏

ϕ ̸=z,ϕ=ϕ̃

(1 +
∞∑
n=1

tnmϕ)
∏

{ϕ,ϕ̃},ϕ ̸=ϕ̃

(1 +
∞∑
n=1

t2nmϕ)

These equations give:
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B(t)2

A(t2)
= (1− t2)

∏∞
m=0(1 +

∑∞
n=1 t

mn)2Ĩm,q2∏∞
m=0(1 +

∑∞
n=1 t

2mn)Ĩm,q2

= (1− t2)
∞∏

m=0

(1− t2m)Ĩm,q2

(1− tm)2Ĩm,q2

= (1− t2)
∞∏

m=0

(
1 + tm

1− tm
)Ĩm,q2

Combining this with the explicit expressions for A(t) and B(t) given above shows that:

∞∏
m=0

(
1 + tm

1− tm
)Ĩm,q2 = (

1 + t

1− t
)(
1 + qt

1− qt
)

Take logarithms of both sides of this equation, using the expansions log(1+x) = x− x2

2 + x3

3 +· · ·
and log(1− x) = −x− x2

2 − x3

3 + · · ·.
The left-hand side becomes:

∞∑
m=0

2Ĩm,q2(t
m +

t3m

3
+
t5m

5
+ · · ·)

The right-hand becomes:

∑
m odd

2(
1 + qm

m
)tm

Comparing coefficients of tm shows that Ĩm,q2 = 0 for m even and that
∑

d|m 2Ĩd,q2
d
m = 2(1+qm

m )

for m odd. Moebius inversion proves that Ĩm,q2 = 1
m

∑
d|m µ(d)(1 + q

m
d ) if m is odd. 2

Next, it will be proved that the cycle index of the unitary groups factors. (One can prove
a factorization theorem without Theorem 29, but Theorem 29 is necessary to get an expression
in terms of quantities related to GL). The quantities cGL,ϕ,q and their various rewritings were
considered in Section 3.3.

Theorem 30 Let:

ZU(n,q) =
1

|U(n, q)|
∑

α∈U(n,q)

∏
ϕ ̸=z

xϕ,λϕ(α)

Then:

1 +
∞∑
n=1

ZU(n,q)u
n =

∏
ϕ ̸=z,ϕ=ϕ̃

[
∑
λ

xϕ,λ
(−u)|λ|mϕ

cGL,z−1,−(q
mϕ )(λ)

]
∏

{ϕ,ϕ̃},ϕ ̸=ϕ̃

[
∑
λ

xϕ,λxϕ̃,λ
u2|λ|mϕ

c
GL,z−1,q

2mϕ (λ)
]

Proof: The theorem follows from Wall’s description and formula for conjugacy class sizes in the
unitary group (Section 4.2), provided that one can prove that for all ϕ = ϕ̃,
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u|λϕ|

q2mϕ[
∑

h<i
hmh(λϕ)mi(λϕ)+

1
2

∑
i
(i−1)mi(λϕ)2]∏

i |U(mi(λϕ), q
mϕ)|

=
(−u)|λϕ|

(−q)2mϕ[
∑

h<i
hmh(λϕ)mi(λϕ)+

1
2

∑
i
(i−1)mi(λϕ)2]∏

i |GL(mi(λϕ), (−q)mϕ)|

The formulas for |GL(n, q)| and |U(n, q)| show that |GL(n,−q)| = (−1)n|U(n, q)|.
The proof of the desired equation boils down to keeping track of powers of −1 and using the

fact from Theorem 29 that if ϕ = ϕ̃, then ϕ has odd degree. With a little more detail,

|λϕ|+mϕ[
∑
i

(i− 1)mi(λϕ)
2] +mϕ[

∑
i

mi(λϕ)] = |λϕ|+
∑
i

(i− 1)mi(λϕ)
2 +mi(λϕ) (mod 2)

= |λϕ|+
∑
i

imi(λϕ) (mod 2)

= 2|λϕ| (mod 2)

= 0 (mod 2)

2

The corresponding result for the groups GL in Section 3.9 and Theorem 30 show that setting

xϕ,λ = x
|λ|
mϕ in the cycle index for the unitary groups gives the factorization:

∞∏
m=1
m odd

∞∏
i=1

(
1

1 + (−1)i( um

qim
)xm

)Ĩm,q2

∞∏
m=1

∞∏
i=1

(
1

1− ( u2m

q2im
)x2m

)
I
m,q2

−Ĩ
m,q2

2

This implies the following fact.

Corollary 7 Regard all polynomials of the same degree m as equivalent (i.e. set xϕ,λ = x
|λ|
mϕ in the

cycle index of the unitary groups). Then letting q → ∞ gives:∏
m odd

e
xmum

m

∞∏
m=1

e
(xm)2u2m

2m

It would be interesting to interpret Corollary 7 using the cycle index of the hyperoctahedral
group Bn, which is the Weyl group of U(n, q). Note that Theorem 28 does not apply since the
unitary groups are not Chevalley.

4.4 Connection with the Hall-Littlewood Measures

Theorem 31 connects the finite unitary groups with the measures of Chapter 2.

Theorem 31

1 +
∞∑
n=1

ZU(n,q)u
n =

∏
ϕ ̸=z,ϕ=ϕ̃

∑
λ xϕ,λP (−u)

mϕ

(−q)
imϕ

, 1

(−q)
(i−1)mϕ

,0, 1

(−q)
mϕ

(λ)

∏∞
r=1(1−

(−u)
mϕ

q
rmϕ )

∏
{ϕ,ϕ̃},ϕ ̸=ϕ̃

∑
λ xϕ,λxϕ̃,λP u

2mϕ

q
2imϕ

, 1

q
2(i−1)mϕ

,0, 1

q
2mϕ

(λ)

∏∞
r=1(1− u

2mϕ

q
2rmϕ

)
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(1− u)[1 +
∞∑
n=1

ZU(n,q)u
n] =

∏
ϕ ̸=z,ϕ=ϕ̃

∑
λ

xϕ,λP (−u)
mϕ

(−q)
imϕ

, 1

(−q)
(i−1)mϕ

,0, 1

(−q)
mϕ

(λ)

∏
{ϕ,ϕ̃},ϕ ̸=ϕ̃

∑
λ

xϕ,λxϕ̃,λP u
2mϕ

q
2imϕ

, 1

q
2(i−1)mϕ

,0, 1

q
2mϕ

(λ)

Proof: This follows by arguing as in Theorem 10 for the unitary groups. 2

The following remarks are important.

1. There is a probabilistic interpretation for the tower U(n, q) as there was for the towerGL(n, q).
For 0 < u < 1, pick an integer randomly so that the chance of getting n is (1 − u)un. Then
choose an element of U(n, q) uniformly. If ϕ = ϕ̃, then the random variable λϕ has distribution
P (−u)

mϕ

(−q)
imϕ

, 1

(−q)
(i−1)mϕ

,0, 1

(−q)
mϕ

. If ϕ ̸= ϕ̃, then λϕ = λϕ̃ have distribution P
u
2mϕ

q
2imϕ

, 1

q
2(i−1)mϕ

,0, 1

q
2mϕ

.

These random variables are independent and as with GL, the case u = 1 corresponds to the
n→ ∞ limit.

2. The Young Tableau Algorithm of Section 2.7 does not carry over to unitary case if ϕ = ϕ̃, since
then some of the “probabilities” involved are negative. The description in terms of weights on
the Young lattice in Corollary 3 of Section 2.8, however, does extend to the unitary groups.
The weight formula should be altered as follows. In the case ϕ = ϕ̃ one replaces the variables
(u, q) by (−u,−q), and in the case ϕ ̸= ϕ̃ one replaces the variables (u, q) by (u2, q2).

4.5 The Size of the Partitions

This section proves Steinberg’s count of unipotent elements in U(n, q) using the cycle index for the
unitary groups and the probabilistic algorithms of Chapter 2. Recall that Steinberg’s theorem says
that the number of unipotent elements is the square of the order of a p-Sylow. The order of U(n, q)

is q(
n
2)
∏n

i=1(q
i − (−1)i) and its p-Sylow has size q(

n
2).

Theorem 32 The number of unipotent elements of U(n, q) is qn(n−1).

Proof: Any unipotent α has |λϕ(α)| = 0 if ϕ ̸= z− 1. Setting xϕ,λ = 1 for ϕ = z− 1, and xϕ,λ = 0
for all other ϕ in the first equation of Theorem 31 and using Lemma 5 shows that the number of
unipotent elements in U(n, q) is:

|U(n, q)|[un]
∑
λ

P −u

(−q)i
, 1

(−q)(i−1)
,0, 1

−q
(λ)∏∞

r=1(1− −u
(−q)r )

= |U(n, q)|[un]
∞∏
r=1

(
1

1− (−u)
(−q)r

)

= qn(n−1)

2

A similar argument using the cycle index and the remark after Theorem 31 proves the following
more general assertion.
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Theorem 33 Let ϕ be a monic polynomial of degree n which factors into irreducibles as ϕ =∏
i ϕ

ji
i

∏
i′ [ϕi′ ϕ̃i′ ]

ji′ , where ϕi = ϕ̃i and ϕi′ ̸= ϕ̃i′. Then the number of elements of U(n, q) with
characteristic polynomial ϕ is:

|U(n, q)|
∏
i

qmϕi
ji(ji−1)

|U(ji, q
mϕi )|

∏
i′

q
2mϕi′

ji′ (ji′−1)

|GL(ji′ , q2mϕi′ )|

4.6 Counting Jordan Blocks

As in Section 3.5, let Xn(α) be the number of irreducible polynomials counted with multiplicity
occurring in the Jordan canonical form of α ∈ U(n, q). Lemma 19 gives a generating function for
Xn(α).

Lemma 19

∞∑
n=0

(1− u)un
∑

α∈U(n,q)

xXn(α) =
∞∏

m=1
m odd

∞∏
i=1

(
1 + (−1)i( um

qim
)

1 + (−1)i( um

qim
)x

)Ĩm,q2

∞∏
m=1

∞∏
i=1

(
1− ( u2m

q2im
)

1− ( u2m

q2im
)x2

)
I
m,q2

−Ĩ
m,q2

2

Proof: The proof is as in Lemma 10 of Section 3.5. 2

With Lemma 19, the mean of Xn is easy to compute.

Theorem 34 EXn = 3
2 log(n) + O(1), where the expectation is taken over the group U(n, q) with

q fixed.

Proof: Differentiating both sides of the generating function of Lemma 19 with respect to x and
setting x = 1 gives:

EXn = [un]
1

1− u
[

∞∑
m=1
m odd

Ĩm,q2

∞∑
i=1

∞∑
l=1

(−1)(i+1)(l+1) u
ml

qiml
] + [

∞∑
m=1

(Im,q2 − Ĩm,q2)
∞∑
i=1

∞∑
l=1

u2ml

q2iml
]

= [
n∑

r=1

∑
m|r

m odd

Ĩm,q2

∞∑
i=1

(−1)(i+1)( r
m
+1) 1

qri
] + [

n∑
r=1

r even

∑
m| r

2

(Im,q2 − Ĩm,q2)
∞∑
i=1

1

qri
]

Recall from Theorem 29 that Ĩm,q2 = qm

m +O(q
m
2 ) for m odd. We also know that Im,q2 = q2m

m +
O(qm). Thus the dominant contribution from the first bracketed term comes from m = r, i = 1, l =
1, and the dominant contribution from the second bracketed term comes from m = r

2 , i = 1, l = 1.
Therefore,

EXn = [
n∑

r=1
r odd

1

r
+O(1)] + [

n∑
r=1

r even

1
r
2

+O(1)]

=
n∑

r=1

1

r
+

1

2

n
2∑

r=1

1

r
+O(1)

=
3

2
log(n) +O(1)

2

It should be possible to use the generating function of Theorem 19 to find the variance of the
random variable Xn and prove that it is asymptotically normal in the n→ ∞ limit.
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4.7 The Number of Parts in the Partitions

Let PU,n(k, q) be the probability that an element of U(n, q) has a k dimensional fixed space, and
let PU,∞(k, q) be the n → ∞ limit of PU,n(k, q). A probabilistic proof is now given for the Rud-
valis/Shinoda formulas for PU,n(k, q) and PU,∞(k, q) [51]. It is worth remarking that the crucial
ingredient in this proof is the Young Tableau Algorithm of Section 2.7.

Theorem 35 1. PU,n(k, q) =
1

|U(k,q)|
∑n−k

i=0
(−1)i(−q)(

i
2)

(−q)ki|U(i,q)|

2. PU,∞(k, q) = [
∏∞

r=0(
1

1+ 1
q2r+1

)]
( 1
q
)k

2

(1− 1
q2

)···(1− 1

q2k
)

Proof: Using Lemma 11, Theorem 7 with x = 1, Theorem 31, and Lemma 5 with u replaced by
−u(−q)−k, the chance that an element of U(n, q) has a k dimensional fix space is:

[un]
1

1− u

∑
λ:λ′

1=k

P −u

(−q)i
, 1

(−q)i−1 ,0,
1
−q

(λ) = [un]
(−u)k

∏∞
r=1(1− −u

(−q)k+r )

(1− u)|GL(k,−q)|

=
1

|U(k, q)|
[un−k]

1

1− u

∞∑
i=0

(−1)i(−u(−q)−k)i

((−q)i − 1) · · · (−q − 1)

=
1

|U(k, q)|

n−k∑
i=0

(−1)i(−q)(
i
2)

(−q)ki|U(i, q)|

For the second part of the theorem use Corollary 5 of Chapter 3 and Theorem 7 of Chapter 2
with x = 1 and u = −1 to conclude that:

PU,∞(k, q) =
∑

λ:λ′
1=k

P 1

(−q)i
, 1

(−q)i−1 ,0,
1
−q

(λ)

=

∏∞
r=k+1(1− −1

(−q)r )

|U(k, q)|

= [
∞∏
r=1

(1− 1

(−q)r
)]

(1q )
k2∏k

s=1(1 +
1

(−q)s )(1−
1

(−q)s )

= [
∞∏
r=1

(1− 1

(−q)r
)]

(1q )
k2

(1− 1
q2
) · · · (1− 1

q2k
)

= [
∞∏
r=0

(
1

1 + 1
q2r+1

)]
(1q )

k2

(1− 1
q2
) · · · (1− 1

q2k
)

(the last equality follows from the well known fact–e.g. page 277 of Hardy and Wright [31]–that
the number of partitions of n into distinct parts is the same as the number of partitions of n into
odd parts). 2

The next result is analogous to Theorem 16. Only the unipotent case is discussed, although
other polynomials can be treated by the remark after Theorem 31.
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Theorem 36 1. The chance that α ∈ U(n, q) has λz−1(α) with k parts and size j is:

1

|U(k, q)|

∏j−1
i=1 (1− 1

(−q)i
)

q(j−k)
∏k−1

i=1 (1− 1
(−q)i

)
∏j−k

i=1 (1− 1
(−q)i

)

n−j∑
i=0

(−1)i

(qi − (−1)i) · · · (q + 1)

2. The n→ ∞ limit of the chance that α ∈ U(n, q) has λz−1(α) with k parts and size j is:

∏∞
r=1(1− −1

(−q)r )

|U(k, q)|

∏j−1
i=1 (1− 1

(−q)i
)

q(j−k)
∏k−1

i=1 (1− 1
(−q)i

)
∏j−k

i=1 (1− 1
(−q)i

)

Proof: The cycle index for the unitary groups, Theorem 7, and Lemma 12 show that the proba-
bility of part 1 is equal to:

[unxj ]
1

1− u

(−ux)k

|GL(k,−q)|

∏∞
r=1(1− −u

(−q)r )∏k
r=1(1− −ux

(−q)r )

=
1

|U(k, q)|

n∑
i=k

[ui−kxj−k]

∏∞
r=1(1− −u

(−q)r )∏k
r=1(1− −ux

(−q)r )

=
1

|U(k, q)|
[(ux)j−k]

1∏k
r=1(1− −ux

(−q)r )

n∑
i=k

[ui−j ]
∞∏
r=1

(1− −u
(−q)r

)

=
1

|U(k, q)|

∏j−1
i=1 (1− 1

(−q)i
)

q(j−k)
∏k−1

i=1 (1− 1
(−q)i

)
∏j−k

i=1 (1− 1
(−q)i

)

n∑
i=j

[ui−j ]
∞∏
r=1

(1− −u
(−q)r

)

=
1

|U(k, q)|

∏j−1
i=1 (1− 1

(−q)i
)

q(j−k)
∏k−1

i=1 (1− 1
(−q)i

)
∏j−k

i=1 (1− 1
(−q)i

)

n−j∑
i=0

(−1)i

(qi − (−1)i) · · · (q + 1)

Part 2 follows from part 1 and Lemma 5.
2

Theorem 36 gives an interpretable consequence.

Corollary 8 The number of unipotent elements of U(n, q) with a k dimensional fixed space is:

|U(n, q)|
|U(k, q)|

∏n−1
i=1 (1− 1

(−q)i
)

q(n−k)
∏k−1

i=1 (1− 1
(−q)i

)
∏n−k

i=1 (1− 1
(−q)i

)

Proof: Use Lemma 11 and Theorem 36 with j = n. 2

We now consider the moments of the distribution of fixed vectors in the natural action of U(n, q)
on an n dimensional vector space V over Fq2 . This will make use of Witt’s Lemma, on page 81 of
Aschbacher [4].

Lemma 20 Let V be a unitary, symplectic, or orthogonal space. Let U and W be subspaces of V
and suppose that α : U →W is an isometry. Then α extends to an isometry of V .
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Theorem 37 For n ≥ 2l, the lth moment of the distribution of fixed vectors in the natural action
of U(n, q) is equal to:

l∏
i=1

(q2i−1 + 1)

Proof: It will first be shown that for n ≥ 2l, these moments are independent of n. By Lemma
2 (Burnside), the lth moment of the distribution of fixed vectors in the natural action of U(n, q)
is equal to the number of orbits of the action of U(n, q) on the product of l copies of V , an n
dimensional vector space over Fq2 . Let (v1, · · · , vl) be a representative of an orbit, and let di be the
dimension of the span of {v1, · · · , vi}. It is clear that two invariants of an orbit are the sequence
d1, · · · , dl and the l ∗ l inner product matrix (< vi, vj >). Lemma 20 (Witt) implies that two orbits
with the same invariants are equal.

We claim that for n ≥ 2l, all sequences d1, · · · , dl such that di+1 ≤ di + 1 arise, and that all
matrices (Mi,j) satisfying Mi,j ∈ Fq2 and Mi,j =M q

j,i (also called Hermitian matrices) are possible
inner product matrices. We prove this claim for the hardest case n = 2l (the n > 2l case follows by
adding an identity block to the matrixM ′ to be constructed). Note that this claim implies that the
lth moments of the distribution of fixed vectors in the natural action of U(n, q) are independent
of n for n ≥ 2l. To prove the claim, it suffices to show that given an l ∗ l Hermitian inner product
matrix M , there exists a set of linearly independent vectors v1, · · · , vl in V with inner product
matrixM . So on a vector spaceW with the same dimension as V define a Hermitian inner product
matrix M ′ which in block form is: (

0l Il
Il M

)

Clearly det(M ′) ̸= 0. It is known from Chapter 1 of Carter [7] that there is essentially one non-
degenerate Hermitian scalar product on an n dimensional vector space, which implies that there
is an isometry between V and W . This proves that the lth moment is independent of n provided
that n ≥ 2l.

It thus suffices to compute the moments for the n→ ∞ limit. By part 2 of Theorem 35 the lth
moment is Ml(x) where:

Ml(x)
∞∏
i=0

(1 + x2i+1) =
∞∑
k=0

xk
2

x2kl(1− x2) · · · (1− x2k)

and x = 1
q . So the theorem will be proved when it is shown that Ml(x) satisfies M0 = 1,

Ml =Ml−1(1 +
1

x2l−1 ). M0 = 1 since it is the sum of the probabilities of a measure.
The coefficient of xr in the kth summand on right hand side is |Sk|, where Sk is the set of

symmetric partitions of r + 2lk such that the Durfee square (the largest square contained in the
diagram of the partition) is of size k ∗ k. This is because a term (1− x2k) in the denominator can
be viewed as contributing multiples of k to each side of the Durfee square. Let Ak be the subset of
Sk whose k + 1 row has size k. As is seen by deleting the k + 1st rows and columns in a partition
in S, |Ak| is equal to the number of symmetric partitions of r + 2(l − 1)k whose Durfee square is
of size k ∗ k. Thus

∑
k |Ak| = [xr]Ml−1

∏∞
i=0(1 + x2i+1).

Let Bk = Sk −Ak. Then:

∑
k

|Bk| =
∞∑
k=1

[xr+2lk]
xk

2

(1− x2) · · · (1− x2k−2)
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=
∞∑
k=1

[xr]
1

x2l−1

x(k−1)2

x2(k−1)(l−1)(1− x2) · · · (1− x2k−2)

=
∞∑
k=0

[xr]
1

x2l−1

xk
2

x2k(l−1)(1− x2) · · · (1− x2k)

= [xr]
1

x2l−1
Ml−1

∞∏
i=0

(1 + x2i+1)

The result follows since |Sk| = |Ak|+ |Bk| for all k. 2

There is more work to be done here. It should be easy to give total variation bounds between
the distributions of PU,n(k, q) and PU,∞(k, q) by the same technique as in Theorem 20. It would
also be desirable to have a representation theoretic proof of Theorem 37 (see Theorem 19 for a
discussion of why this is plausible).

4.8 Average Order of an Element of U(n, q)

Let vGL,n be the average over GL(n, q) of the order of an element of GL(n, q) (recall that the order
of g in a group G is the smallest n such that gn is the identity). Stong [57] shows that for fixed
q and growing n, log(vGL,n) = nlog(q) − log(n) + o(log(n)). Let vU,n be the average over U(n, q)
of the order of an element of U(n, q). In this section it is shown that for fixed q and growing n,
log(vU,n) ≥ nlog(q) − log(n) + o(log(n)). Presumably Stong’s techniques carry over to prove that
this lower bound is an upper bound as well.

Let Φ(n) denote the number of i between 1 and n inclusive, which are relatively prime to n.
From basic field theory the roots of an irreducible polynomial ϕ of degree n over Fq2 are an

orbit of some β in a degree n extension over Fq2 under the Frobenius map x→ xq
2
. The next two

lemmas are useful.

Lemma 21 Let L be a degree n extension of Fq2, where n is odd. Then an element β of order
qn + 1 in the multiplicative group of L corresponds to an irreducible polynomial ϕ of degree n such
that ϕ = ϕ̃.

Proof: First note that the irreducible polynomial ϕ which β gives rise to has degree n. Indeed,
suppose that β lies in some proper subfield K of L. Let c be the extension degree of K over Fq2 .
Then qn + 1|q2c − 1 and c < n. However c|n, since L contains K. This is a contradiction.

Next, we show that ϕ = ϕ̃. Lemma 18 implies that the roots of ϕ̃ are ( 1β )
q2i+1

where 0 ≤ i ≤ n−1.

Taking i = n−1
2 shows that β is a root of ϕ̃, so that ϕ = ϕ̃. 2

Lemma 22 Let L be a degree n extension of Fq2, where n is even. Then an element β of order
qn − 1 in the multiplicative group of L corresponds to an irreducible polynomial ϕ of degree n

2 such

that ϕ ̸= ϕ̃.

Proof: Since the order of β is qn − 1, the smallest extension of Fq2 containing β is of degree n
2 .

Thus the irreducible polynomial ϕ which β gives rise to has degree n
2 .

Suppose to the contrary that ϕ = ϕ̃. Then β = ( 1β )
q2i+1

for some i between 0 and n
2 − 1. Thus

the order of β divides qc+1 for some c between 1 and n−1. This is a contradiction, so that ϕ ̸= ϕ̃.
2
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Theorem 38 For fixed q and growing n, log(vU,n) ≥ nlog(q)− log(n) + o(log(n)).

Proof: If n is odd, then there are Φ(qn+1)
n irreducible polynomials ϕ of degree n such that ϕ = ϕ̃

and the associated β has order qn +1. This follows from Lemma 21 and the fact that the elements
of order qn+1 in L are precisely the Φ(qn+1) generators of the unique order qn+1 cyclic subgroup
of the multiplicative group of L.

Any α with such a ϕ as its characteristic polynomial has order qn + 1 and by Theorem 33, the
number of unitary matrices with such a characteristic polynomial ϕ is:

|U(n, q)|
qn + 1

Thus for n odd, vn ≥ Φ(qn+1)
n . From Stong [57] log(Φ(N)) = log(N) +O(log(log(N))), so that

log(vn) ≥ nlog(q)− log(n) +O(log(log(n))).

Suppose that n is even. By Lemma 22 there are Φ(qn−1)
n
2

polynomials ϕ of degree n
2 such that

ϕ ̸= ϕ̃ and the associated β has order qn − 1. Thus there are Φ(qn−1)
n such pairs ϕϕ̃. Any α with

ϕϕ̃ as its characteristic polynomial has order qn − 1 and by Theorem 33, the number of unitary
matrices with such a characteristic polynomial is:

|U(n, q)|
qn − 1

So the result follows as in the case of n odd. 2
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Chapter 5

The Symplectic Groups

5.1 Chapter Overview

Section 5.2 describes Wall’s results on the conjugacy classes of the finite symplectic groups [61].
Section 5.3 studies polynomials invariant under an involution ¯ . From this a cycle index for the
symplectic groups emerges. Section 5.3 also uses the symplectic groups to define measures on
partitions, and for all polynomials other than ϕ = z ± 1 relates these measures to the measures of
Chapter 2. Sections 5.4 and 5.6 focus on the more elusive case ϕ = z ± 1 and study the size and
number of parts of the corresponding random symplectic signed partitions. Sections 5.5 and 5.7
use the cycle index of Section 5.3 to obtain results on the number of Jordan blocks and average
order of an element of Sp(2n, q).

5.2 Conjugacy Classes in the Symplectic Groups

In this chapter it is assumed that the characteristic of Fq is not equal to 2. The symplectic group
Sp(2n, q) can be defined as the subgroup of GL(2n, q) preserving a non-degenerate alternating form
on Fq. Recall that an alternating form on a 2n dimensional vector space V over Fq is a bilinear
map <,>: V × V → Fq such that < x⃗, y⃗ >= − < y⃗, x⃗ > (alternating forms do not exist in odd
dimension). One such form is given by < x⃗, y⃗ >=

∑n
i=1(x2i−1y2i − x2iy2i−1). As is explained in

Chapter 1 of Carter [7], there is only one such form up to equivalence, so Sp(2n, q) is unique up to
isomorphism. From Wall [61], the order of Sp(2n, q) is:

qn
2

n∏
i=1

(q2i − 1)

Given a a polynomial ϕ with coefficients in Fq and non vanishing constant term, define a
polynomial ϕ̄ by:

ϕ̄ =
zmϕϕq(1z )

[ϕ(0)]q

where ϕq raises each coefficient of ϕ to the qth power. Explicitly, a polynomial ϕ(z) = zmϕ +

αmϕ−1z
mϕ−1+· · ·+α1z+α0 with α0 ̸= 0 is sent to ϕ̄(z) = zmϕ+(α1

α0
)qzmϕ−1+· · ·+(

αmϕ−1

α0
)qz+( 1

α0
)q.

The notation ϕ̄ breaks from Wall [61], in which ϕ̃ was used, but these maps are different. Namely
˜is defined on polynomials with coefficients in Fq, but¯is defined on polynomials with coefficients
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in Fq2 . The distinction between the maps˜and¯is evident in the different statements of Theorems
29 and 39.

Wall [61] showed that a conjugacy class of Sp(2n, q) corresponds to the following data. To each
monic, non-constant, irreducible polynomial ϕ ̸= z±1 associate a partition λϕ of some non-negative
integer |λϕ|. To ϕ equal to z − 1 or z + 1 associate a symplectic signed partition λ±ϕ , by which

is meant a partition of some natural number |λ±ϕ | such that the odd parts have even multiplicity,
together with a choice of sign for the set of parts of size i for each even i > 0.

Example of a Symplectic Signed Partition

. . . . .

. . . . .
+ . . . .

. . .

. . .
− . .

. .

Here the + corresponds to the parts of size 4 and the − corresponds to the parts of size 2. This
data represents a conjugacy class of Sp(2n, q) if and only if:

1. |λz| = 0

2. λϕ = λϕ̄

3.
∑

ϕ=z±1 |λ±ϕ |+
∑

ϕ ̸=z±1 |λϕ|mϕ = 2n

Wall computed the size of a conjugacy class corresponding to this data as:

|Sp(2n, q)|∏
ϕB(ϕ)

where

B(ϕ) = q[
∑

h<i
hmh(λ

±
ϕ
)mi(λ

±
ϕ
)+ 1

2

∑
i
(i−1)mi(λ

±
ϕ
)2]
∏
i

A(ϕ±,i) if ϕ = z ± 1

B(ϕ) = qmϕ[
∑

h<i
hmh(λϕ)mi(λϕ)+

1
2

∑
i
(i−1)mi(λϕ)

2]
∏
i

A(ϕi) if ϕ ̸= z ± 1

and

A(ϕ±,i) = |Sp(mi(λ
±
ϕ ), q)| if i = 1 (mod 2)

= q
mi(λ

±
ϕ

)

2 |O(mi(λ
±
ϕ ), q)| if i = 0 (mod 2)

A(ϕi) = |U(mi(λϕ), q
mλ
2 )| if ϕ = ϕ̄

= |GL(mi(λϕ), q
mλ)|

1
2 if ϕ ̸= ϕ̄.
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Here O(mi(λϕ), q) is the orthogonal group with the same sign as the sign associated to the parts
of size i (see Chapter 6 for background on the orthogonal groups). The quantity B(ϕ) will also be
denoted by cSp,ϕ,q(λ

±).
As an example, consider the set of symplectic transvections, i.e. determinant 1 elements of

Sp(2n, q) whose pointwise fixed space is n− 1 dimensional. It is known (page 139 of Artin [3]) that
the symplectic transvections generate Sp(2n, q). We will count symplectic transvections directly
and then check the answer with Wall’s formula. Let V be the vector space over the field Fq2 on
which Sp(2n, q) acts. As is explained on pages 9-10 of Dieudonne [14], a symplectic transvection τ
has the form:

τ(x⃗) = x⃗+ λ < x⃗, a⃗ > a⃗

where λ ∈ Fq is non-0 and a⃗ ̸= 0. There are q2n−1
q−1 lines in V . For any µ ∈ Fq with µ ̸= 0,

replacing a⃗ by µa⃗ and λ by λ
µ2 gives the same transvection τ . Thus there are q − 1 symplectic

transvections along each line and hence a total of q2n − 1 symplectic transvections.

These symplectic transvections split into two conjugacy classes of size q2n−1
2 . To see this, note

that Lemma 11 (which says that the dimension of the fixed space of α is the number of parts of
λ±z−1(α)) implies that an element of Sp(2n, q) is a symplectic transvection if and only if λz−1(α) is
(+2, 1n−2) or (−2, 1n−2) and |λϕ| = 0 for ϕ ̸= z− 1. By Wall’s class size formula, the sizes of these
conjugacy classes are:

|Sp(2n, q)|
q2n−

3
2 |Sp(2n− 2, q)|q

1
2 |O±(1, q)|

=
q2n − 1

2

for both conjugacy classes. This confirms that there are q2n − 1 symplectic transvections.

5.3 The Cycle Index for the Symplectic Groups

As with the general linear and unitary groups define:

ZSp(2n,q) =
1

|Sp(2n, q)|
∑

α∈Sp(2n,q)

∏
ϕ=z±1

xϕ,λ±
ϕ
(α)

∏
ϕ ̸=z,z±1

xϕ,λϕ(α)

Theorem 40 will prove that this cycle index factors. For this Theorem 39, which counts poly-
nomials invariant under the involution ,̄ is essential. Let Īm,q be the number of monic irreducible
polynomials ϕ of degree m with coefficients in Fq such that ϕ = ϕ̄.

Lemma 23 ϕ1ϕ2 = ϕ̄1ϕ̄2.

Proof: From the definition of the involution ,̄ the lemma reduces to the observation that (ϕ1ϕ2)
q =

(ϕq1)(ϕ
q
2), where

q is the map which raises each coefficient of a polynomial to the qth power. 2

Theorem 39 1. Ī1,q = 2 and the two degree 1 polynomials such that ϕ = ϕ̄ are z ± 1.

2. If m ̸= 1 is odd, then Īm,q = 0.

3. If m = 2rm0 is even, with m0 odd, then Īm,q =
1
m

∑
d|m0

µ(d)(q
m
2d − 1).
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Proof: The method of proof is essentially the same as that used for the unitary groups in Theorem
29. Let Mm be the number of monic degree m polynomials (not necessarily irreducible) over Fq

and let M̄m be the number of monic degree m polynomials ϕ (not necessarily irreducible) over Fq

such that ϕ(0) ̸= 0 and ϕ = ϕ̄. Define A(t) = 1 +
∑∞

m=1Mmt
m and B(t) = 1 +

∑∞
m=1 M̄mt

m. Note

that A(t) = 1
1−qt because Mm = qm. On page 37 of Wall [61] it is noted that B(t) = (1+t)2

1−qt2
(this

follows from the explicit description of the definition of ϕ̄ given in Section 5.2).
Arguing exactly as for the unitary group in Theorem 29 gives:

B(t)2

A(t2)
= (1− t2)

∞∏
m=0

(
1 + tm

1− tm
)Īm,q

Combining this with the explicit expressions for A(t) and B(t) given above yields:

∞∏
m=0

(
1 + tm

1− tm
)Īm,q =

(1 + t)3

(1− t)(1− qt2)

Take logarithms of both sides of this equation, using the expansions log(1+x) = x− x2

2 + x3

3 +· · ·
and log(1− x) = −x− x2

2 − x3

3 + · · ·.
The left-hand side becomes:

∞∑
m=0

2Īm,q(t
m +

t3m

3
+
t5m

5
+ · · ·)

The right-hand side becomes:

4
∑

m odd

tm

m
+ 2

∑
m even

tm

m
(q

m
2 − 1)

Comparing coefficients of t shows that Ī1,q = 2. Since z − 1 and z + 1 satisfy ϕ = ϕ̄, these are
the two degree 1 polynomials satisfying ϕ = ϕ̄. The Īm,q are all non-negative and the odd degree
terms on the right-hand side have been accounted for. Thus Īm,q = 0 if m ̸= 1 is odd.

Now suppose that m is even and write m = 2rm0 where m0 is odd. The coefficient of tm on the
right-hand side is 2

m(q
m
2 − 1). The coefficient of tm in the left-hand side is

∑
k|m0

2 k
m0
Ī2rk,q. This

gives the relation: ∑
k|m0

kĪ2rk,q =
q2

r−1m0 − 1

2r

It is straightforward to check that on the lattice of odd integers with divisibility as the inclusion
relation, Moebius inversion holds in the sense that if F (n) =

∑
d|n f(d) for all odd n, then f(n) =∑

d|n µ(d)F (
n
d ) for all odd n. Fix r and define functions on the lattice of odd integers by Fr(n) =

q2
r−1n−1
2r and fr(n) = nĪ2rn,q. The theorem follows by Moebius inversion. 2

It can now be seen that the cycle index for the symplectic groups factors.

Theorem 40

1 +
∞∑
n=1

ZSp(2n,q)u
2n =

∏
ϕ=z±1

∑
λ±

xϕ,λ±
u|λ

±|

cSp,ϕ,q(λ±)

∏
ϕ=ϕ̄

ϕ ̸=z±1

∑
λ

xϕ,λ
(−(umϕ))|λ|

c
GL,z−1,−

√
q
mϕ

(λ)

∏
{ϕ,ϕ̄},ϕ ̸=ϕ̄

∑
λ

xϕ,λxϕ̄,λ
u2|λ|mϕ

cGL,z−1,q
mϕ (λ)
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Proof: Consider the coefficients of un on both sides when n is even. Their equality follows from
Wall’s formulas for conjugacy class sizes for the symplectic groups given in Section 5.2. We have
also made use of the following elementary fact:

u|λϕ|mϕ

q
mϕ
2

[2
∑

h<i
hmh(λϕ)mi(λϕ)+

∑
i
(i−1)mi(λϕ)2]∏

i |U(mi(λϕ), q
mϕ
2 )|

=
(−(umϕ))|λϕ|

(−(q
mϕ
2 ))[2

∑
h<i

hmh(λϕ)mi(λϕ)+
∑

i
(i−1)mi(λϕ)2]∏

i |GL(mi(λϕ),−(q
mϕ
2 ))|

which is true because |U(n, q)| = (−1)n|GL(n,−q)|.
Consider the coefficients of un on both sides when n is odd. The coefficient on the left-hand

side is 0. It thus suffices to show that only even powers of u appear in each term of the product
on the right-hand side of the factorization. This is clear for polynomials ϕ such that ϕ ̸= ϕ̄. It is
true for the polynomials z ± 1 because all odd parts in the associated signed partitions have even
multiplicity. Finally, Theorem 39 implies that all polynomials ϕ ̸= z± 1 such that ϕ = ϕ̄ have even
degree. So these polynomials contribute only even powers of u as well. 2

The symplectic groups can be used to define measures on partitions λϕ and symplectic signed
partitions λ±z±1 as follows. Fix u so that 0 < u < 1 and pick the dimension with probability of
dimension 2n equal to (1− u2)u2n. Then pick α uniformly in Sp(2n, q) and let λϕ and λ±z±1 be the
data corresponding to the conjugacy class of α.

The cycle index for the symplectic groups and the remarks in Section 3.3 give an understanding
of the partitions corresponding to the polynomials ϕ ̸= z ± 1. If ϕ ̸= z ± 1 and ϕ = ϕ̄, the random
variable λϕ has distribution P (−1)i−1u

mϕ

q

imϕ
2

,
(−1)i−1

q

(i−1)mϕ
2

,0, −1

q

mϕ
2

. If ϕ ̸= ϕ̄, then λϕ = λϕ̄ have distribution

P
u
2mϕ

q
imϕ

, 1

q
(i−1)mϕ

,0, 1

q
mϕ

. The distribution of the symplectic signed partitions λ±z±1 is more elusive and

future research should be focused here. The following two problems seem natural.

Problem Find a probabilistic algorithm for growing partitions (signed or dropping the signs)
corresponding to the polynomial z − 1 in the symplectic groups. This algorithm must be
consistent with the distributions of the size and number of parts of λz−1 (see Sections 5.4 and
5.6). Presumably, the algorithm proceeds by adding tiles which are 1 by 2 rectangles or 2 by
1 rectangles, but the rules seem hard to find.

Problem Find the correct analog of the Hall-Littlewood polynomials for the symplectic groups,
and understand their relationship, if any, to the probabilistic algorithm of the preceding
problem.

5.4 Size of the Partition Corresponding to z − 1

This section uses Steinberg’s count of unipotent elements (Theorem 11) and the cycle index for
the symplectic groups to study the size of the partition corresponding to the polynomial z − 1
under the measure defined in Section 5.3. Theorem 41 gives a generating function for the random
variable |λ±z−1|, proving that as in the case of the general linear groups, it is an infinite convolution
of geometrics.
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Theorem 41 For 0 < u < 1, pick an even integer with the probability of getting 2n equal to
(1 − u2)u2n. Then pick a uniform element α from Sp(2n, q). The probability generating function
in the variable x for the random variable |λ±z−1(α)| is:

∞∏
r=1

(1− u2

q2r−1 )

(1− (ux)2

q2r−1 )

Proof: First observe that:

∑
λ±

(ux)|λ
±|

cSp,z−1,q(λ±)
= 1 +

∞∑
j=1

(ux)jq2j
2

|Sp(2j, q)|

To prove this, count the number of unipotent elements in the group Sp(2j, q) in two ways. The
first way, using the cycle index for the symplectic groups gives:

|Sp(2j, q)|[(ux)2j ]
∑
λ±

(ux)|λ
±|

cSp,z−1,q(λ±)

The second way is to use Theorem 11 (Steinberg) which says that the number of unipotent
elements in Sp(2j, q) is q2j

2
. This proves the claim.

Rewriting using Lemma 5 gives:

∑
λ±

(ux)|λ
±|

cSp,z−1,q(λ±)
= 1 +

∞∑
j=1

(ux)jq2j
2

|Sp(2j, q)|

= 1 +
∞∑
j=1

(u2x2q)j(q2)(
j
2)

(q2j − 1) · · · (q2 − 1)

=
∞∏
r=1

1

(1− (ux)2

q2r−1 )

Taking the reciprocal of the cycle index and setting all the x variables equal to 1 gives:

1− u =
∏

ϕ=z±1

∞∏
r=1

(1− u2

q2r−1
)
∏
ϕ=ϕ̄

ϕ ̸=z±1

∞∏
r=1

(1− urmϕ

q
rmϕ
2

)
∏

{ϕ,ϕ̄},ϕ ̸=ϕ̄

∞∏
r=1

(1− u2rmϕ

qrmϕ
)

The theorem follows by multiplying this last equation by the equation in the statement of
Theorem 40 and then setting xz−1,λ± = x|λ

±|, xz+1,λ± = 1, and xϕ,λ = 1 for ϕ ̸= z ± 1. 2

The corresponding result for the groups GL in Section 3.9, Theorem 40, and Theorem 41 show

that setting xϕ,λ± = x
|λ±|
1 and xϕ,λ = x

|λ|
mϕ in the cycle index of Theorem 40 for the symplectic

groups gives the factorization:

∞∏
r=1

(
1

1− (ux1)2

q2r−1

)2
∞∏

m=1
m even

∞∏
r=1

(
1

1− (uxm)m

q
rm
2

)Īm,q

∞∏
m=1

∞∏
r=1

(
1

1− (uxm)2m

qrm

)
Im,q−Īm,q

2

This implies the following corollary.
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Corollary 9 Regard all polynomials of the same degree m as equivalent (i.e. set xz±1,λ± = x
|λ±|
1

and xϕ,λϕ
= x

|λϕ|
mϕ in the cycle index of Theorem 40). Then letting q → ∞ gives:

∏
m even

e
xmum

m

∞∏
m=1

e
(xm)2u2m

2m

Recall from Section 3.4 that the generating function for |λz−1| for the general linear groups is:

∞∏
r=1

(1− u
qr )

(1− ux
qr )

A comparison of this expression with the statement of Theorem 41 and some calculations for
small values of n suggest that the following problem has a nice solution.

Problem Find a clumping map CL from all symplectic signed partitions λ± (unipotent conjugacy
classes of the groups Sp(2n, q) for all n) to all partitions λ (unipotent conjugacy classes of
the groups GL(n, q) for all n) such that:

1. |CL(λ±)| = |λ±|
2 for all λ±

2. For 0 < u < 1, the push-forward under CL of the measure on symplectic signed partitions
given by choosing n with probability (1−u2)u2n and taking λ±z−1(α) where α is uniform
in Sp(2n, q) is equal to the measure on partitions given by choosing n with probability
(1− u2q)(u2q)n and taking λz−1(α) where α is uniform in GL(n, q2).

5.5 Counting Jordan Blocks

As with the general linear and unitary groups, let X2n(α) be the number of irreducible polynomials
counted with multiplicity in the Jordan canonical form of α ∈ Sp(2n, q). Lemma 24 gives a
generating function for X2n(α).

Lemma 24

∞∑
n=0

(1− u)u2n
1

|Sp(2n, q)|
∑

α∈Sp(2n,q)
xX2n(α) =

∞∏
i=1

(
1− u2

q2i−1

1− (ux)2

q2i−1

)2
∞∏

m=1
m even

∞∏
i=1

(

1 + (−1)i( um

q
im
2
)

1 + (−1)i( (ux)
m

q
im
2

)
)Īm,q

∞∏
m=1

∞∏
i=1

(
1− u2m

qim

1− (ux)2m

qim

)
Im,q−Īm,q

2

Proof: This follows immediately from the cycle index for the symplectic groups and the equation
after Theorem 41. 2

With Lemma 24, the mean of X2n over Sp(2n, q) is straightforward to compute.

Theorem 42 EX2n = 3
2 logn+O(1)
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Proof: Differentiating both sides of the generating function of Lemma 24 with respect to x and
then setting x = 1 gives:

EX2n =
n∑

r=1

[u2r]((2
∞∑
i=1

2u
q2i−1

1− ui

q2i−1

) + (
∞∑

m=1
m even

Īm,q

∞∑
i=1

∞∑
l=1

(−1)(i+1)(l+1) u
ml

q
iml
2

)

= +(
∞∑

m=1

(Im,q − Īm,q)
∞∑
i=1

∞∑
l=1

u2ml

qiml
))

The term coming from the first sum is O(1). By Theorem 39, Īm,q =
q
m
2

m +O(q
m
4 ) for m even.

We also know that Im,q = qm

m + O(q
m
2 ). The dominant contribution to [u2r] from the second and

third sums comes from m = 2r, i = 1, l = 1 and m = r, i = 1, l = 1 respectively. Thus,

EX2n = [
n∑

r=1

1

2r
] + [

n∑
r=1

1

r
] +O(1)

=
3

2
logn+O(1)

2

5.6 Number of Parts of the Partition Corresponding to z − 1

Let PSp,2n(k, q) be the probability that an element of Sp(2n, q) has a k dimensional fixed space,
and let PSp,∞(k, q) be the n→ ∞ limit of PSp,2n(k, q). Rudvalis and Shinoda [51] proved that:

1. PSp,2n(2k, q) =
1

|Sp(2k,q)|
∑n−k

i=0
(−1)iq

2(i2)
|Sp(2i,q)|q2ik

2. PSp,2n(2k + 1, q) = 1
|Sp(2k,q)|q2k+1

∑n−k−1
i=0

(−1)iq
2(i2)

|Sp(2i,q)|q2i(k+1)

3. PSp,∞(k, q) = [
∏∞

r=1(
1

1+ 1
qr
)]

( 1
q
)
k2+k

2

(1− 1
q
)···(1− 1

qk
)

Some elementary linear algebra and the third Rudvalis/Shinoda formula give the following
result.

Theorem 43 For n ≥ 2l, the lth moment of the distribution of fixed vectors in the natural action
of Sp(2n, q) is equal to:

l∏
i=1

(qi−1 + 1)

Proof: To see that for n ≥ 2l the lth moment is independent of n, alter the second and third
paragraphs of the proof of Theorem 37 by replacing the word “Hermitian” by “skew-symmetric”
and by defining the matrix M ′ as:
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(
0l Il
−Il M

)

It thus suffices to compute the lth moment for the n → ∞ limit distribution. By the Rud-
valis/Shinoda formula for PSp,∞(k, q), the lth moment is Ml(x) where:

Ml(x)
∞∏
i=1

(1 + xi) =
∞∑
k=0

x
k2+k

2

xkl(1− x) · · · (1− xk)

and x = 1
q . So the theorem follows from showing that Ml(x) satisfies M0 = 1 and Ml =

(1 + 1
xl−1 )Ml−1 for l ≥ 1. M0 = 1 because it is the sum of the probabilities of a distribution.

Note that the coefficient of xr in the kth term on the right hand side is |Sk|, where Sk is the
set of partitions of r+ lk into k distinct parts. This is because the denominator gives all partitions
into at most k parts, and the numerator corresponds to adding i to the ith part for each i ranging
from 1 to k.

Let Ak be the set of partitions of r+ lk into k distinct parts with no parts of size 1. Removing
the first column in such partitions shows that A corresponds bijectively to partitions of r+(l− 1)k
into k distinct parts. Summing over all k gives that

∑
k |Ak| = [xr]Ml−1

∏∞
r=1(1 +

1
qr ).

Let Bk = Sk − Ak be the set of partitions of r + lk into k distinct parts with a part of size 1.
Removing the first column in such partitions shows that Bk corresponds bijectively to partitions
of r + (l − 1)k into k − 1 distinct parts. Thus

∑
k

|Bk| = [xr]
∞∑
k=1

1

xk(l−1)

x
(k−1)2+(k−1)

2

(1− x) · · · (1− xk−1)

=
1

xl−1

∞∑
k=0

1

xk(l−1)

x
k2+k

2

(1− x) · · · (1− xk)

=
1

xl−1
[xr]Ml−1

∞∏
r=1

(1 +
1

qr
)

The theorem follows since
∑

k |Sk| =
∑

k(|Ak|+ |Bk|). 2

It should be straightforward to give total variation bounds between the distribution of PSp,2n(k, q)
and PU,∞(k, q) as in Theorem 20. It would also be nice to have a representation theoretic proof of
Theorem 37. Theorem 19 indicates that this is plausible.

5.7 Average Order of an Element of Sp(2n, q)

Let vSp,2n be the average over Sp(2n, q) of the order of an element of Sp(2n, q). This section shows
that for fixed q and growing n, log(vSp,2n) ≥ nlog(q)− log(n) + o(log(n)). The approach is similar
to that used for the unitary groups.

Theorem 44 Let ϕ be a polynomial of degree 2n which factors into irreducibles as (z − 1)2a(z +
1)2b

∏
i ϕ

ji
i

∏
i′ [ϕi′ ϕ̄i′ ]

ji′ where ϕi′ ̸= ϕ̄i′. Then the number of elements of Sp(2n, q) with character-
istic polynomial ϕ is:
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|Sp(2n, q)| q2a
2

|Sp(2a, q)|
q2b

2

|Sp(2b, q)|
∏
i

q
mϕi

ji(ji−1)

2

|U(ji, q
mϕi
2 )|

∏
i′

q
mϕi′

ji(ji−1)

|GL(ji, qmϕi′ )|

Proof: The proof uses the cycle index for the symplectic groups and Theorem 11, in a similar
way as in Theorem 33. 2

Recall from field theory that an irreducible polynomial of degree n over Fq corresponds to the
orbit of some β in a degree n extension over Fq under the Frobenius map x→ xq.

Lemma 25 Let L be a degree 2n extension of Fq. Then an element β of order qn + 1 in the
multiplicative group of L corresponds to an irreducible polynomial ϕ of degree 2n such that ϕ = ϕ̄.

Proof: Note that the irreducible polynomial ϕ which β gives rise to has degree 2n. Suppose to
the contrary that β lied in K, a proper subfield of L. Letting c denote the extension degree of K
over Fq, we have that qn + 1|qc − 1, where c|2n and c < 2n. This is a contradiction.

By Lemma 23, the roots of ϕ̄ are ( 1β )
qi where 1 ≤ i ≤ 2n. Taking i = n shows that β is a root

of ϕ̄. Thus ϕ = ϕ̄. 2

Let Φ(n) be the number of i between 1 and n inclusive which are relatively prime to n.

Theorem 45 For fixed q and growing n, log(vSp,2n) ≥ nlog(q)− log(n) + o(log(n)).

Proof: From Lemma 25, there are Φ(qn+1)
2n irreducible polynomials ϕ of degree 2n such that the

associated β has order qn + 1. This is because the elements of order qn + 1 in L are the Φ(qn + 1)
generators of the order qn + 1 cyclic subgroup of the multiplicative group of L.

By Theorem 44, the number of elements of Sp(2n, q) with characteristic polynomial ϕ is:

|Sp(2n, q)|
qn + 1

So considering only such α gives the lower bound vSp,2n ≥ Φ(qn+1)
2n . Using the fact from Stong

[57] that log(Φ(N)) = log(N) +O(log(log(N))) proves the theorem. 2
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Chapter 6

The Orthogonal Groups

6.1 Chapter Overview

Section 6.2 discusses Wall’s work on the conjugacy classes of the finite orthogonal groups [61].
Section 6.3 obtains a cycle index for the orthogonal groups and uses the orthogonal groups to define
measures on orthogonal signed partitions and partitions. For all polynomials other than ϕ = z± 1,
these measures are specializations of measures in Chapter 2. Sections 6.4 and 6.6 examine the more
mysterious case ϕ = z ± 1 and study the size and number of parts of the corresponding orthogonal
signed partitions. Sections 6.5 and 6.7 use the cycle index of Section 6.3 to study the number of
Jordan blocks and average order of an element of an orthogonal group.

6.2 Conjugacy Classes in the Orthogonal Groups

In this chapter it is assumed that the characteristic of Fq is not equal to 2. The orthogonal groups
can be defined as subgroups of GL(n, q) preserving a non-degenerate symmetric bilinear form (see
Chapter 1 of Carter [7]). For n = 2l + 1 odd, there are two such forms up to isomorphism, with
inner product matrices A and δA, where δ is a non-square in Fq and A is equal to: 1 0 0

0 0l Il
0 Il 0l


Denote the corresponding orthogonal groups by O+(2l+1, q) and O−(2l+1, q). This distinction

will be useful, even though these groups are isomorphic. Their common order is:

2ql
2

l∏
i=1

(q2i − 1)

For n = 2l even, there are again two non-degenerate symmetric bilinear forms up to isomorphism
with inner product matrices: (

0l Il
Il 0l

)


0l−1 Il−1 0 0
Il−1 0l−1 0 0
0 0 1 0
0 0 0 −δ
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where δ is a non-square in Fq. Denote the corresponding orthogonal groups by O+(2l, q) and
O−(2l, q). They are not isomorphic and have orders:

2ql
2−l(ql ∓ 1)

l−1∏
i=1

(q2i − 1)

To describe the conjugacy classes of the finite orthogonal groups, it is necessary to use the
notion of the Witt type of a non-degenerate quadratic form, as in Chapter 9 of Bourbaki [6]. Call
a non-degenerate form N null if the vector space V on which it acts can be written as a direct
sum of 2 totally isotropic subspaces (a totally isotropic space is one on which the inner product
vanishes identically). Define two non-degenerate quadratic forms Q′ and Q to be equivalent if Q′ is
isomorphic to the direct sum of Q and a null N . The Witt type of Q is the equivalence class of Q
under this equivalence relation. There are 4 Witt types over Fq, which Wall denotes by 0,1, δ, ω,
corresponding to the forms 0, x2, δx2, x2 − δy2 where δ is a fixed non-square of Fq. These 4 Witt
types form a ring, but only the additive structure is relevant here. The sum of two Witt types with
representatives Q1, Q2 on V1, V2 is the equivalence class of Q1 +Q2 on V1 + V2.

Proposition 5 The four orthogonal groups O+(2n+1, q), O−(2n+1, q), O+(2n, q), O−(2n, q) arise
from forms Q of Witt types 1, δ,0, ω respectively.

Proof: This follows from the explicit description above of the inner product matrices which give
rise to the various orthogonal groups. 2

Consider the following combinatorial data. To each monic, non-constant, irreducible polynomial
ϕ ̸= z ± 1 associate a partition λϕ of some non-negative integer |λϕ|. To ϕ equal to z − 1 or z + 1
associate an orthogonal signed partition λ±ϕ , by which is meant a partition of some natural number

|λ±ϕ | such that all even parts have even multiplicity, and all odd i > 0 have a choice of sign. For

ϕ = z − 1 or ϕ = z + 1 and odd i > 0, we denote by Θi(λ
±
ϕ ) the Witt type of the orthogonal group

on a vector space of dimension mi(λ
±
ϕ ) and sign the choice of sign for i.

Example of an Orthogonal Signed Partition

. . . .

. . . .
− . . .

. .

. .
+ .

.

Here the − corresponds to the part of size 3 and the + corresponds to the parts of size 1.
Although Wall does not state the following theorem, it is implicit in the discussion on pages

38-40 of [61]. The reason his statements seem different is that he fixes an α ∈ GL(n, q) and asks
which orthogonal groups contain a conjugate of α. Here we want to fix the group and parameterize
its conjugacy classes. In any case, Theorem 46 is basically a restatement of Wall’s work. The
polynomial ϕ̄ is defined as Section 5.2.

Theorem 46 The data λ±z−1, λ
±
z+1, λϕ represents a conjugacy class of some orthogonal group if:
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1. |λz| = 0

2. λϕ = λϕ̄

3.
∑

ϕ=z±1 |λ±ϕ |+
∑

ϕ ̸=z±1 |λϕ|mϕ = n

In this case, the data represents the conjugacy class of exactly 1 orthogonal group O(n, q), with
sign determined by the condition that the group arises as the stabilizer of a form of Witt type:∑

ϕ=z±1

∑
i odd

Θi(λ
±
ϕ ) +

∑
ϕ ̸=z±1

∑
i≥1

imi(λϕ)ω

The conjugacy class has size:

|O(n, q)|∏
ϕB(ϕ)

where

B(ϕ) = q[
∑

h<i
hmh(λ

±
ϕ
)mi(λ

±
ϕ
)+ 1

2

∑
i
(i−1)mi(λ

±
ϕ
)2]
∏
i

A(ϕ±,i) if ϕ = z ± 1

B(ϕ) = qmϕ[
∑

h<i
hmh(λϕ)mi(λϕ)+

1
2

∑
i
(i−1)mi(λϕ)

2]
∏
i

A(ϕi) if ϕ ̸= z ± 1

and

A(ϕ±,i) = |O(mi(λ
±
ϕ ), q)| if i = 1 (mod 2)

= q−
mi(λ

±
ϕ

)

2 |Sp(mi(λ
±
ϕ ), q)| if i = 0 (mod 2)

A(ϕi) = |U(mi(λϕ), q
mλ
2 )| if ϕ = ϕ̄

= |GL(mi(λϕ), q
mλ)|

1
2 if ϕ ̸= ϕ̄.

Here O(mi(λϕ), q) is the orthogonal group with the same sign as the sign associated to the parts
of size i.

In the case ϕ = z ± 1, B(ϕ) will also be denoted by cO,ϕ,q(λ
±).

As an example of this formula, consider the set of orthogonal symmetries in O+(n, q) where n
is odd (considerations for the other orthogonal groups are analogous). An orthogonal symmetry is
a determinant −1 orthogonal map with an n− 1 dimensional fixed space. Orthogonal symmetries
are important because they generate the orthogonal group containing them (page 129 of Artin [3]).
It is worth remarking that orthogonal transvections exist only in the characteristic 2 case, which is
excluded in this chapter.

The orthogonal symmetries in O+(n, q) can be counted directly. It is shown on page 117 of Artin
[3] that all such maps τ have the following description. Write V = U ⊥W where U is a non-singular
line with respect to the inner product. Letting I be the identity map, define τ |U = −I, τ |V = I
and extend by linearity. Thus orthogonal symmetries correspond to non-singular lines in V . It
is shown by induction on pages 145-6 of Artin [3] that there are qn−1 isotropic vectors in an n
dimensional space endowed with the inner product used in the definition of O+(n, q). Thus the
number of orthogonal symmetries in O+(n, q) is equal to:
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qn − qn−1

q − 1
= qn−1

The orthogonal symmetries in O+(n, q) fall into two conjugacy classes. These may be de-
scribed in terms of Wall’s combinatorial data. One conjugacy class corresponds to the data
λz−1 = (+1n−1), λz+1 = (+1). The other conjugacy class corresponds to the data λz−1 =
(−1n−1), λz+1 = (−1). This follows from Theorem 46 and Lemma 11, which says that the di-
mension of the fixed space of α is the number of parts of λ±z−1(α). So the class size formulas of
Wall imply that the total number of orthogonal symmetries in O+(n, q) for n odd is:

|O+(n, q)|
q

1
2
(n−2)|O+(n− 1, q)|q

1
2 |O+(1, q)|

+
|O+(n, q)|

q
1
2
(n−2)|O−(n− 1, q)|q

1
2 |O−(1, q)|

= qn−1

6.3 The Cycle Index for the Orthogonal Groups

Define:

ZO(n,q) =
1

|O+(n, q)|
∑

α∈O+(n,q)

∏
ϕ=z±1

xϕ,λ±
ϕ
(α)

∏
ϕ ̸=z,z±1

xϕ,λϕ(α)

+
1

|O−(n, q)|
∑

α∈O−(n,q)

∏
ϕ=z±1

xϕ,λ±
ϕ
(α)

∏
ϕ ̸=z,z±1

xϕ,λϕ(α)

The cycle index for the orthogonal groups has the following factorization.

Theorem 47

1 +
∞∑
n=1

ZO(n,q)u
n =

∏
ϕ=z±1

∑
λ±

xϕ,λ±
u|λ

±|

cO,ϕ,q(λ±)

∏
ϕ=ϕ̄

ϕ ̸=z±1

∑
λ

xϕ,λ
(−(umϕ))|λ|

c
GL,z−1,−

√
q
mϕ

(λ)

∏
{ϕ,ϕ̄},ϕ ̸=ϕ̄

∑
λ

xϕ,λxϕ̄,λ
u2|λ|mϕ

cGL,z−1,q
mϕ (λ)

(
1− u

1 + u
)(1 +

∞∑
n=1

ZO(n,q)u
n) =

∏
ϕ=z±1

∏∞
i=1(1− u2

q(2i−1) )

(1 + u)

∑
λ±

xϕ,λ±
u|λ

±|

cO,ϕ,q(λ±)∏
ϕ=ϕ̄

ϕ̸=z±1

∞∏
i=1

(1− u

q
imϕ
2

)
∑
λ

xϕ,λ
(−(umϕ))|λ|

c
GL,z−1,−

√
q
mϕ

(λ)

∏
{ϕ,ϕ̄},ϕ ̸=ϕ̄

∞∏
i=1

(1− u2

qimϕ
)
∑
λ

xϕ,λxϕ̄,λ
u2|λ|mϕ

cGL,z−1,q
mϕ (λ)

Proof: The first equation follows from Theorem 46 since every term in the product on the right
hand side corresponds to a conjugacy class in exactly one of the orthogonal groups, and the class
sizes check.
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Set all of the x variables in the cycle index for the orthogonal groups equal to 1, and let A(u)
be the term corresponding to the polynomial z − 1 or z + 1. This gives the equation:

1 + u

1− u
= A(u)2[

∏∞
i=1(1− u2

q2i−1 )
2

1− u2
]

where the term in braces corresponds to the polynomials other than z ± 1 and is obtained by
using Theorem 41 and the fact that these terms are identical in the cycle indices of the symplectic
and orthogonal groups. Thus,

A(u) =
1 + u∏∞

i=1(1− u2

q2i−1 )

The second equality of the theorem now follows by multiplying the first equality of the theorem
by the equation:

1− u

1 + u
= (

∏∞
i=1(1− u2

q2i−1 )

1 + u
)2

∏
ϕ=ϕ̄

ϕ ̸=z±1

∞∏
i=1

(1− u

q
imϕ
2

)
∏

{ϕ,ϕ̄},ϕ ̸=ϕ̄

∞∏
i=1

(1− u2

qimϕ
)

2

Remark The probabilistic interpretation for the tower O(n, q) differs from that of the other groups.
For 0 < u < 1, pick an integer n with the probability of n = 0 equal to 1−u

1+u and probability

of n ≥ 1 equal to 1−u
1+u2u

n. If n ≥ 1, choose O+(n, q) or O−(n, q) with probability 1
2 and

then choose within that group uniformly. This defines random orthogonal signed partitions
λ±z−1, λ

±
z+1 and random partitions λϕ for ϕ ̸= z ± 1. If ϕ ̸= z ± 1, the random partitions λϕ

are the same as for the symplectic groups and are specializations of measures from Chapter
2 (see Section 5.3).

The orthogonal signed partitions λ±z−1 and λ±z+1 have the same distribution, so future work
should focus on studying λ±z−1. Sections 6.4 and 6.6 begin this undertaking. It would be
desirable to have a probabilistic algorithm for growing the random partition λ±z−1.

Corollary 10 gives the q → ∞ limit of the cycle index of the orthogonal groups.

Corollary 10 Regard all polynomials of the same degree m as equivalent (i.e. set xϕ,λ± = x
|λ±|
1

and xϕ,λ = x
|λ|
mϕ in the cycle index of the orthogonal groups). Then letting q → ∞ gives:

(1 + ux1)
2
∏

m even

e
xmum

m

∞∏
m=1

e
(xm)2u2m

2m

Proof: Setting xϕ,λ± = x
|λ±|
1 and xϕ,λ = x

|λ|
mϕ in the first equation of Theorem 47 gives:

[(1 + ux1)
∞∏
r=1

(
1

1− (ux1)2

q2r−1

)]2
∞∏

m=1
m even

∞∏
r=1

(
1

1− (uxm)m

q
rm
2

)Īm,q

∞∏
m=1

∞∏
r=1

(
1

1− (uxm)2m

qrm

)
Im,q−Īm,q

2

Now let q → ∞. 2
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6.4 Size of the Partition Corresponding to z − 1

This section gives a generating function for the size of the random orthogonal signed partition λ±z−1.

Theorem 48 The generating function in the variable x for |λ±z−1| is:

1 + ux

1 + u

∏∞
i=1(1− u2

q2i−1 )∏∞
i=1(1−

(xu)2

q2i−1 )

Proof: One approach to this theorem is to use Theorem 11 (Steinberg’s count of unipotent
elements), as was done for the unitary and symplectic groups. A simpler method is to specialize

the second equation in Theorem 47 by setting xz−1,λ±
z−1

= x|λ
±
z−1| and all other variables equal to

zero. 2

6.5 Counting Jordan Blocks

As with the other classical groups, let Xn(α) be the number of irreducible polynomials counted with
multiplicity in the Jordan canonical form of α ∈ O(n, q). Lemma 26 gives a generating function for
Xn(α).

Lemma 26

∞∑
n=0

(
1− u

1 + u
)un[

∑
α∈O+(n,q)

xXn(α)

|O+(n, q)|
+

∑
α∈O−(n,q)

xXn(α)

|O−(n, q)|
] = (

1 + ux

1 + u

∞∏
i=1

1− u2

q2i−1

1− (ux)2

q2i−1

)2

∞∏
m=1

m even

∞∏
i=1

(

1 + (−1)i um

q
im
2

1 + (−1)i (ux)
m

q
im
2

)Īm,q

∞∏
m=1

∞∏
i=1

(
1− u2m

qim

1− (ux)2m

qim

)
Im,q−Īm,q

2

Proof: This follows from the cycle index for the orthogonal groups. 2

Let EXn be 1
2 of the sum of the averages of Xn over O+(n, q) and O−(n, q).

Theorem 49 EXn = 3
2 log(n) +O(1)

Proof: To compute EXn differentiate both sides and set x = 1 in:

[un]
1 + u

2(1− u)
(
1 + ux

1 + u

∞∏
i=1

1− u2

q2i−1

1− (ux)2

q2i−1

)2
∞∏

m=1
m even

∞∏
i=1

(

1 + (−1)i um

q
im
2

1 + (−1)i (ux)
m

q
im
2

)Īm,q

∞∏
m=1

∞∏
i=1

(
1− u2m

qim

1− (ux)2m

qim

)
Im,q−Īm,q

2

The first product contributes O(1), so that:

EXn =
n∑

r=1

[ur] + [ur−1]

2
((

∞∑
m=1

m even

Īm,q

∞∑
i=1

∞∑
l=1

(−1)(i+1)(l+1) u
ml

q
iml
2

) + (
∞∑

m=1

(Im,q − Īm,q)
∞∑
i=1

∞∑
l=1

u2ml

qiml
))

This proves the theorem by the same logic as in Theorem 42. 2
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6.6 Number of Parts in the Partition Corresponding to z − 1

Let P+
O,n(k, q) and P−

O,n(k, q) be the respective probabilities that an element of O+(n, q) and an

element of O−(n, q) have a k dimensional fix space. Let PO,∞(k, q) be the n→ ∞ limit of either of
these probabilities. Rudvalis and Shinoda [51] prove that:

PO,∞(k, q) = [
∏∞

r=0(
1

1+ 1
qr
)]

( 1
q
)
k2−k

2

(1− 1
q
)···(1− 1

qk
)

Combining this formula with some elementary linear algebra gives the following result, which
is the orthogonal analog of Theorems 17, 37, and 43.

Theorem 50 For n ≥ 2(l + 1), the lth moment of the distribution of fixed vectors in the natural
action of O+(n, q) or O−(n, q) is:

l∏
i=1

(qi + 1)

Proof: Arguing as in the unitary and symplectic cases, it will be shown that for n ≥ 2(l+1), the
lth moment is independent of n. By the logic of the first paragraph of Theorem 37, and the fact
that n even and n odd have the same n→ ∞ limit by the work Rudvalis/Shinoda explained above,
the next two paragraphs prove what we want.

First suppose that n is odd. Let V be the vector space on which one of O+(n, q) or O−(n, q) acts.
It must be shown that given an l ∗ l non-singular, symmetric inner product matrix M , there exist
linearly independent vectors {v1, · · · , vl} ∈ V with inner product matrix M . Consider the hardest
case n = 2l+1 (if n > 2l+1 is odd add an identity block to the matrix M ′ to be constructed). On
a vector space W with the same dimension as V , define a symmetric, non-singular inner product
matrix M ′ which looks like:  0l Il 0

Il M 0
0 0 ϵ


where ϵ is chosen either as a square or a non-square in Fq so as to make the Witt type of the

bilinear form giving M ′ correspond to the orthogonal group acting (see Proposition 5).
Next suppose that n is even. As above, given an l ∗ l non-singular symmetric inner product

matrix M , it must be shown that there exist linearly independent vectors {v1, · · · , vl} ∈ V with
inner product matrix M . Consider the hardest case n = 2(l+1) (for larger even n add an identity
block to the matrix M ′ to be constructed). On a vector space W with the same dimension as V ,
define a symmetric, non-singular inner product matrix M ′ which looks like:

0 Il 0 0
Il M 0 0
0 0 1 0
0 0 0 ϵ


where ϵ is chosen either as a square or a non-square in Fq so as to make the Witt type of the

bilinear form giving M ′ correspond to the orthogonal group acting (see Proposition 5).
We compute the lth moments for the n→ ∞ limit, this time by direct algebra rather than by a

visual argument. It must be shown that the lth moment Ml(q) satisfies M0 = 1, Ml = (ql+1)Ml−1
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for l ≥ 1. Note that M0 = 1 because it is the sum of the probabilities of a distribution. By the
Rudvalis/Shinoda formula, Ml(q) is defined by:

Ml

∞∏
r=0

(1 +
1

qr
) =

∞∑
k=0

qkl
(1q )

k2−k
2

(1− 1
q ) · · · (1−

1
qk
)

The right-hand side may be rewritten as:

[(
∞∑
k=0

qkl
(1q )

k2−k
2

(1− 1
q ) · · · (1−

1
qk
)
)− (

∞∑
k=1

qkl
(1q )

k2−k
2

(1− 1
q ) · · · (1−

1
qk−1 )

)] + [
∞∑
k=1

qkl
(1q )

k2−k
2

(1− 1
q ) · · · (1−

1
qk−1 )

]

= [1 +
∞∑
k=1

qk(l−1)
(1q )

k2−k
2

(1− 1
q ) · · · (1−

1
qk
)
] + [

∞∑
k=1

qkl
(1q )

k2−k
2

(1− 1
q ) · · · (1−

1
qk−1 )

]

= [Ml−1(q)
∞∏
r=0

(1 +
1

qr
)] + [

∞∑
k=0

q(k+1)l

qk

(1q )
k2−k

2

(1− 1
q ) · · · (1−

1
qk
)
]

= [Ml−1(q)
∞∏
r=0

(1 +
1

qr
)] + [ql

∞∑
k=0

qk(l−1)
(1q )

k2−k
2

(1− 1
q ) · · · (1−

1
qk
)
]

= (ql + 1)Ml−1(q)
∞∏
r=0

(1 +
1

qr
)

which completes the proof. 2

6.7 Average Order of an Element of O(n, q)

Let vO,n be one half of the sum of the average orders of elements of O+(n, q) and O−(n, q). It will
be shown that for fixed q and growing n, log(vO,n) ≥ nlog(q)− log(n) + o(log(n)).

Theorem 51 is proven using the cycle index of the orthogonal groups. As the proof technique
is the same as that used for Theorem 33, the details are omitted.

Theorem 51 Let ϕ be a polynomial of degree n which factors into irreducibles as (z − 1)a(z +
1)b
∏

i ϕ
ji
i

∏
i′ [ϕi′ ϕ̄i′ ]

ji′ where ϕi′ ̸= ϕ̄i′. Then 1
2 of the sum of the proportion of elements in O+(n, q)

and O−(n, q) with characteristic polynomial ϕ is:

F (a)F (b)

2

∏
i

q
mϕi

ji(ji−1)

2

|U(ji, q
mϕi
2 )|

∏
i′

q
mϕi′

ji(ji−1)

|GL(ji, qmϕi′ )|

where:

F (n) =
q

n2

2

|Sp(n, q)|
if n = 0 (mod 2)

=
q

(n−1)2

2

|Sp(n− 1, q)|
if n = 1 (mod 2)

87



This gives the following bound.

Theorem 52 For fixed q and growing n, log(vO,n) ≥ n
2 log(q)− log(n) + o(log(n)).

Proof: Assume that n is even (the case of n odd being similar), and consider only orthogonal
matrices α whose characteristic polynomial comes from a β of order q

n
2 +1 in a degree n extension

of Fq. Then use Lemma 25 and Theorem 51 and argue as in Theorem 45. 2
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Suggestions for Future Research

This thesis has introduced some connections between probability and algebra. There is more work
to be done in developing these ideas. Here are some possibilities.

1. Study the shapes of partitions under the measures Px,y,q,t(λ) for various specializations of
the variables x, y, q, t. For instance find generating functions for various functionals of the
partitions such as the number of parts, largest part, number of 1’s, etc. (A generating function
for the size was found as Corollary 1 of Section 2.5). It should also be possible to extend
work of Vershik [59], [60] which shows that random partitions under measures such as the
Plancharel measure have an asymptotic limit shape.

2. Read more group theoretic information off of the probabilistic algorithms. For instance,
suppose one wants to estimate or bound the average order of a unipotent matrix (which is
useful for bounding the average order an arbitrary element of GL(n, q)). One must study
the joint distribution of the size and largest part of the partitions λϕ, and analyzing how the
partitions evolve stochastically may be the right way to approach this.

3. Find a probabilistic proof of the Rogers-Ramanujan identities (Section 3.7).

4. Develop probabilistic algorithms for picking from the measures λ±z±1 for the symplectic and
orthogonal groups. These will be more complicated than the algorithms for the general linear
and unitary groups, since there are size restrictions on the partitions (for instance in the
symplectic groups |λ±z±1| is always even). Presumably one adds 1 ∗ 2 or 2 ∗ 1 tiles according
to some rules.

5. Study the cycle indices for the characteristic 2 cases for the symplectic and orthogonal groups.
One can deduce from Wall [61] that these also factor and that results analogous to Theorem
39 go through. There must be interesting combinatorics here.

6. Read information off of the cycle indices for the classical groups. For instance extend Goh
and Schmutz’s [24] theorem that the number of Jordan blocks is asymptotically normal to the
other classical groups. Give upper bounds for the average order of an element of a unitary,
symplectic, or orthogonal matrix. Carry over some of the asymptotic work on semisimple and
regular elements in the general linear groups (Sections 3.7 and 3.8).

7. Find “Lie Algebra” cycle indices. For instance Stong’s cycle index for Mat(n, q) (see Sec-
tion 3.2) encodes the orbits of the adjoint action of GL(n, q) on its Lie Algebra. Are there
factorizations for the other classical groups as well?

8. Relate the work of this thesis to representation theory. For instance, what is the representation
theoretic interpretation of the fact that the moments of the limit distribution of fixed vectors
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in the unitary, symplectic, and orthogonal groups have nice product forms. Is the conjecture
in Section 3.6 correct?
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