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Abstract. Let g be a random element of a finite classical group G, and let
λz−1(g) denote the partition corresponding to the polynomial z − 1 in the
rational canonical form of g. As the rank of G tends to infinity, λz−1(g)
tends to a partition distributed according to a Cohen-Lenstra type measure
on partitions. We give sharp upper and lower bounds on the total variation
distance between the random partition λz−1(g) and the Cohen-Lenstra type
measure.

1. Introduction

The study of conjugacy classes of random elements of a group is an active
subject. Indeed, for symmetric groups two elements are conjugate if and
only if they have the same cycle structure, so this amounts to the study of
the cycle structure of random permutations. And for the unitary groups
U(n,C), two elements are conjugate if and only if they have the same set of
eigenvalues, so this amounts to the study of eigenvalues of random matrices.

Motivated by these considerations (and unaware of the Cohen-Lenstra
heuristics of number theory), the author, in a series of papers [F2], [F3],
[FG], [FST], investigated the conjugacy classes of random elements of a
finite classical group. Two elements of GL(n, q) are conjugate if and only
if they have the same rational canonical form [H]. Moreover, if g is an
element of a finite classical group, there is a partition λz−1(g) corresponding
to the polynomial z−1 in the rational canonical form of g. Letting the rank
of G tend to infinity, we proved that this random partition has a limiting
distribution. For example if G = GL(n, q), one obtains the distribution PGL
on the set of all partitions of all non-negative integers, which chooses λ with
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probability

PGL(λ) =
∏
i≥1

(1− 1/qi) · 1

|Aut(λ)|
,

where Aut(λ) denotes the automorphism group of a finite abelian group of
type λ. We became fascinated with the combinatorics of such random par-
titions arising from random matrix theory over finite fields. In the papers
[F2], [F3], [FG], [FST], we linked them to the Hall-Littlewood polynomi-
als of symmetric function theory, and developed and applied probabilistic
algorithms for growing such random partitions.

We were delighted to recently learn from Lengler [L] that our work on
random partitions is related to the Cohen-Lenstra heuristics [CL] of number
theory. Indeed, Cohen and Lenstra study random partitions chosen with
probability ∏

i≥1
(1− 1/qi) · 1

|Aut(λ)|
,

exactly the same formula as in our construction in the GL case. It is beyond
the scope of this paper to offer any sort of survey of Cohen-Lenstra heuristics,
but we can assure the reader that research in the area is active and ongoing,
with contributions from Bhargava, Malle, Ellenberg, Venkatesh, Poonen,
Rains, and many others. We can recommend the papers [D], [EV], and the
many references therein.

We are confident that all of the random partitions studied in the current
paper will turn out to be related to Cohen-Lenstra heuristics. Indeed, our
random partitions in the symplectic case were recently rediscovered in the
Cohen-Lenstra context [Ac]. One of the goals of the current paper is to
collect in one place all of the formulas for random partitions arising from
random matrices over finite fields. These are currently “scattered” in the
literature.

A second goal of the current paper is to quantify the convergence of the
random partitions λz−1(g) to their limit distributions. Recall that the total
variation distance ||P − Q||TV between two probability distributions on a
set X is defined as

||P −Q||TV =
1

2

∑
x∈X
|P (x)−Q(x)|.

Let ΛGL,z−1,n denote the measure on partitions of size at most n arising by
taking the partition corresponding to the polynomial z − 1 in the rational
canonical form of a random element of GL(n, q). One of the results of this
paper is the sharp bound:

.38

qn+1
≤ ||PGL − ΛGL,z−1,n||TV ≤

14

qn+1
.

This is more explicit and sharper than a similar recent result of Maples
[Map], though we note that Maples’ main interest is different than ours: he
proves universality of the distribution PGL for matrix ensembles where the
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entries are iid, but not necessarily uniform. We prove similar sharp bounds
for the finite unitary, symplectic, and orthogonal groups, in both odd and
even characteristic (where things can differ).

In terms of future work, it would be worthwhile to further explore the con-
nections in [F2] made between symmetric function theory (Hall-Littlewood
polynomials) and random partitions arising from finite classical groups. In
fact in work complementary to ours, Okounkov [O1], [O2], [O3] makes many
interesting connections between symmetric function theory (but not Hall-
Littlewood polynomials) and random partitions (but not Cohen-Lenstra
type measures). In fact one of his constructions, namely the definition of
random partitions from Macdonald polynomials, was made independently
in [F2]. It would be very interesting to adapt Okounkov’s methods to our
setting.

The organization of this paper is as follows. Section 2 treats random
partitions arising from the finite general linear groups. The unitary case is
treated in Section 3 and the symplectic case is treated in Section 4. Section
5 treats random partitions arising from the finite orthogonal groups, and
is split into two subsections, which consider odd and even characteristic
respectively.

2. General linear groups

The Cohen-Lenstra measure [CL] is a probability distribution on the set
of all partitions of all non-negative integers. We denote this measure by
PGL, since analogs for other finite classical groups will be given in other
sections. A formula for the measure PGL is:

PGL(λ) =
∏
i≥1

(1− 1/qi) · 1

|Aut(λ)|
.

Here Aut(λ) denotes the automorphism group of a finite abelian group of
type λ. Page 181 of [Mac] gives the following explicit formula:

|Aut(λ)| = q
∑
i(λ
′
i)

2
∏
i

(1/q)mi(λ).

Here mi(λ) is the number of parts of λ of size i, and λ′ is the partition dual
to λ in the sense that λ′i = mi(λ) + mi+1(λ) + · · · . Also (1/q)j denotes
(1− 1/q)(1− 1/q2) · · · (1− 1/qj).

Remark: The measure PGL is the special case (u = 1) of a measure studied
in [F2], which chooses λ with probability∏

i≥1
(1− u/qi) · u|λ|

|Aut(λ)|
.
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This probability can be rewritten as∏
i≥1

(1− u/qi) · Pλ(u/q, u/q2, u/q3, · · · ; 1/q)

qn(λ)
,

where Pλ denotes a Hall-Littlewood polynomial and n(λ) =
∑

i

(λ′i
2

)
. This

suggests the study of more general measures based on Macdonald polyno-
mials; see [F2] for details, and for probabilistic algorithms for generating
partitions according to this measure.

Next recall the rational canonical form of an element g ∈ GL(n, q). This
is discussed at length in Chapter 6 of the textbook [H], and corresponds to
the following combinatorial data. To each monic non-constant irreducible
polynomial φ over Fq, one associates a partition (perhaps the trivial parti-
tion) λφ of some non-negative integer |λφ|. Let deg(φ) denote the degree of
φ. The only restrictions necessary for this data to arise from an element of
GL(n, q) are that |λz| = 0 and

∑
φ |λφ|deg(φ) = n.

We are interested in the partition (of size at most n) corresponding to
the polynomial z − 1 in the rational canonical form of a random element
of GL(n, q), and we let ΛGL,z−1,n denote the corresponding measure on
partitions. From [F0], it is known that as n → ∞, the measure ΛGL,z−1,n
converges to the measure PGL. The main result of this section gives sharp
bounds for this convergence.

The next lemma is due to Euler; see page 19 of [An].

Lemma 2.1. (1)
∏
i≥1(1− u/qi) =

∑
j≥0

(−u)j
(qj−1)···(q−1) .

(2)
∏
i≥1(1− u/qi)−1 =

∑
j≥0

ujq(
j
2)

(qj−1)···(q−1) .

A proof of the following lemma is contained in [St].

Lemma 2.2. ∑
λ

u|λ|

|Aut(λ)|
=
∏
i≥1

(1− u/qi)−1.

Next we obtain an explicit expression for ||PGL − ΛGL,z−1,n||TV .

Proposition 2.3.

||PGL − ΛGL,z−1,n||TV

=
1

2

∑
m>n

q(
m
2 )

(qm − 1) · · · (q − 1)

∏
i

(1− 1/qi)

+
1

2

n∑
m=0

q(
m
2 )

(qm − 1) · · · (q − 1)

∣∣∣∣∣∣
∏
i

(1− 1/qi)−
n−m∑
j=0

(−1)j

(qj − 1) · · · (q − 1)

∣∣∣∣∣∣ .
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Proof : First we consider the contribution to the total variation distance
coming from λ of size m > n. Since ΛGL,z−1,n(λ) = 0 for such λ, the
contribution is

1

2

∑
|λ|=m>n

∏
i(1− 1/qi)

|Aut(λ)|
.

By Lemma 2.2 and part 2 of Lemma 2.1, this is equal to

1

2

∑
m>n

q(
m
2 )

(qm − 1) · · · (q − 1)

∏
i

(1− 1/qi).

Next consider the probability that ΛGL,z−1,n associates to λ when |λ| =
m ≤ n. By the cycle index of the general linear groups [F1], this probability
is equal to the coefficient of un−m in

1

|Aut(λ)|
∏

φ 6=z,z−1

[∑
µ

udeg(φ)|µ|

|Aut(µ)|q→qdeg(φ)

]
.

Multiplying and dividing by
∑

µ
u|µ|

|Aut(µ)| gives that this is equal to the coef-

ficient of un−m in

1

|Aut(λ)|
1∑

µ
u|µ|

|Aut(µ)|

∏
φ 6=z

[∑
µ

udeg(φ)|µ|

|Aut(µ)|q→qdeg(φ)
.

]

=
1

|Aut(λ)|
1∑

µ
u|µ|

|Aut(µ)|

1

1− u
.

The equality followed since setting all variables equal to one in the cycle
index of GL(n, q) yields 1/(1− u). From Lemma 2.2, this is the coefficient
of un−m in

1

|Aut(λ)|

∏
i(1− u/qi)

1− u
.

Thus ΛGL,z−1,n(λ) is equal to

1

|Aut(λ)|

n−m∑
j=0

Coef. uj in
∏
i

(1− u/qi),

which by part 1 of Lemma 2.1 is equal to

1

|Aut(λ)|

n−m∑
j=0

(−1)j

(qj − 1) · · · (q − 1)
.

It follows that the contribution to ||PGL − ΛGL,z−1,n||TV coming from λ
with |λ| = m ≤ n is

1

2

n∑
m=0

∑
|λ|=m

1

|Aut(λ)|

∣∣∣∣∣∣
∏
i

(1− 1/qi)−
n−m∑
j=0

(−1)j

(qj − 1) · · · (q − 1)

∣∣∣∣∣∣ .
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By Lemma 2.2 and part 2 of Lemma 2.1,∑
|λ|=m

1

|Aut(λ)|
= Coef. um in

∏
i

(1− u/qi)−1 =
q(
m
2 )

(qm − 1) · · · (q − 1)
.

Thus the contribution to ||PGL − ΛGL,z−1,n||TV from λ with |λ| = m ≤ n is

1

2

n∑
m=0

q(
m
2 )

(qm − 1) · · · (q − 1)

∣∣∣∣∣∣
∏
i

(1− 1/qi)−
n−m∑
j=0

(−1)j

(qj − 1) · · · (q − 1)

∣∣∣∣∣∣ .
This completes the proof. �

Next we prove the main result of this section.

Theorem 2.4. For n ≥ 1,

.38

qn+1
≤ ||PGL − ΛGL,z−1,n||TV ≤

14

qn+1
.

Proof : To begin we consider the lower bound. By considering the m = n+1
term in Proposition 2.3, it follows that

||PGL − ΛGL,z−1,n||TV ≥ 1

2

q(
n+1
2 )

(qn+1 − 1) · · · (q − 1)

∏
i

(1− 1/qi)

=
1

2qn+1
(1− 1/qn+2)(1− 1/qn+3) · · · .

Since n ≥ 1 and q ≥ 2, this is at least .38/qn+1. Note that we have used the
bound∏

j≥3
(1− 1/2j) =

8

3

∏
j≥1

(1− 1/2j)

≥ 8

3
(1− 1/2− 1/22 + 1/25 + 1/27 − 1/212 − 1/215)

≥ .77,

which follows from Euler’s pentagonal number theorem, stated on page 11
of [An].

Next we consider the upper bound. First note that

1

2

∑
m>n

q(
m
2 )

(qm − 1) · · · (q − 1)

∏
i

(1− 1/qi) ≤ 1

2

∑
m>n

q(
m
2 )

q(
m+1

2 )

=
1

2

∑
m>n

1

qm

=
1

2qn+1(1− 1/q)

≤ 1

qn+1
.
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Second, note that by applying part 1 of Lemma 2.1 with u = 1,

1

2

n∑
m=0

q(
m
2 )

(qm − 1) · · · (q − 1)

∣∣∣∣∣∣
∏
i

(1− 1/qi)−
n−m∑
j=0

(−1)j

(qj − 1) · · · (q − 1)

∣∣∣∣∣∣
≤ 1

2

n∑
m=0

q(
m
2 )

(qm − 1) · · · (q − 1)

1

(qn−m+1 − 1) · · · (q − 1)

=
1

2

n∑
m=0

q(
m
2 )

q(
m+1

2 )(1− 1/q) · · · (1− 1/qm)

· 1

q(
n−m+2

2 )(1− 1/q) · · · (1− 1/qn−m+1)
.

Since
∏
i(1− 1/qi)−1 ≤ 3.5, this is at most

(3.5)2

2

n∑
m=0

1

qm+(n−m+2
2 )

≤ (3.5)2

2

1

qn+1(1− 1/q)
≤ 13

qn+1
.

The upper bound of the theorem follows immediately by combining the
bounds in the previous paragraph. �

3. Unitary groups

Next we define a unitary analog PU of the Cohen-Lenstra measure on the
set of all partitions of all non-negative integers. A formula for the measure
PU is:

PU (λ) =
∏
i≥1

(1 + 1/(−q)i) 1

|AutU (λ)|
.

Here |AutU (λ)| is defined by the formula

|AutU (λ)| = q
∑
i(λ
′
i)

2
∏
i

(−1/q)mi(λ),

where (−1/q)j = (1 + 1/q)(1− 1/q2) · · · (1− (−1)j/qj).

Remark: The measure PU is the special case (u = 1) of a measure studied
in [F2], which chooses λ with probability∏

i≥1
(1 + u/(−q)i) · u|λ|

|AutU (λ)|
.

To define the probability measure ΛU,z−1,n, we use, as in the GL case, the
theory of rational canonical forms. Given an element g ∈ U(n, q), there is a
partition λz−1(g) of size at most n associated to the polynomial z−1. When
g is chosen uniformly at random from U(n, q), we let ΛU,z−1,n denote the
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corresponding measure on partitions. From [F0], it is known that as n→∞,
the measure ΛU,z−1,n converges to the measure PU . The main result of this
section makes this quantitative, proving that

1

6qn+1
≤ ||PU − ΛU,z−1,n||TV ≤

3

qn+1
.

Lemma 3.1 is obtained by replacing u, q by −u,−q in Lemma 2.1.

Lemma 3.1. (1)
∏
i≥1(1 + u/(−q)i) =

∑
j≥0

(−1)(
j+1
2 )uj

(qj−(−1)j)···(q+1)
.

(2)
∏
i≥1(1 + u/(−q)i)−1 =

∑
j≥0

ujq(
j
2)

(qj−(−1)j)···(q+1)
.

The next lemma is a unitary analog of Lemma 2.2.

Lemma 3.2. ∑
λ

u|λ|

|AutU (λ)|
=
∏
i≥1

(1 + u/(−q)i)−1.

Proof : From the formulas for |Aut(λ)| and |AutU (λ)|, one checks that∑
λ

u|λ|

|AutU (λ)|
=
∑
λ

(−u)|λ|

|Aut(λ)|q→−q
.

The result now follows from Lemma 2.2, since setting u → −u, q → −q in∏
i(1− u/qi)−1 yields

∏
i(1 + u/(−q)i)−1. �

Next we give an explicit expression for ||PU − ΛU,z−1,n||TV .

Proposition 3.3.

||PU − ΛU,z−1,n||TV

=
1

2

∑
m>n

q(
m
2 )

(qm − (−1)m) · · · (q + 1)

∏
i

(1 + 1/(−q)i)

+
1

2

n∑
m=0

q(
m
2 )

(qm − (−1)m) · · · (q + 1)

·

∣∣∣∣∣∣
∏
i

(1 + 1/(−q)i)−
n−m∑
j=0

(−1)(
j+1
2 )

(qj − (−1)j) · · · (q + 1)

∣∣∣∣∣∣ .
Proof : First we consider the contribution to the total variation distance
coming from λ of size m > n. Since ΛU,z−1,n(λ) = 0 for such λ, the contri-
bution is

1

2

∑
|λ|=m>n

∏
i(1 + 1/(−q)i)
|AutU (λ)|

.

By Lemma 3.2 and part 2 of Lemma 3.1, this is equal to

1

2

∑
m>n

q(
m
2 )

(qm − (−1)m) · · · (q + 1)

∏
i

(1 + 1/(−q)i).
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Next consider the probability that ΛU,z−1,n associates to λ when |λ| =
m ≤ n. By the cycle index of the unitary groups [F1], this probability is
equal to the coefficient of un−m in

1

|AutU (λ)|
(1− u)−1∑
λ

u|λ|

|AutU (λ)|

.

Indeed,
(1− u)−1∑
λ

u|λ|

|AutU (λ)|
is the part of the cycle index of the unitary groups corresponding to polyno-
mials other than z − 1. By Lemma 3.2, it follows that ΛU,z−1,n(λ) is equal
to the coefficient of un−m in

1

|AutU (λ)|

∏
i(1 + u/(−q)i)

1− u
,

and hence equal to

1

|AutU (λ)|

n−m∑
j=0

Coef. uj in
∏
i

(1 + u/(−q)i).

By part 1 of Lemma 3.1, this is equal to

1

|AutU (λ)|

n−m∑
j=0

(−1)(
j+1
2 )

(qj − (−1)j) · · · (q + 1)
.

Thus the contribution to ||PU − ΛU,z−1,n||TV coming from λ with |λ| =
m ≤ n is

1

2

n∑
m=0

∑
|λ|=m

1

|AutU (λ)|

∣∣∣∣∣∣
∏
i

(1 + 1/(−q)i)−
n−m∑
j=0

(−1)(
j+1
2 )

(qj − (−1)j) · · · (q + 1)

∣∣∣∣∣∣ .
By Lemma 3.2 and part 2 of Lemma 3.1,∑

|λ|=m

1

|AutU (λ)|
= Coef. um in

∏
i

(1 + u/(−q)i)−1

=
q(
m
2 )

(qm − (−1)m) · · · (q + 1)
.

Thus the contribution to ||PU − ΛU,z−1,n||TV from λ with |λ| = m ≤ n is

1

2

n∑
m=0

q(
m
2 )

(qm − (−1)m) · · · (q + 1)

·

∣∣∣∣∣∣
∏
i

(1 + 1/(−q)i)−
n−m∑
j=0

(−1)(
j+1
2 )

(qj − (−1)j) · · · (q + 1)

∣∣∣∣∣∣ ,
and the proof is complete. �



10 JASON FULMAN

Next we prove the main result of this section.

Theorem 3.4. For n ≥ 1,

1

6qn+1
≤ ||PU − ΛU,z−1,n||TV ≤

3

qn+1
.

Proof : To start we examine the lower bound. By considering the m = n+ 1
term in Proposition 3.3, it follows that

||PU − ΛU,z−1,n||TV

≥ 1

2

q(
n+1
2 )

q(
n+2
2 )

∏
i(1 + 1/(−q)i)

(1 + 1/q)(1− 1/q2) · · · (1− (−1)n+1/qn+1)

≥ 1

2

q(
n+1
2 )

q(
n+2
2 )

(1− 1/q)

(1 + 1/q)

=
(1− 1/q)

2(1 + 1/q)

1

qn+1

≥ 1

6qn+1
.

Next we treat the upper bound. First note that

1

2

∑
m>n

q(
m
2 )

(qm − (−1)m) · · · (q + 1)

∏
i

(1 + 1/(−q)i)

=
1

2

∑
m>n

q(
m
2 )

q(
m+1

2 )

∏
i(1 + 1/(−q)i)

(1 + 1/q) · · · (1− (−1)m/qm)

≤ 1

2

∑
m>n

q(
m
2 )

q(
m+1

2 )

≤ 1

qn+1
.

Next note by part 1 of Lemma 3.1 that∣∣∣∣∣∣
∏
i

(1 + 1/(−q)i)−
n−m∑
j=0

(−1)(
j+1
2 )

(qj − (−1)j) · · · (q + 1)

∣∣∣∣∣∣
=

∣∣∣∣∣∣
∑

j≥n−m+1

(−1)(
j+1
2 )

(qj − (−1)j) · · · (q + 1)

∣∣∣∣∣∣
≤

∑
j≥n−m+1

1

q(
j+1
2 )

≤ 2

q(
n−m+2

2 )
.
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Thus

1

2

n∑
m=0

q(
m
2 )

(qm − (−1)m) · · · (q + 1)

·

∣∣∣∣∣∣
∏
i

(1 + 1/(−q)i)−
n−m∑
j=0

(−1)(
j+1
2 )

(qj − (−1)j) · · · (q + 1)

∣∣∣∣∣∣
≤ 1

2

n∑
m=0

q(
m
2 )

q(
m+1

2 )(1 + 1/q) · · · (1− (−1)m/qm)

2

q(
n−m+2

2 )

≤ 1

2

n∑
m=0

1

qm
2

q(
n−m+2

2 )

≤ 1

qn+1(1− 1/q)

≤ 2

qn+1
.

Combining the bounds in the two previous paragraphs completes the
proof. �

4. Symplectic groups

Next we define a symplectic analog PSp of the Cohen-Lenstra measure on
the set of all partitions of all non-negative integers in which the odd parts
occur with even multiplicity. A formula for the measure PSp is:

PSp(λ) =
∏
i≥1

(1− 1/q2i−1)
1

|AutSp(λ)|
,

where |AutSp(λ)| is defined by the formula

|AutSp(λ)| = qn(λ)+
|λ|
2
+
o(λ)
2

∏
i

(1− 1/q2)(1− 1/q4) · · · (1− 1/q2b
mi(λ)

2
c).

Here, mi(λ) denotes the multiplicity of i in the partition λ, o(λ) denotes the

number of odd parts of λ, and n(λ) =
∑

i

(λ′i
2

)
.

Remark: The measure PSp is the special case (u = 1) of a measure studied
in [F3], which chooses λ with probability∏

i≥1
(1− u2/q2i−1) · u|λ|

|AutSp(λ)|
.

To define the probability measure ΛSp,z−1,n, we use, as in the GL and
U cases, the theory of rational canonical forms. Given an element g ∈
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Sp(2n, q), there is a partition λz−1(g) of size at most 2n associated to the
polynomial z − 1. When g is chosen uniformly at random from Sp(2n, q),
we let ΛSp,z−1,n denote the corresponding measure on partitions. From [F3]
(in odd characteristic) and [FG] (in even characteristic), it is known that as
n → ∞, the measure ΛSp,z−1,n converges to the measure PSp. In fact the
main result of this section is that

.2

qn+1
≤ ||PSp − ΛSp,z−1,n||TV ≤

2.5

qn+1
.

Lemma 4.1 is obtained by replacing u by u2q and q by q2 in Lemma 2.1.

Lemma 4.1. (1)
∏
i≥1(1− u2/q2i−1) =

∑
j≥0

(−1)ju2jqj
(q2j−1)···(q2−1) .

(2)
∏
i≥1(1− u2/q2i−1)−1 =

∑
j≥0

u2jqj
2

(q2j−1)···(q2−1) .

The following lemma is from [F3].

Lemma 4.2. ∑
λ

u|λ|

|AutSp(λ)|
=
∏
i≥1

(1− u2/q2i−1)−1.

Now we give an explicit expression for ||PSp − ΛSp,z−1,n||TV .

Proposition 4.3.

||PSp − ΛSp,z−1,n||TV

=
1

2

∑
m>n

qm
2

(q2m − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

+
1

2

n∑
m=0

qm
2

(q2m − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ .
Proof : To begin we consider the contribution to the total variation distance
coming from λ of size 2m > 2n. Since ΛSp,z−1,n(λ) = 0 for such λ, the
contribution is

1

2

∑
|λ|=2m>2n

∏
i(1− 1/q2i−1)

|AutSp(λ)|
.

By Lemma 4.2 and part 2 of Lemma 4.1, this is equal to

1

2

∑
m>n

qm
2

(q2m − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1).

Next consider the probability that ΛSp,z−1,n assigns to λ when |λ| = 2m ≤
2n. By the cycle index of the symplectic groups, this probability is equal to
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the coefficient of u2n−2m in

1

|AutSp(λ)|
(1− u2)−1∑
λ

u|λ|

|AutSp(λ)|

.

Indeed,
(1− u2)−1∑
λ

u|λ|

|AutSp(λ)|
is the part of the cycle index of the symplectic groups corresponding to
polynomials other than z− 1. By Lemma 4.2, it follows that ΛSp,z−1,n(λ) is
equal to the coefficient of un−m in

1

|AutSp(λ)|

∏
i(1− u/q2i−1)

1− u
,

and thus equal to

1

|AutSp(λ)|

n−m∑
j=0

Coef. uj in
∏
i

(1− u/q2i−1).

By part 1 of Lemma 4.1, this is equal to

1

|AutSp(λ)|

n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)
.

Thus the contribution to ||PSp − ΛSp,z−1,n||TV coming from λ with |λ| =
2m ≤ 2n is

1

2

n∑
m=0

∑
|λ|=2m

1

|AutSp(λ)|

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ .
By Lemma 4.2 and part 2 of Lemma 4.1,∑

|λ|=2m

1

|AutSp(λ)|
= Coef. u2m in

∏
i

(1− u2/q2i−1)−1

=
qm

2

(q2m − 1) · · · (q2 − 1)
.

Thus the contribution to ||PSp − ΛSp,z−1,n||TV from λ with |λ| = 2m ≤ 2n
is

1

2

n∑
m=0

qm
2

(q2m − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ ,
which completes the proof. �

Now we prove the main result of this section.
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Theorem 4.4. For n ≥ 1,

.2

qn+1
≤ ||PSp − ΛSp,z−1,n||TV ≤

2.5

qn+1
.

Proof : To begin we treat the lower bound. By looking at the m = n + 1
term in Proposition 4.3, it follows that

||PSp − ΛSp,z−1,n||TV ≥ 1

2

q(n+1)2

q2(
n+2
2 )

∏
i

(1− 1/q2i−1)

≥ .2

qn+1
.

For the upper bound, first note that

1

2

∑
m>n

qm
2

(q2m − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

=
1

2

∑
m>n

1

qm

∏
i(1− 1/q2i−1)

(1− 1/q2) · · · (1− 1/q2m)

≤ 1

2

∑
m>n

1

qm

≤ 1

qn+1
.

Next, note that by part 1 of Lemma 4.1 with u = 1,

1

2

n∑
m=0

qm
2

(q2m − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
≤ 1

2

n∑
m=0

qm
2

(q2m − 1) · · · (q2 − 1)

qn−m+1

(q2(n−m+1) − 1) · · · (q2 − 1)
.

Since
1

(1− 1/q2)(1− 1/q4) · · ·
≤ 1.5,

the upper bound becomes

(1.5)2

2

n∑
m=0

1

qm
1

q(n−m+1)2
≤ (1.5)2

2

1

qn+1(1− 1/q2)
≤ 1.5

qn+1
.

Combining the bounds of the previous two paragraphs completes the
proof. �
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5. Orthogonal groups

In treating the orthogonal groups it is necessary to separately consider the
cases of odd and even characteristic. Subsection 5.1 treats odd characteristic,
and Subsection 5.2 treats even characteristic.

5.1. Odd characteristic. Suppose throughout this subsection that the char-
acteristic is odd. We define an orthogonal analog PO of the Cohen-Lenstra
measure on the set of all partitions of all non-negative integers in which the
even parts occur with even multiplicity. A formula for the measure PO is:

PO(λ) =

∏
i≥1(1− 1/q2i−1)

2|AutO(λ)|
,

where |AutO(λ)| is defined by the formula

|AutO(λ)| = qn(λ)+
|λ|
2
− o(λ)

2

∏
i

(1− 1/q2)(1− 1/q4) · · · (1− 1/q2b
mi(λ)

2
c).

Here, as earlier, mi(λ) denotes the multiplicity of i in the partition λ, o(λ)

denotes the number of odd parts of λ, and n(λ) =
∑

i

(λ′i
2

)
.

Remark: The measure PO is the special case (u = 1) of a measure studied
in [F3], which chooses λ with probability∏

i≥1(1− u2/q2i−1)
(1 + u)

u|λ|

|AutO(λ)|
.

To define the probability measure ΛO,z−1,n, we use, as in the cases of other
finite classical groups, the theory of rational canonical forms. We choose an
element g, with probability 1/2 uniformly at random from O+(n, q) and
with probability 1/2 uniformly at random from O−(n, q). Then there is a
partition λz−1(g) of size at most n associated to the polynomial z − 1. We
let ΛO,z−1,n denote the corresponding measure on partitions. From [F3] it is
known that as n→∞, the measure ΛO,z−1,n converges to the measure PO.
The main result of this section is a sharp error term for this convergence.

The following lemma is from [F3].

Lemma 5.1. Suppose that q is odd. Then∑
λ

u|λ|

|AutO(λ)|
=

1 + u∏
i(1− u2/q2i−1)

.

Next we given an explicit expression for ||PO − ΛO,z−1,n||TV .
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Proposition 5.2. Suppose that q is odd. Then

||PO − ΛO,z−1,n||TV

=
1

4

∑
m>n
m even

qm
2/4

(qm − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

+
1

4

∑
m>n
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

+
1

4

n∑
m=0

m even

qm
2/4

(qm − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
b(n−m)/2c∑

j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
+

1

4

n∑
m=0
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
b(n−m)/2c∑

j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ .
Proof : To begin we consider the contribution to the total variation distance
coming from λ of size m > n. Since ΛO,z−1,n(λ) = 0 for such λ, the contri-
bution is

1

4

∑
|λ|=m>n

1

|AutO(λ)|
∏
i

(1− 1/q2i−1).

By Lemma 5.1 and part 2 of Lemma 4.1, this is equal to

1

4

∑
m>n
m even

qm
2/4

(qm − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

+
1

4

∑
m>n
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1).

Next we consider the probability that ΛO,z−1,n assigns to λ when |λ| =
m ≤ n. By the cycle index of the orthogonal groups [F1], this is equal to

1

2

1

|AutO(λ)|
Coef. un−m in

1 + u∏
i(1− u2/q2i−1)

∏
i(1− u2/q2i−1)2

1− u2
.

Indeed, the term 1+u∏
i(1−u2/q2i−1)

corresponds to the polynomial z + 1 in the

cycle index, and the term
∏
i(1−u2/q2i−1)2

1−u2 corresponds to polynomials other
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than z±1 in the cycle index. Canceling terms, one obtains that ΛO,z−1,n(λ)
is equal to

1

2

1

|AutO(λ)|
Coef. un−m in

∏
i(1− u2/q2i−1)

1− u

=
1

2

1

|AutO(λ)|

n−m∑
j=0

Coef. uj in
∏
i

(1− u2/q2i−1)

=
1

2

1

|AutO(λ)|

b(n−m)/2c∑
j=0

Coef. u2j in
∏
i

(1− u2/q2i−1)

=
1

2

1

|AutO(λ)|

b(n−m)/2c∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)
,

where the last step used part 1 of Lemma 4.1.
Thus the contribution to ||PO − ΛO,z−1,n||TV coming from λ with |λ| =

m ≤ n is

1

2

n∑
m=0

∑
|λ|=m

1

2|AutO(λ)|

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
b(n−m)/2c∑

j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ .
By Lemma 5.1 and part 2 of Lemma 4.1,∑

|λ|=m

1

|AutO(λ)|
=

qm
2/4

(qm − 1) · · · (q2 − 1)
,

if m is even, and ∑
|λ|=m

1

|AutO(λ)|
=

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)
,

if m is odd. Thus the contribution to ||PO − ΛO,z−1,n||TV coming from λ
with |λ| = m ≤ n is

1

4

n∑
m=0

m even

qm
2/4

(qm − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
b(n−m)/2c∑

j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
+

1

4

n∑
m=0
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
b(n−m)/2c∑

j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ .
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This completes the proof. �

Now we prove the main result of this section.

Theorem 5.3. (1) For n ≥ 2 even and q odd,

.1

qn/2
≤ ||PO − ΛO,z−1,n||TV ≤

1.3

qn/2
.

(2) For n ≥ 1 odd and q odd,

.1

q(n+1)/2
≤ ||PO − ΛO,z−1,n||TV ≤

2

q(n+1)/2
.

Proof : Suppose that n is even. To lower bound the total variation distance,
looking at the m = n+ 1 term in Proposition 5.2 gives that

||PO − ΛO,z−1,n||TV ≥ 1

4

qn
2/4

(qn − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

≥ 1

4

qn
2/4

qn2/4+n/2

∏
i

(1− 1/q2i−1)

≥ .1

qn/2
.

Next we consider the upper bound when n is even; by Proposition 5.2
this is a sum of four terms. The first term is

1

4

∑
m>n
m even

qm
2/4

(qm − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

=
1

4

∑
m>n
m even

1

qm/2

∏
i(1− 1/q2i−1)

(1− 1/q2) · · · (1− 1/qm)

≤ 1

4

∑
m>n
m even

1

qm/2

=
1

4

1

qn/2+1(1− 1/q)

≤ 3

8

1

qn/2+1

≤ 1

8qn/2
.
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The second term in the upper bound is

1

4

∑
m>n
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

=
1

4

∑
m>n
m odd

1

q(m−1)/2

∏
i(1− 1/q2i−1)

(1− 1/q2) · · · (1− 1/qm−1)

≤ 1

4

∑
m>n
m odd

1

q(m−1)/2

=
1

4

1

qn/2(1− 1/q)

≤ 3

8qn/2
.

The third term in the upper bound is

1

4

n∑
m=0

m even

qm
2/4

(qm − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
(n−m)/2∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
≤ 1

4

n∑
m=0

m even

qm
2/4

(qm − 1) · · · (q2 − 1)

q(n−m+2)/2

(qn−m+2 − 1) · · · (q2 − 1)
.

Since
∏
j(1− 1/q2j)−1 ≤ 1.2, the third term is at most

(1.2)2

4

n∑
m=0

m even

1

qm/2
1

q(
n−m+2

2
)2
≤ (1.2)2

4qn/2+1(1− 1/q)

≤ 3(1.2)2

8qn/2+1

≤ .2

qn/2
.
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The fourth term in the upper bound is

1

4

n∑
m=0
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
(n−m−1)/2∑

j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
≤ 1

4

n∑
m=0
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

q(n−m+1)/2

(qn−m+1 − 1) · · · (q2 − 1)
.

Again using that
∏
j(1− 1/q2j)−1 ≤ 1.2, the fourth term is at most

(1.2)2

4

n∑
m=0
m odd

1

q(m−1)/2
1

q(
n−m+1

2
)2
≤ (1.2)2

4qn/2(1− 1/q)
≤ .6

qn/2
.

Combining the above bounds proves the theorem for n ≥ 2 even.
Next suppose that n is odd. To lower bound the total variation distance,

looking at the m = n+ 1 term in Proposition 5.2 gives that

||PO − ΛO,z−1,n||TV ≥ 1

4

q(n+1)2/4

(qn+1 − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

≥ 1

4q(n+1)/2

∏
i

(1− 1/q2i−1)

≥ .1

q(n+1)/2
.

By Proposition 5.2, the upper bound is a sum of four terms. For the first
term, one argues as in the n even case to obtain

1

4

∑
m>n
m even

qm
2/4

(qm − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1) ≤ 1

4

∑
m>n
m even

1

qm/2

=
1

4

1

q(n+1)/2(1− 1/q)

≤ 3

8q(n+1)/2
.
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For the second term, one also argues as in the n even case to obtain

1

4

∑
m>n
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1) ≤ 1

4

∑
m>n
m odd

1

q(m−1)/2

=
1

4

1

q(n+1)/2(1− 1/q)

≤ 3

8q(n+1)/2
.

The third term in the upper bound is

1

4

n∑
m=0

m even

qm
2/4

(qm − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
(n−m−1)/2∑

j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
≤ 1

4

n∑
m=0

m even

qm
2/4

(qm − 1) · · · (q2 − 1)

q(n−m+1)/2

(qn−m+1 − 1) · · · (q2 − 1)
.

Using
∏
j(1− 1/q2j)−1 ≤ 1.2 shows that the third term is at most

(1.2)2

4

n∑
m=0

m even

1

qm/2
1

q(
n−m+1

2
)2
≤ .4

q(n+1)/2(1− 1/q)

≤ .6

q(n+1)/2
.

The fourth term in the upper bound is

1

4

n∑
m=0
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
(n−m)/2∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
≤ 1

4

n∑
m=0
m odd

q(m−1)
2/4

(qm−1 − 1) · · · (q2 − 1)

q(n−m+2)/2

(qn−m+2 − 1) · · · (q2 − 1)
.

Using
∏
j(1− 1/q2j)−1 ≤ 1.2 shows that the fourth term is at most

(1.2)2

4

n∑
m=0
m odd

1

q(m−1)/2
1

q(
n−m+2

2
)2
≤ (1.2)2

4

1

q(n+1)/2(1− 1/q)

≤ .6

q(n+1)/2
.
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Combining the above bounds proves the theorem for n ≥ 1 odd. �

5.2. Even characteristic. Throughout this subsection it is assumed that the
characteristic is even. We define an orthogonal analog PO of the Cohen-
Lenstra measure on the set of all partitions of all non-negative integers in
which the odd parts occur with even multiplicity. A formula for the measure
PO is:

PO(λ) =

∏
i≥1(1− 1/q2i−1)

2|AutO(λ)|
,

where |AutO(λ)| is defined by the formula

|AutO(λ)| = qn(λ)+
|λ|
2
+
o(λ)
2
−l(λ)

∏
i

(1− 1/q2)(1− 1/q4) · · · (1− 1/q2b
mi(λ)

2
c).

Here, as earlier, mi(λ) denotes the multiplicity of i in the partition λ, o(λ)

denotes the number of odd parts of λ, and n(λ) =
∑

i

(λ′i
2

)
. The symbol l(λ)

denotes the number of parts of λ.

Remark: The measure PO is the special case (u = 1) of a measure studied
in [FST] which chooses λ with probability∏

i(1− u2/q2i−1)
1 + u2

u|λ|

|AutO(λ)|
.

To define the probability measure ΛO,z−1,n, we use, as in the other cases,
the theory of rational canonical forms. We choose an element g, with prob-
ability 1/2 uniformly at random from O+(2n, q) and with probability 1/2
uniformly at random from O−(2n, q). (Note that in even characteristic,
odd dimensional orthogonal groups are isomorphic to symplectic groups, so
we focus on even dimensional orthogonal groups). Then there is a parti-
tion λz−1(g) of size at most 2n associated to the polynomial z − 1. We let
ΛO,z−1,n denote the corresponding measure on partitions. From [FST] it is
known that as n→∞, the measure ΛO,z−1,n converges to the measure PO.
The main result of this section is to make this convergence quantitative.

The following lemma is from [FST].

Lemma 5.4. Suppose that q is even. Then∑
λ

u|λ|

|AutO(λ)|
=

1 + u2∏
i(1− u2/q2i−1)

.

Next we give an explicit expression for ||PO − ΛO,z−1,n||TV .
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Proposition 5.5. Suppose that q is even. Then

||PO − ΛO,z−1,n||TV

=
1

4

∑
m>n

[
qm

2

(q2m − 1) · · · (q2 − 1)
+

q(m−1)
2

(q2m−2 − 1) · · · (q2 − 1)

]
·
∏
i

(1− 1/q2i−1)

+
1

4

n∑
m=1

[
qm

2

(q2m − 1) · · · (q2 − 1)
+

q(m−1)
2

(q2m−2 − 1) · · · (q2 − 1)

]

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
+

1

4

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ .
Proof : To begin, we consider the contribution to the total variation distance
coming from λ of size 2m > 2n. Since ΛO,z−1,n(λ) = 0 for such λ, the
contribution is

1

4

∑
|λ|=2m>2n

∏
i(1− 1/q2i−1)

|AutO(λ)|
.

By Lemma 5.4 and part 2 of Lemma 4.1, this is equal to

1

4

∑
m>n

[
qm

2

(q2m − 1) · · · (q2 − 1)
+

q(m−1)
2

(q2m−2 − 1) · · · (q2 − 1)

]∏
i

(1− 1/q2i−1).

Next consider the probability that ΛO,z−1,n associates to λ when |λ| =
2m ≤ 2n. By the cycle index of the orthogonal groups [FST], this probability
is equal to the coefficient of u2n−2m in

1

2|AutO(λ)|

∏
i(1− u2/q2i−1)

1− u2
.

Indeed, ∏
i(1− u2/q2i−1)

1− u2

is the part of the cycle index of the orthogonal groups corresponding to
polynomials other than z − 1. Thus ΛO,z−1,n(λ) is equal to

1

2|AutO(λ)|

n−m∑
j=0

Coef. uj in
∏
i

(1− u/q2i−1).
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By part 1 of Lemma 4.1, this is equal to

1

2|AutO(λ)|

n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)
.

Thus the contribution to ||PO − ΛO,z−1,n||TV coming from λ with |λ| =
2m ≤ 2n is

1

4

n∑
m=0

∑
|λ|=2m

1

|AutO(λ)|

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ .
By Lemma 5.4 and part 2 of Lemma 4.1, if m ≥ 1, then∑

|λ|=2m

1

|AutO(λ)|
= Coef. u2m in

1 + u2∏
i(1− u2/q2i−1)

=
qm

2

(q2m − 1) · · · (q2 − 1)

+
q(m−1)

2

(q2m−2 − 1) · · · (q2 − 1)
.

Thus the contribution to ||PO − ΛO,z−1,n||TV coming from λ with |λ| = 2m
with 1 ≤ m ≤ n is

1

4

n∑
m=1

[
qm

2

(q2m − 1) · · · (q2 − 1)
+

q(m−1)
2

(q2m−2 − 1) · · · (q2 − 1)

]

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ .
The contribution to ||PO − ΛO,z−1,n||TV coming from |λ| = 0 is

1

4

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ ,
which completes the proof. �

Next we prove the main result of this section.

Theorem 5.6. For n ≥ 1 and q even,

.1

qn
≤ ||PO − ΛO,z−1,n||TV ≤

2.6

qn
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Proof : To lower bound the total variation distance, looking at the m = n+1
term in Proposition 5.5 gives that

||PO − ΛO,z−1,n||TV ≥ 1

4

qn
2

(q2n − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

≥ 1

4

qn
2

qn(n+1)

∏
i

(1− 1/q2i−1)

≥ .1

qn
.

Next we consider the upper bound; by Proposition 5.5, this is a sum of
three terms. Since

qm
2

(q2m − 1) · · · (q2 − 1)
≤ q(m−1)

2

(q2m−2 − 1) · · · (q2 − 1)
,

the first term is at most

1

2

∑
m>n

q(m−1)
2

(q2m−2 − 1) · · · (q2 − 1)

∏
i

(1− 1/q2i−1)

=
1

2

∑
m>n

1

qm−1

∏
i(1− 1/q2i−1)

(1− 1/q2) · · · (1− 1/q2m−2)

≤ 1

2

∑
m>n

1

qm−1

=
1

2

1

qn(1− 1/q)

≤ 1

qn
.

To upper bound the second term, note that

1

4

n∑
m=1

[
qm

2

(q2m − 1) · · · (q2 − 1)
+

q(m−1)
2

(q2m−2 − 1) · · · (q2 − 1)

]

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
≤ 1

2

m∑
m=1

q(m−1)
2

(q2m−2 − 1) · · · (q2 − 1)

·

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n−m∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣
≤ 1

2

n∑
m=1

q(m−1)
2

(q2m−2 − 1) · · · (q2 − 1)

qn−m+1

(q2(n−m+1) − 1) · · · (q2 − 1)
.
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Since
∏
j(1− 1/q2j)−1 ≤ 1.5, the second term is at most

(1.5)2

2

n∑
m=1

1

qm−1
1

q(n−m+1)2
≤ (1.5)2

2

1

qn(1− 1/q2)
≤ 1.5

qn
.

To upper bound the third term, note that

1

4

∣∣∣∣∣∣
∏
i

(1− 1/q2i−1)−
n∑
j=0

(−1)jqj

(q2j − 1) · · · (q2 − 1)

∣∣∣∣∣∣ ≤ 1

4

qn+1

(q2(n+1) − 1) · · · (q2 − 1)

Since
∏
j(1− 1/q2j)−1 ≤ 1.5, the third term is at most

1.5

4

1

q(n+1)2
≤ 1.5

32

1

qn
≤ .05

qn
.

Adding the upper bounds on the three terms completes the proof. �
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