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People care about their privacy, but when they are online, they do not act as if they do. We apply the psy-
chology of meaning-making to shed light on why that is. Acquisti, Loewenstein, and Brandimarte (2020)
review of factors relevant to gaps between privacy attitudes and behaviors highlights both the importance of
the problem of online privacy and its intractability, given current thinking about what can be done. Connect-
ing their discussion with the psychology of meaning-making, operationalized by integrating identity-based
motivation theory with the logic of communication and anthropomorphizing, this commentary addresses why
people narrowly conceptualize what privacy they are losing and fail to act as if privacy matters, as well as
what can be done about it at a policy level.
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People have relationships with their personal elec-
tronic devices and online applications and find
them to be part of who they are. Their devices and
user-interfaces invite personalization and users
engage conversationally with their “talking map”,
their Apple Siri or Google assistant as they would
with individuals. Deeply built into the experience is
the idea of personalized goal pursuit, doing things
in your own way, to get exactly what you want by
engaging in a conversation. As part of this conver-
sation, people share some information (e.g., location
tracking) for the purpose of gaining knowledge rel-
evant to pursuing their goals (e.g., nearby places
serving Thai food, how to get to the conference cen-
ter). In real life, when asking for directions from
another person, people do not assume that the

person they are asking has been waiting at the
street corner hoping to ensnare them in an informa-
tion seeking venture. Instead, they infer that the
other is simply a cooperative by-stander, willing to
help if they receive the relevant information. Simi-
larly, in sharing online, people fail to recognize that
they are the product. Instead, they assume that they
are engaging with the platform to attain their own
goals. They assume the platform is incidental, like a
human passerby. Because of this, they may assume
that when they give some information, the rest of
their personal information is not accessed. After all,
if I ask you for directions, you need to know where
I am now and where I trying to go—but that nei-
ther means you will always know where I am, nor
that you will also know which news sites I visit. It
surely does not follow that you will sell all of that
to others.
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Apps, social media, and search engine sites bene-
fit when people experience them as friendly tools
or parts of their identities and actively seek to trig-
ger anthropomorphizing and identity by imbuing
interactions with personalizing and interpersonal
touches. Thinking about applications as friends and
using them as part of being a savvy person who
can get what they want obscures privacy as a con-
cern. Like a friend who knows what you like and
can finish your thoughts, your apps are there for
you; they help you be yourself, being yourself
entails tailoring, that requires sharing. Identity-
based, anthropomorphizing frames yield the odd
observation that Acquisti, Loewenstein, and Brandi-
marte (2020) highlight, which is that people care
about their privacy, but when they are online, they
do not act as if they do.

As Acquisti, Loewenstein, and Brandimarte
emphasize, unless something changes, it is unlikely
that privacy will be regained. Individual actors can-
not negotiate their privacy with institutional actors
and regulators are frequently coopted by the indus-
tries they are meant to reign in. In our commentary,
we draw on the psychology of meaning-making to
outline how privacy concerns are obfuscated in
online interaction, highlighting how online interac-
tions are set up to turn on people’s identity-based
motivation using the logic of communication and
anthropomorphizing. We suggest that people misin-
terpret their online interactions as being about
expressing their identities with the assistance of
applications in part because they see these interac-
tions as analogous to interactions with humans and
this narrows their privacy concerns. To keep privacy
concern narrowly focused and reduce sense of con-
trol over personal information, institutional actors
use personalizing and anthropomorphizing tech-
niques to increase a feeling of identity expressiveness
and sociability. They position and formulate privacy
policies in ways that make it difficult for people to
determine what they are sharing with whom and
what they can do about it. We conclude with a dis-
cussion of what can be done to increase the odds
that people see the scope of privacy loss and engage
in effective action to protect their own privacy.

Identity-Based Motivation: Thinking (About The
Self) Is For Doing

As William James (1890) emphasized, thinking is
for doing. People go online for a purpose (express-
ing themselves, working, shopping, being informed
or entertained). Online as well as offline, most goal

pursuit requires some disclosure of information or
else the goal will not be achieved. In marketplace
interactions, disclosure is legitimized by its func-
tionality, from sharing product preferences to shar-
ing payment information or one’s GPS position
while searching for a restaurant. Sharing is often
framed as ways to tailor, yield an outcome that fits
who one is or wants to become, increasing the like-
lihood that people will experience their online activ-
ities as identity-congruent, something that they and
people like them do to attain their goals. When an
action feels identity-relevant, any impediments
along the way will feel like obstacles to be over-
come, not signals that the action or the goal itself
should be dropped.

In writing this piece, one of us asked Google for
the “percentage of people using the internet”. The
top-ranked response came from a site which
informed me that by proceeding, I was accepting
their use of cookies. A green button suggested I
click OKAY. Small print informed me that if I
wanted to learn more about their policies, I could
click F1. So, I did. Nothing happened. What to do?
Drop the information search goal? That was the
moment in which privacy concerns could have been
triggered. That agreeing was made easy (press a
big button or simply continue), whereas disagreeing
was made difficult (pressing F1 yields no results), is
a design feature, not a flaw. Some platforms direct
people to email to obtain information regarding
which information is tracked and how it is used,
with the implication that the choice is agree and
use now, or disagree, and find a different route to
goal attainment.

Given that online interactions are self-initiated,
people may feel that the action is identity-congru-
ent, fits with who they are and are trying to become
(Oyserman, 2009a, 2009b; Oyserman, Destin, &
Novin, 2015). Once an aspect of identity is on-the-
mind, it shapes how people make sense of their
opportunities and experiences (Oyserman, 2007;
Oyserman, Elmore, & Smith, 2012). People vary in
which aspect of identity is triggered by online
engagement. For some, online engagement implies
that they are savvy, the kind of people who can
cleverly use the latest tools to get what they want.
For others, it implies that they are astute, getting
information from the source rather than filtered.
Rarely do people go online in order to show them-
selves that they are good stewards of their personal
information. Privacy rarely becomes focal because it
is not what people are trying to do online. On-the-
mind goals increase the accessibility of goal-related
information and impair the accessibility of
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competing (or irrelevant) information (Bruner, 1957;
Fishbach & Ferguson, 2007).

When privacy does come to mind, it is usually
after information that seems relevant to the per-
sonal goal has been disclosed. Indeed, online plat-
forms frame information requests as ways to
provide personally tailored goods and services,
making sharing feel like a self-focused activity (e.g.
“what do I really want?”). Hence, people are most
likely to consider privacy issues when they reach
the stage of providing payment information. Yet,
whether people pay or not, they have already
engaged in a long sequence of goal-related informa-
tion sharing. This sequencing focuses consumers on
one aspect of privacy, “identity theft” and its possi-
ble credit implications. What people miss is that the
mere initiation of an online interaction is the begin-
ning of information disclosure. People are typically
unaware that in providing any information (what
they are looking for, worried about, enjoy and pre-
fer), they have agreed to have the online platform
use it, bundle it, and sell it to others. Privacy con-
cerns that are focused on identity theft can be
allayed through safe-payment mechanisms, “trusted
site” badges and identity monitoring services. Nota-
bly, each of these provides profitable business
opportunities for industry, while focusing con-
sumers on aspects of privacy that pose little threat
to the interests of commercial and political online
actors interested in user data.

Monetizing information gathered online is big
business. Almost all (9 in 10) Americans are online,
some accessing the internet only through social
media or other smartphone applications (Pew
Research Center, 2019). Not everyone who uses the
internet sees themselves as internet users, those
who engage directly with smartphone applications
and social media often do not (Pew Research Cen-
ter, 2019). This misunderstanding likely decreases
people’s sense that privacy is an issue. They mostly
think of their sharing as limited to friends and
existing in the moment (ephemeral) rather than as
permanently captured and bundled for commercial-
ization. As in personal interactions, people typically
do not consider privacy in making social media
posts—that I enjoyed dinner at Little Sister, that I
visited the pier with my daughter and granddaugh-
ters, that I read the Washington Post, none of this
seems worth hiding. Framing privacy itself as hav-
ing something to hide implies that what is being
hidden is either something to be embarrassed about
or something that could be costly if revealed.

What people miss is that monetizing information
is not just about embarrassing secrets or obtaining

credit card information. The broader issue of online
tracking and information linkage across many activ-
ities is for the purpose of delivering finely tuned
persuasive messages. Messaging can take the form
of targeted commercial (Johnson, 2013) and political
(Bradshaw & Howard, 2018) advertisements and
infomercials. Beyond targeting by prior site visits,
persuasion attempts are framed in ways that feel
fluent, fit cultural scripts and are personalized to
feel identity-congruent (Oyserman, 2019a, 2019b;
Oyserman & Dawson, 2020). Campaigns can craft
messages, not with the goal of informing but with
the goal of changing action regardless of the truth
value of the message (Oyserman & Dawson, 2020).
The latter version of persuasion involves using my
posts, and everything else about my online pres-
ence, and geocoding, to link up to a wealth of infor-
mation about who I am, what sorts of things matter
to me, and hence, what concrete frames, images,
and tag lines might sway me. My posts link me to
a web of others all of whom can be targeted not
simply to advertise the latest Asian-French fusion
but also to frame persuasive attempts. Disinforma-
tion is information presented without regard for
truth value, with the goal of triggering action. Dis-
information works best when linked to images and
taglines that feel fluent because they are relevant to
my own identities and because they follow cultural
scripts. What feels fluent to me, what fits my identi-
ties and cultural scripts, can all be gleaned through
synthesizing everything about myself that I have
provided online free for use. A clear example out-
side the United States entails the U.K. referendum
on whether to stay or leave the E.U. (Oyserman &
Dawson, 2020). While the groups working to
remain in the E.U. used factually correct targeted
information campaigns highlighting concerns rele-
vant to each targeted voter group (e.g., about the
economy, about treaties), the groups working to
leave the E.U. employed disinformation.

A scathing report from the U.K. Parliament
(2019) likened Facebook executives to “digital
gangsters” for their handling of user data and
highlighted Facebook’s role in providing the raw
materials for Cambridge Analytica to develop and
disseminate via Facebook and other social media
platforms images and taglines that were dis-infor-
mative—developed without regard for truth value
with the goal of getting voters who thought Britain
should stay in the E.U. to stay home rather than
vote while mobilizing voters who thought Britain
should leave the E.U. People likely to vote to
remain in the E.U. were treated to images implying
corruption and regulations harming ecological
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concerns, including harming polar bears. These
confusing images served the goal of sowing confu-
sion as to whether staying was really the right
thing to do. Left in doubt, young people who
favored staying, failed to vote. In contrast, older
voters were served with images of red double
decker buses and warnings that the EU would steal
your “cuppa” (culturally fluent description of a
cup of tea). These worried voters voted en masse to
leave. None of these voters had knowingly pro-
vided the raw materials for these successful persua-
sions. They thought they were sharing innocuous
posts about their meals, their granddaughters, their
local beach, their opinions. But knowing who I am
(have granddaughters, live in a mostly white place,
with mostly wealthy neighbors) and what I like
(the news I share) provides the grist for the disin-
formation mill.

Our mental models of interacting with shop
keepers and friends, our ways of showing one
another who we are, documenting our tastes and
desires, do not include the possibility that where
we have been, what we have said, where we have
clicked, will be bundled and sold to unknown
others, to use in combination with data analytics to
fill in gaps with knowledge gained from similar
others to design tailored influence attempts. This
scenario is far removed from self-disclosure and
privacy protection in personal interactions (cf. Alt-
man, Vinsel, & Brown, 1981). It is also not closely
linked to the sequence of behaviors involved in
most goal-directed online interactions. Indeed,
except for fringe actors endorsing political conspir-
acy theories (Samory & Mitra, 2018) and dissidents
in authoritarian regimes (Hahn & Layne-Farrar,
2002) there are few noncriminal online activities
where the core goal of the activity is likely to bring
large-scale information tracking and pooling to
mind.

Communication is Cooperative

Consumers not only accept that they need to dis-
close information that is clearly required for the
ongoing interaction, they are also unlikely to ques-
tion the legitimacy of tangential information
requests as part of an ongoing exchange. This
reflects, in part, that people bring the tacit assump-
tions that govern communication in everyday life
(Grice, 1975) to the online context. They assume
that speakers provide information that is relevant
to the goal of the exchange, truthful and clear, and
that speakers expect such information in return

(Grice, 1975; Schwarz, 1994; Sperber & Wilson,
1995). This is at the heart of many context effects in
judgment and decision making, including con-
sumers’ reliance on the frames of reference con-
veyed by the response alternatives provided in
questionnaires (Schwarz, 1994, 1995) and online
forms (Hauser & Schwarz, 2019). These tacit
assumptions also seem to guide consumers’ pro-
cessing of privacy information, leading them to pro-
ceed as if all relevant information was provided in
the short and readable summary and to ignore the
indigestible legalese (which surely would have been
explained in a more accessible way if it really were
important).

People only suspend the assumptions of coopera-
tive conversational conduct when they see reasons
to distrust the communicator (Mayo, 2015; Sch-
warz, 1996; Schwarz & Lee, 2019) or have reason to
believe that the communicator is not human (Lin,
Zhang, & Oyserman, 2020). Service platforms and
online companies work hard to avoid both infer-
ences, supported by a plethora of personalizing and
anthropomorphizing techniques and “trusted site”
designations. Hence, consumers are likely to oper-
ate within the constraints of the limited choices
offered to them and accept vaguely formulated pri-
vacy policies that allow firms to collect, use, and
share their personal information with other organi-
zations. This sharing allows the construction of an
increasingly detailed profile of who they are and
what they do, which can be used to sell them prod-
ucts at prices tailored to their financial ability or to
influence their attitudes or voting behavior.

One of the most efficient and cost-effective inter-
ventions would be regulations that require sites to
unpack their privacy policies and to ask for sepa-
rate, explicit permissions for each of these compo-
nents. As Acquisti et al. (2020) pessimistic
discussion of regulatory efforts indicates, such regu-
lations would face considerable opposition because
selling information and access is lucrative and cen-
tral to the business models of large social plat-
forms.

Online Interactions are Anthropomorphized

One reason that people fail to notice that privacy is
broader than the sharing of their credit card infor-
mation is that they reason about privacy in online
interactions as if they were having a personal inter-
action with another human. That is, they interact
with online agents (their map site, their restaurant
guide, their browser) as if they were interacting
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with a person. Because they anthropomorphize
their online interaction partners, they attribute
human attributes to them—they are helpful,
friendly, patient, knowledgeable, reliable, trusted.
In the interpersonal domain, disclosure is usually
limited to the persons present during the interaction
and while indiscretions can happen, the risk is
mutual and limited by reputational concerns (Alt-
man et al., 1981). Not so online, where disclosure is
asymmetrical and the disclosed information sold
and pooled across many disclosures, each of which
was made to a different, and usually anonymous,
agent. Once bundled, analyzed and complemented
by analytic insights, the shared information is more
than people think they have shared with any online
site.

Companies, service platforms, and hardware
providers encourage anthropomorphizing in
numerous ways, from chat bots to virtual assis-
tants with human voices and natural language
comprehension (Nass & Brave, 2005; Rauschnabel
& Ahuvia, 2014). Not too long ago, it was an
amusing oddity when people gave their computer
a name, pleaded with it when slowed or recipro-
cated its good behavior (Reeves & Nass, 1996);
now, talking with Siri, Alexa and their sibs is a
familiar part of life. This has consequences. Experi-
mental research indicates that the perceived trust-
worthiness and competence of nonhuman agents
increases with their anthropomorphization and the
more people anthropomorphize nonhuman agents,
the more they accept the agents’ choices and
requests (Gong, 2008; Kim & Sundar, 2012; Nass
& Brave, 2005; Pak, Fink, Price, Bass, &
Sturre, 2012). Companies are aware that people
are more willing to reveal extra information in
anthropomorphized interchanges (Thomaz, Salge,
Karahanna, & Hulland, 2020) and make efforts to
anthropomorphize themselves, their brands, and
specific products (Aggarwal & McGill, 2007; Chan-
dler & Schwarz, 2010; Kniazeva & Belk, 2010; Pod-
nar & Melewar, 2010; Stinnett, Hardy, &
Waters, 2013).

We suspect that when people anthropomorphize
their online interaction, they are more likely to
think in terms of interpersonal privacy and less
likely to notice or consider institutionalized pooling
of information across many interactions. This sug-
gests that consumers will be more worried about
prototypical interpersonal privacy concerns while
talking with Alexa, Siri or the Google Assistant
than when doing a keyboard-based search, whereas
the opposite should hold for privacy concerns
related to institutional data capture and sharing.

What people miss is that no matter the interface,
data capturing, pooling, bunding, and selling are
always critical to the business model.

Important or Impossible? Identity-Based
Motivation

Everyone has had the experience of trying to under-
stand what exactly they are agreeing to when read-
ing a privacy policy, only to eventually give up
and decide that it is impossible to understand and
not really worth their time to try. This gut-based
response reflects a close association of difficulty
and impossibility in the English language (Yan &
Oyserman, 2020) that can also be captured with
implicit measures (O’Donnell & Oyserman, 2020).
When led to interpret difficulty as impossibility,
people become unsure if a task is identity-relevant,
undermining their willingness to engage (Aelenei,
Lewis, & Oyserman, 2017; Oyserman, Elmore,
Novin, Fisher, & Smith, 2018; Smith & Oyser-
man, 2015). People are likely to interpret difficulty
as a sign of impossibility when they are unsure
about which aspect of their identity is relevant in a
situation (Oyserman, Bybee, & Terry, 2006; Oyser-
man et al., 2015). When they are sure a task or situ-
ation is relevant to their identities, they interpret
difficulty as evidence that the task is important and
valuable to them (for a review, see Oyserman
et al., 2017). Not surprisingly, perceived importance
motivates engagement, whereas perceived impossi-
bility impairs it.

This has implications for privacy protection. The
identities that are on consumers’ minds when they
encounter a privacy policy are related to the goals
that brought them online in the first place—con-
necting with friends, finding the perfect dress, or
supporting one’s argument in a JCP commentary
with a good reference. In the moment of pursuit,
failing to pause to figure out how to disable inva-
sive tracking (if that is even possible) is likely, and
in retrospect, this failure implies that one probably
is not worried. Moreover, as noted above, privacy
is rarely one’s primary goal. When privacy concerns
come to mind, they are often dominated by worries
about theft of credit card, banking, or social secu-
rity numbers, and the need to protect these from
malicious actors who want to sell them on the
“dark” web. If one only shares this kind of informa-
tion with actors one trusts enough to do business
with, and they are not hacked by thieves, terrible
outcomes are not expected. If online privacy about
as “theft” and the “dark” web, then wanting to
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“hide” online behavior from view may feel at odds
with the self-perception that one has “nothing to
hide”. Hence, consumers’ most common protective
behaviors are limited to what their banks recom-
mend—protecting passwords, using anti-virus soft-
ware, and being cautious with public wi-fi.

Overcoming the numerous hurdles imposed by
privacy policies requires attention, persistence, and
the acquisition of relevant skills. To motivate this
engagement, people must see privacy protection
not only as relevant to their goals, but also as iden-
tity-congruent—something that “people like me”
do. Ironically, privacy protection is itself a rather
private behavior and rarely the topic of personal
discussion. This impairs the development of
descriptive norms regarding these behaviors (Cial-
dini, 2003) that could convey that engaging in iden-
tity protection is a common activity for “people like
me” (Oyserman, 2007). Finally, whether people per-
ceive a challenging task as worth their while also
depends on how much control they have over it.
As Mourey and Waldman (2020) observed, people
perceive privacy as less important when a company
or their social network manages it, than when they
themselves manage it, especially when privacy
management is difficult.

Next Steps

So, what can be done? First, public information
campaigns need to clarify what online transactions
entail—no matter how personable the app, online
transactions are not interactions with friendly
others, they are not merely ways of expressing
yourself. As the saying goes, “If you’re not paying
for it, you are the product.” In fact, you are the pro-
duct even if you do pay because collecting and
bundling information, filling in the gaps with ana-
lytics, and selling the results is big business that
companies protect with difficult-to-parse terms of
use and privacy information, as Acquisti et al.
(2020) review. Hence, the appropriate interpretation
of experiences of difficulty should not be “this is
impossible for me, my time is better spent else-
where.” But rather, “this experience of difficulty is
a signal of how important it is for them to get me to
agree.”

Public information campaigns need to emphasize
that the information people freely provide in one
“interaction” and with one interaction “partner”
streams from their phones and web-browsers con-
tinuously and not only for the specific user-insti-
gated purpose or interaction. That this information

is bundled and analyzed in connection with infor-
mation provided in other “interactions” for other
purposes, synthesized, and used for purposes that
people did not intend or agree to (e.g., persuasion
attempts tailored in ways that will feel identity-con-
gruent and culturally fluent and hence not carefully
scrutinized).

Because information becomes more valuable, and
privacy more impinged, the more continuously
information is collected and the more it is linked to
other information, consumers need to know for
how long and for what purposes their information
is used. There is no reason that companies should
leverage people’s identity-based motivation and
understanding of the logic of communication
against them. Instead, public regulators can use
both to formulate privacy policy and consent,
including explicit opt-in procedures for different
types of information and different uses of that
information. Much like research in other domains is
regulated by human subject policies, overseen by
review boards, and linked to explicit consent,
online data collection, storage, and use through
companies requires regulation and consent—it is,
after all, human subject research. Just because com-
panies benefit from bundling and selling consumer
profiles, does not mean that consumers need to be
forced to agree to it, especially given that profiling
is used to shape consumer attitudes, judgments,
and behaviors. Change will be difficult to achieve
because it goes against influential interests—but
here as elsewhere, difficulty signals importance, not
impossibility.
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