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Model’s Training Progress:  Mean Squared Loss vs Epoch Utilizing the auto-encoder model, the network 
were able to recognize and learn gene gene 
interactions after being trained with coefficient of 
determination 0.94
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The common approach of determining  master regulator 
genes (MR) in disease has relied largely on 
trial-and-error experimental manipulation of individual 
genes, followed measuring the impact on disease 
phenotype. However this method is inefficient and 
incapable of identifying cooperative MR specific to 
individual patients.  Therefore, there is a great need for 
new algorithm that can identify cooperative MR specific 
to individual patients by virtual manipulation in 
computational simulation.

Auto-encoder model is an effective tool to model 
complex unknown relationships in biology due to their 
ability to learn and capture meaningful features and 
patterns. Utilizing transfer learning, we could train an 
auto-encoder network model based on large scale 
public data, and then fine tune it to a specific 
downstream task, identifying candidate therapeutic 
targets for specific disease. This approach can help 
accelerate discovery of key network regulators and 
candidate therapeutic targets.
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Objectives
- Design an auto-encoder model capable of mapping 
genes-genes connection within specific human cell, with 
the model being trained on 237,824 training data points 
from RNA-seq dataset from Gene Expression Omnibus 
(GEO)
-Assess the performance of the model by judging it’s 
ability to model the gene gene relationships by 
comparing the model predicted values with the ground 
truth. 

HPC’s Nodes  Configurations

- Input layer’s dimension: 19383 neurons
- Encoder Layers: 
         + 1st layer: 20000 neurons
         + 2nd layer: 8000 neurons
         + 3rd layer: 4000 neurons
         + 4th layer: 2000 neurons
       

- Output layer’s dimension: 19383 neurons
- Decoder Layers: 
         + 1st layer: 2000 neurons
         + 2nd layer: 4000 neurons
         + 3rd layer: 8000 neurons
         + 4th layer: 20000 neurons

 

-Type of GPU: a100
-Total GPUs: 96
-Memory per CPUs: 32GB
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Assessment
-Model was able to reduce training loss and validation 
loss significantly after 35 epochs and with coefficient of 
determination (R square) = 0.94
-The graph shows the network perform poorly when the 
both the expected and predicted genes value are low 
with only around 30% accuracy for values around 0-2.5 
tpm region
-The graph show that the network performance and 
accuracy increase as the value of predicted and ground 
truth became larger. This is due to error has less effect 
on high value comparing to low
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-Latent Space’s Dimension: 1000 neurons


