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In this paper we study numerical methods to approximate the adapted
solutions to a class of forward–backward stochastic differential equations
(FBSDE’s). The almost sure uniform convergence as well as the weak
convergence of the scheme are proved, and the rate of convergence is
proved to be as good as the approximation for the corresponding forward
SDE. The idea of the approximation is based on the four step scheme for
solving such an FBSDE, developed by Ma, Protter and Yong. For the PDE
part, the combined characteristics and finite difference method is used,
while for the forward SDE part, we use the first order Euler scheme.

1. Introduction. Let (Ω, ℱ, P; {ℱt}t≥0) be a filtered probability space
satisfying the usual conditions. Assume that a standard d-dimensional
Brownian motion {Wt}t≥0 is defined on this space. We consider the following
forward–backward stochastic differential equations (FBSDE’s):

\[
X_t = x + \int_0^t b(s, X_s, Y_s, Z_s) \, ds + \int_0^t \sigma(s, X_s, Y_s) \, dW_s,
\]

\[
Y_t = g(X_T) + \int_t^T \hat{b}(s, X_s, Y_s, Z_s) \, ds + \int_t^T \hat{\sigma}(s, X_s, Y_s, Z_s) \, dW_s,
\]

where \( t \in [0, T] \), \((X, Y, Z)\) takes values in \( \mathbb{R}^n \times \mathbb{R}^m \times \mathbb{R}^{m \times d} \) and \( b, \hat{b}, \sigma, \hat{\sigma} \)
and \( g \) are smooth functions with appropriate dimensions; \( T > 0 \) is an arbi-
trarily prescribed number which stands for the time duration. By an “L2-
adapted solution” we mean a triple \((X, Y, Z)\) which is \( \mathcal{F}_t \)-adapted and
square integrable, such that the equations (1.1) are satisfied on \([0, T] \),
P-almost surely. Such a stochastic differential equation has been found useful
in applications, including stochastic control theory and mathematical finance
(cf. [2], [7] and [8]). In previous work, Ma, Protter and Yong [12] studied the
solvability of the adapted solution to the FBSDE; in particular, they designed
a direct scheme, called the four step scheme (see Section 2 for a brief review),
to solve the FBSDE explicitly.
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We note that in some applications the FBSDE (1.1) can be slightly simplified. That is, we may consider the FBSDE of the type

\[ X_t = x + \int_0^t b(s, X_s, Y_s) \, ds + \int_0^t \sigma(s, X_s, Y_s) \, dW_s, \]

\[ Y_t = E \left( g(X_T) + \int_t^T b(s, X_s, Y_s) \, ds \bigg| \mathcal{F}_t \right), \tag{1.2} \]

where \( t \in [0, T] \). Applying the usual technique using a martingale representation theorem, it is easily seen that (1.2) is equivalent to the FBSDE

\[ X_t = x + \int_0^t b(s, X_s, Y_s) \, ds + \int_0^t \sigma(s, X_s, Y_s) \, dW_s, \]

\[ Y_t = g(X_T) + \int_t^T b(s, X_s, Y_s) \, ds + \int_t^T Z_s \, dW_s, \tag{1.3} \]

which is obviously a special form of (1.1). A first theoretical treatment of (1.2) can be found in Antonelli [1]. As a special case of (1.1), a more general treatment for (1.3) is contained in [12]. We note that the FBSDE’s (1.2) and (1.3) have been found useful in the theory of mathematical finance. For instance, in the framework of stochastic recursive utility, the process \( X \) represents the “discounted weight process,” or “wealth process,” while the process \( Y \) defines a recursive differential utility (cf. [6] or [7] for more details). Also, in a model of term-structure of interest rates, Duffie, Ma, and Yong [8] considered a FBSDE of a form similar to (1.2), in which the process \( X \) is the short rate, while \( Y \) is the “consol rate” (or long term rate). Therefore, a satisfactory simulation result for the FBSDE (1.2) will have interest in its own right. In what follows we shall call (1.3) the “special case” and (1.1) the “general case.”

For standard forward SDE’s, there are two types of approximations typically considered: a pathwise convergence that typically converges at a rate \( O(1/\sqrt{n}) \), and weak convergence to the terminal value \( E(f(X_T)) \), where \( X \) is the true solution and \( f \) is an arbitrary smooth function. In the latter case, one approximates \( E(f(X_T)) \) using a Monte Carlo technique once the law of \( X_T \) is known; thus it is the approximation of \( X_t \) that is needed, and since the Monte Carlo rate is slow, one is content to use a simple Euler scheme. We consider here both types of approximations for the forward–backward SDE’s. Our technique allows the weak convergence to be a simple consequence of the pathwise convergence (which is not true in the usual forward case; note that its rate is faster). We obtain the same convergence rates as in the forward only case, an a priori surprising result.

It was shown in [12] that the solution, say \( \theta \), of a parabolic PDE plays a key role in solving FBSDE’s; one uses \( \theta \) to deduce a standard (forward) SDE which gives the component \( X \). One then uses \( \theta \) and \( X \) to obtain \( Y \) and \( Z \). We have used this idea to construct a numerical scheme which first approximates \( \theta \) using PDE numerical techniques, and then approximates \( X \) using SDE techniques. The two approximations have to mesh correctly, and the approxi-
mate solutions for \( \theta \) have to have a certain regularity (e.g., Lipschitz property) so that the subsequent approximation for the forward SDE is feasible. It turns out that this can be done if the spatial mesh size \( h \) and the time mesh size \( \Delta t \) are essentially linearly related. In particular, we shall assume in this paper that the condition \( h > C \Delta t \), where \( C > 0 \) is a constant obtained from the coefficients, is fulfilled.

For the PDE approximations we shall use a method combining the finite difference method and the method of characteristics; it was introduced earlier by Douglas and Russell [5] (see also Douglas [4]). This method allows us to treat the PDE in a more natural time-like variable and thus eliminate the first order term, which then facilitates an error analysis based on a maximum principle argument for the difference equations arising from the approximations. In practice, if the drift terms dominate the diffusion terms (i.e., in the so-called convection-dominated case), then this method will lead not to faster asymptotic rates but to smaller constants in the error estimate (cf., e.g., [5]), which can be just as (or more) important.

Since the special FBSDE’s (1.2) and (1.3) are of independent interest, and the techniques of proofs and ideas are fundamental but more easily seen, we treat them separately in Section 4. We wish to point out that our techniques allow not only the approximation of \( (X, Y) \), but also that of the “extra” process \( Z \) that one needs to solve the FBSDE’s in any sort of reasonable generality. This is significant because in some finance applications (for example), the process \( Z \) represents a hedging strategy, and thus we can give pathwise approximations of \( Z \) as well as weak (faster) approximations of \( E[f(X_T, Z_T)] \). Again, these approximations are of the order \( o(1/\sqrt{n}) \) and \( o(1/n) \), respectively, which are best possible for Euler schemes.

This paper is organized as follows. In Section 2 we formulate the problem and briefly review our four step scheme. In Section 3 we study the approximation for the quasilinear PDE arising in the special cases (1.2) and (1.3). In Section 4 we give our main result for the special case. In Section 5 we extend the results to the general case and give our final result.

2. Formulation of the problem. Let \((\Omega, \mathcal{F}, P)\) be a probability space carrying a standard \(d\)-dimensional Brownian motion \( W = (W_t: t \geq 0) \) and let \( \{\mathcal{F}_t\} \) be the \(\sigma\)-field generated by \( W \) (i.e., \( \mathcal{F}_t = \sigma(W_s: 0 \leq s \leq t) \)). We make the usual \(P\)-augmentation to each \( \mathcal{F}_t \) so that \( \mathcal{F}_t \) contains all the \( P\)-null sets of \( \mathcal{F}_t \). Then \( \{\mathcal{F}_t\} \) is right continuous and \( \{\mathcal{F}_t\} \) satisfies the usual hypotheses. Let us consider the FBSDE (1.1). For the sake of simplicity, in what follows we will consider only the case in which \( n = m = d = 1 \), \( \hat{\gamma}(t, x, y, z) = z \) and \( \sigma \) is independent of \( Z \). In other words, we content ourselves with an FBSDE that is slightly less general than (1.1) [but more general than (1.2)]:

\[
X_t = x + \int_0^t b(s, X_s, Y_s, Z_s) \, ds + \int_0^t \sigma(s, X_s, Y_s) \, dW_s,
\]

\[
Y_t = g(X_T) + \int_t^T b(s, X_s, Y_s, Z_s) \, ds + \int_t^T Z_s \, dW_s,
\]

(2.1)
where \( t \in [0, T] \). Here, \( X, Y \) and \( Z \) are now real-valued processes and \( b, \hat{b}, \sigma \) and \( g \) are real-valued functions. We note that the numerical study of the FBSDE of type (1.1) is also possible using our method, in view of the general theory for the four step scheme (see [12]), but some more complicated discussion involving the numerical scheme for inverse functions will be needed. To simplify presentation, we prefer not to include such a case in the present paper.

We first give the precise definition of an \( L^2 \)-adapted solution to (2.1).

**Definition 2.1.** A triple of processes \((X, Y, Z): [0, T] \times \Omega \to \mathbb{R}^3\) is called an \( L^2 \)-adapted solution of the forward–backward SDE (2.1) if it is \((\mathcal{F}_t)\)-adapted and square integrable and is such that it satisfies (2.1) almost surely.

Let us recall a standard Hölder space notation. For any bounded or unbounded region \( G \subseteq \mathbb{R}, T > 0 \) and \( \alpha \in (0, 1) \), we define \( C^{1+\alpha/2, 2+\alpha}([0, T] \times G) \) to be the space of all functions \( \varphi(t, x) \) which are differentiable in \( t \) and twice differentiable in \( x \) with \( \varphi_t \) and \( \varphi_{xx} \) being \( \alpha/2 \)- and \( \alpha \)-Hölder continuous in \((t, x) \in [0, T] \times G\). The norm in \( C^{1+\alpha/2, 2+\alpha}([0, T] \times G) \) is defined by

\[
\| \varphi \|_{1, 2, \alpha; T, G} = \| \varphi \|_{C_{T, G}} + \| \varphi \|_{C_{T, G}} + \| \varphi_t \|_{C_{T, G}} + \| \varphi_{xx} \|_{C_{T, G}} + \sup_{(t, x) \neq (t', x')} \frac{|\varphi_t(t, x) - \varphi_t(t', x')| + |\varphi_{xx}(t, x) - \varphi_{xx}(t', x')|}{(|x - x'|^2 + |t - t'|)^{\alpha/2}},
\]

where \( \| \cdot \|_{C_{T, G}} \) is the usual sup-norm on the closure of \([0, T] \times G\). When \( G = \mathbb{R} \), we set \( C^{1+\alpha/2, 2+\alpha}([0, T] \times \mathbb{R}) = C^{1+\alpha/2, 2+\alpha} \) and \( \| \cdot \|_{1, 2, \alpha; T, \mathbb{R}} = \| \cdot \|_{1, 2, \alpha} \). For functions of the type \( \varphi = \varphi(x) \), we define the space \( C^{k+\alpha}(G) \) and \( C^{k+\alpha} = C^{k+\alpha}(\mathbb{R}) \) analogously, for \( k = 1, 2, \ldots \).

We will make use of the following standing assumptions throughout the paper.

**Standing assumptions.**

(A1) The functions \( b, \hat{b} \) and \( \sigma \) are continuously differentiable in \( t \) and twice continuously differentiable in \( x, y, z \). Moreover, if we denote any one of these functions generically by \( \psi \), then there exists a constant \( \alpha \in (0, 1) \), such that for fixed \( y \) and \( z \), \( \psi(\cdot, \cdot, y, z) \in C^{1+\alpha/2, 2+\alpha} \). Furthermore, for some \( L > 0 \),

\[
\| \psi(\cdot, \cdot, y, z) \|_{1, 2, \alpha} \leq L, \quad \forall (y, z) \in \mathbb{R}^2.
\]

(A2) The function \( \sigma \) satisfies

\[
\mu \leq \sigma(t, x, y) \leq C, \quad \forall (t, x, y) \in [0, T] \times \mathbb{R}^2,
\]

where \( 0 < \mu \leq C \) are two constants.
The four step scheme.

**Step 1.** Define a function $z: [0,T] \times \mathbb{R}^2 \to \mathbb{R}$ by

$$z(t, x, y, p) = -p \sigma(t, x, y), \quad \forall (t, x, y, p).$$

**Step 2.** Using the function $z$ above, solve the following quasilinear parabolic equation for $\theta(t, x)$ in $C^{1+\alpha/2, 2+\alpha}$, for some $0 < \alpha < 1$:

$$\begin{align*}
\theta_t + \frac{1}{2} \sigma(t, x, \theta)^2 \theta_{xx} + b(t, x, \theta, z(t, x, \theta, \theta_x)) \theta_x \\
+ \tilde{b}(t, x, \theta, z(t, x, \theta, \theta_x)) &= 0, \quad (t, x) \in (0,T) \times \mathbb{R}, \\
\theta(T, x) &= g(x), \quad x \in \mathbb{R}.
\end{align*}$$

**Step 3.** Using $\theta$ and $z$, solve the forward SDE

$$X_t = x + \int_0^t \tilde{b}(s, X_s) \, ds + \int_0^t \tilde{\sigma}(s, X_s) \, dW_s,$$

where $\tilde{b}(t, x) = b(t, x, \theta(t, x), z(t, x, \theta(t, x), \theta_x(t, x)))$ and $\tilde{\sigma}(t, x) = \sigma(t, x, \theta(t, x))$.

**Step 4.** Set

$$\begin{align*}
Y_t &= \theta(t, X_t), \\
Z_t &= z(t, X_t, \theta(t, X_t), \theta_x(t, X_t)).
\end{align*}$$

Then, if this scheme is realizable, $(X, Y, Z)$ will give an adapted solution of (2.1). In fact, in [12] it was proved that under reasonable conditions, the four step scheme is feasible. We summarize the results there in the following theorem, with modifications made to suit our future discussion. Since the arguments are standard, we give only a sketch of the proof.

**Theorem 2.3.** Suppose that the standing assumptions (A1)–(A3) hold. Then, the four step scheme defined above is applicable and any adapted solution to the FBSDE (2.1) must be the same as the one constructed from the four step scheme. Consequently, FBSDE (2.1) possesses a unique adapted solution.
Furthermore, the unique classical solution $\theta$ to the quasilinear PDE (2.4) belongs to the space $C^{2+\alpha/2,4+\alpha}$, and all the partial derivatives of $\theta$ up to the second order in $t$ and fourth order in $x$ are bounded by a constant $K > 0$.

**Sketch of the proof.** The first assertion is a direct consequence of the results in [12]. To see the second assertion, note that by the result in [12] we know that the PDE (2.4) has a unique classical solution $\theta \in C^{1+\alpha/2,2+\alpha}$ for some $\alpha \in (0,1)$. If we apply standard techniques (cf. [9] or [11]) using parabolic Schauder interior estimates to the difference quotients repeatedly, it is not hard to show that under our regularity and boundedness assumptions on the coefficients $b, \sigma, \hat{b}$ and $g$, one can improve the regularity of the solution to the desired order. $\square$

3. Approximation of the PDE (2.4)—special case. In this section we study the numerical approximation scheme and its convergence analysis for the quasilinear parabolic PDE (2.4) corresponding to the special FBSDE (1.2), or equivalently, (1.3). We shall be interested in finding a strong approximation scheme which produces an approximate solution $(X^{(n)}, Y^{(n)})$ such that

$$
E \left\{ \sup_{0 \leq t \leq T} \left| X_t^{(n)} - X_t \right|^2 \right\} + E \left\{ \sup_{0 \leq t \leq T} \left| Y_t^{(n)} - Y_t \right|^2 \right\} \to 0
$$

and in determining its rate of convergence. Note that in this case the coefficients $b, \hat{b}$ and $\sigma$ are independent of $Z$ and only the $(X,Y)$ part of the adapted solution need be considered; thus, the difficulty of the problem is reduced considerably. More precisely, in this case the corresponding PDE (2.4) now takes the simpler form

$$
\theta_t + \frac{1}{2} \sigma(t, x, \theta)^2 \theta_{xx} + b(t, x, \theta) \theta_x + \hat{b}(t, x, \theta) = 0,
$$

(3.1)

$$
(t, x) \in (0, T) \times \mathbb{R},
$$

$$
\theta(T, x) = g(x), \quad x \in \mathbb{R}.
$$

We shall follow an idea of Douglas and Russell [5] and Douglas [4] that combines the method of characteristics with a finite difference procedure to design the approximation scheme. We discussed the advantages this brings to bear in the introduction.

Let us first standardize the PDE (3.1). Define $u(t, x) = \theta(T - t, x)$ and

$$
\bar{\sigma}(t, x, y) = \sigma(T - t, x, y),
$$

$$
\bar{b}(t, x, y) = b(T - t, x, y),
$$

$$
\tilde{b}(t, x, y) = \hat{b}(T - t, x, y).
$$

Then $u$ satisfies the PDE

$$
u_t - \frac{1}{2} \bar{\sigma}^2(t, x, u) u_{xx} - \bar{b}(t, x, u) u_x - \tilde{b}(t, x, u) = 0,
$$

$$
u(0, x) = g(x).
$$

(3.2)
To simplify notation we replace \( \sigma, b \) and \( \hat{b} \) themselves in the rest of this section. Following [5], we should first determine the characteristics of the first order nonlinear PDE

\[
(3.3) \quad u_t - b(t, x, u)u_x = 0.
\]

After transforming (3.3) into a first order system, it is not hard to show that the characteristic of (3.3) is given by the equation

\[
(3.4) \quad \det \begin{vmatrix} a_{ij} t'(s) - \delta_{ij} x'(s) \end{vmatrix} = 0,
\]

where \( s \) is the parameter of the characteristic and \( (a_{ij}) \) is the matrix

\[
\begin{bmatrix} 0 & 0 & 0 \\ 0 & -b(t, x, u) & 0 \\ 0 & -1 & 0 \end{bmatrix}.
\]

Therefore, (3.4) leads to

\[
(3.6) \quad t'(s) b(t, x, u) - x'(s) = 0,
\]

where \( (t, x, u) \) is evaluated along the characteristic curve \( \mathcal{E}: (t(\cdot), x(\cdot)) \). We replace the parameter of \( \mathcal{E} \) by \( t \) and denote the arc length along \( \mathcal{E} \) by \( s \). Then,

\[
(3.7) \quad d\tau = \left[1 + b^2(t, x, u(t, x))\right]^{1/2} dt;
\]

along \( \mathcal{E} \),

\[
\frac{\partial}{\partial \tau} = \frac{1}{\psi} \left\{ \frac{\partial}{\partial t} - b \frac{\partial}{\partial x} \right\},
\]

where

\[
(3.8) \quad \psi(t, x) = \left[1 + b^2(t, x, u(t, x))\right]^{1/2}.
\]

Thus, the equation (3.2) can be simplified to

\[
(3.9) \quad \frac{\partial u}{\partial \tau} = \frac{1}{2} \sigma^2(t, x, u)u_{xx} + \hat{b}(t, x, u), \quad u(0, x) = g(x).
\]

We shall design our numerical scheme based on (3.9).

**Numerical scheme.** Let \( h > 0 \) and \( \Delta t > 0 \) be fixed numbers. Let \( x_i = ih, \)

\( i = 0, \pm 1, \ldots \) and \( t_k = k \Delta t, \ k = 0, 1, \ldots, N, \) where \( t_N = T. \) For a function \( f(t, x), \) let \( f^k(\cdot) = f(t^k, \cdot) \) and let \( f_i^k = f(t^k, x_i) \) denote the grid value of the function \( f. \) Define for each \( k \) the approximate solution \( u^k \) by the following recursive steps.

**Step 0.** Set \( w_0^0 = g(x_i), \) \( i = \ldots, -1, 0, 1, \ldots; \) use linear interpolation to obtain a function \( w^0(x) \) defined on \( x \in \mathbb{R}. \)
Suppose that \( w^{k-1}(x) \) is defined for \( x \in \mathbb{R} \), let \( w^k_i = w^{k-1}(x_i) \) and
\[
\begin{align*}
  b^k_i &= b(t^k, x_i, w^k_{i-1}), \\
  \sigma^k_i &= \sigma(t^k, x_i, w^k_{i-1}), \\
  \bar{b}^k_i &= \bar{b}(t^k, x_i, w^k_{i-1}), \\
  \bar{\sigma}^k_i &= x_i - \bar{b}_i^k \Delta t, \\
  \bar{w}^{k-1}_i &= w^{k-1}(\bar{\sigma}^k_i), \\
  \delta^2_s(w)^k_i &= h^{-1}[w_{i+1}^k - 2w_i^k + w_{i-1}^k].
\end{align*}
\]

STEP \( k \). Obtain the grid values for the \( k \)th step approximate solution, denoted by \( \{w^k_i\} \), via the difference equation
\[
\frac{w^k_i - \bar{w}^{k-1}_i}{\Delta t} = \frac{1}{2}(\sigma_i^k)^2 \delta^2_s(w)^k_i + (\bar{b}_i^k)^k, \quad -\infty < i < \infty.
\]
Since by our assumption \( \sigma \) is bounded below positively and \( \bar{b} \) and \( g \) are bounded, there exists a unique bounded solution of (3.11) as soon as an evaluation is specified for \( w^{k-1}(x) \).

Finally, we use linear interpolation to extend the grid values of \( \{w^k_i\}_{i=-\infty}^\infty \) to all \( x \in \mathbb{R} \) to obtain the \( k \)th step approximate solution \( w^k(\cdot) \).

REMARK 3.1. One must be careful with a numerical scheme to show that it does converge to the unique bounded solution (3.11) as desired and not to a (non-unique) unbounded solution. The following “localization” argument is essential, both theoretically and computationally, for this purpose, and it is also important to apply the maximum principle argument in Theorem 3.3. First, we note that the classical solution of the Cauchy problem (3.2) (therefore (3.9)) is actually viewed as the uniform limit of the solutions \( \{u^R_i\} \) (\( R \rightarrow \infty \)) to the initial-boundary problems (cf. [11] or [12]):
\[
\begin{align*}
  u_i - \frac{1}{2} \sigma(t, x, u)^2 u_{xx} - \bar{b}(t, x, u) u_x - \bar{b}(t, x, u) &= 0, \\
  u(0, x) &= g(x), \quad x \in \mathbb{R}; \\
  u(t, x) &= g(x), \quad |x| = R, \quad 0 < t \leq T.
\end{align*}
\]
Also, the (unique) bounded solution to (3.11) is derived in a similar way: by the boundedness assumption on the coefficients \( b \) and \( \bar{b} \) and an assumption that \( \sigma \) is bounded from below by a positive constant, one can show that \( \{w^k_i\} \) is the uniform limit of \( u^{i_0, k}_i \), \( i = -i_0, \ldots, i_0 \), \( k = 0, 1, 2, \ldots \), where \( \{w^{i_0, k}_i\} \) is the solution to the initial-boundary problem
\[
\begin{align*}
  \frac{w_i^k - \bar{w}_{i-1}^{k-1}}{\Delta t} &= \frac{1}{2}(\sigma_i^k)^2 \delta^2_s(w)^k_i + (\bar{b}_i^k)^k, \quad -i_0 \leq i \leq i_0, \\
  w_{i_0}^0 &= g(x_i), \quad -i_0 \leq i \leq i_0, \\
  w_{i_0}^k &= g(x_{i_0} \pm 1), \quad k = 0, 1, 2, \ldots .
\end{align*}
\]
Therefore, if for fixed mesh size \( h > 0 \) we choose \( R = i_0 h \), for some \( i_0 = i_0(h) \), then \( R \rightarrow \infty \) as \( i_0 \rightarrow \infty \), and, uniformly as \( i_0 \rightarrow \infty \) (possibly along a subse-
quence), we have
\[
u(t, x) = \lim_{\tau \to \infty} u^\tau(t, x), \quad \text{uniformly in } (t, x),
\]
\[
w_i^k = \lim_{\tau \to \infty} w_i^{\tau, k}, \quad \text{uniformly in } i, k.
\]
Consequently, we see that the quantities
\[
\max_i |u(t^k, x_i) - w_i^k| \quad \text{and} \quad \max_{-i_0 \leq i \leq i_0} |u^R(t^k, x_i) - w_i^{i_0, k}|
\]
iffer only by a (uniform) error \( \varepsilon > 0 \), which can be taken to be arbitrarily small as \( i_0h \) is sufficiently large. Because of this, in what follows we sometimes use the localized solutions when necessary without further specification. Note that if the localized solutions are used, then the error \( |u^R(t^k, x_i) - w_i^{i_0, k}| \) will always occur in an "interior" point of \((-R, R)\), which will be essential in the maximum principle argument used in Theorem 3.3.

To analyze the convergence of the approximation, we need to derive an error equation for the procedure. First, note that along the characteristic curve \( \psi \),
\[
\psi \frac{\partial u}{\partial \tau} = \psi \frac{u(t^k, x) - u(t^{k-1}, \bar{x})}{\Delta \tau}
\]
\[
= \psi(x) \left( \frac{u(t^k, x) - u(t^{k-1}, \bar{x})}{\left[(x - \bar{x})^2 + (\Delta \tau)^2\right]^{1/2}} \right)
\]
\[
= \frac{u(t^k, x) - u(t^{k-1}, \bar{x})}{\Delta \tau},
\]
where \( \bar{x} \) is the location of the characteristic starting from \((t^k, x)\) at \( \tau = t^{k-1} \).

Therefore, the solution of (3.9) satisfies a difference equation of the form
\[
\frac{u_i^{k} - u_i^{k-1}}{\Delta \tau} = \frac{1}{2} \left( \sigma(u_i^k)^2 \delta_x^2(u_i^k) + \hat{b}(u_i^k) \right) + e_i^k,
\]
where \( u_i^{k-1} = u^{k-1}(\bar{x}_i^k) \) and \( \bar{x}_i^k \) is an approximation of \( \bar{x} \) [see the definition following (3.17) below]; \( \hat{b}(u_i^k) \) and \( \sigma(u_i^k) \) correspond to \( \hat{b}_i^k \) and \( \sigma_i^k \) defined in (3.10), except that the values \( (w_i^{k-1}) \) are replaced by \( (u_i^{k-1}) \); \( e_i^k \) is the error term to be estimated.

In order to estimate the error terms \( e_i^k \), we first observe that at each grid point \((t^k, x_i)\),
\[
\psi(t^k, x_i) \frac{\partial u}{\partial \tau}_{(t^k, x_i)} = \frac{1}{2} \sigma^2(t^k, x_i, u_i^k) u_{xx}(t_k, x_i) + \hat{b}(t^k, x_i, u_i^k).
\]
Therefore,
\[
e^k_i = \left\{ \frac{u^k_i - \bar{u}^{k-1}_i}{\Delta t} - \psi(t^k, x_i) \frac{\partial u}{\partial t}(t^k, x_i) \right\}
\]

(3.14)
\[
+ \left\{ \frac{1}{2} \sigma^2(t^k, x_i, u^k_i) u_{xx}(t^k, x_i) \right\} - \frac{1}{2} \left( \sigma(u^k_i) \right)^2 \delta^2(u^k_i)
\]
\[
+ \left\{ \hat{b}(t^k, x_i, u^k_i) - \hat{b}(u^k_i) \right\}
\]
\[
= I^1_i + I^2_i + I^3_i, \quad -\infty < i < \infty, \quad k = 1, \ldots, N.
\]

We have the following lemma.

**Lemma 3.2.** There exists a constant $C_1 > 0$, depending only on $b$, $\hat{b}$, $\sigma$, $u$ and $T$, such that for all $k = 0, \ldots, N$ and $-\infty < i < \infty$,
\[
|e^k_i| \leq C_1(h + \Delta t).
\]

**Proof.** We shall estimate $I^1_i$, $I^2_i$ and $I^3_i$ separately. Note that, by Theorem 2.3, the partial derivatives $u_t$, $u_x$, $u_{xx}$ and $u_{xxx}$ are uniformly bounded. Hence, it is easy to see from the uniform Lipschitz conditions on $b$

\[
|I^3_i| = |\hat{b}(t^k, x_i, u^k_i) - \hat{b}(t^{k-1}, x_i, u_i^{k-1})| \leq \|\hat{b}_u\|_\infty |u(t^k, x_i) - u(t^{k-1}, x_i)| \leq C^{1,1} \Delta t,
\]

where $C^{1,1} := \|\hat{b}_u\|_\infty \|u_i\|_\infty < \infty$. Similarly,

\[
|I^2_i| \leq \frac{1}{2} \left\{ \left| \sigma^2(t^k, x_i, u^k_i) - \sigma^2(t^{k-1}, x_i, u_i^{k-1}) \right| u_{xx}(t^k, x_i) \right\} \left| u_{x}(t^k, x_i) - \frac{u_i^{k+1} - 2u_i^k + u_i^{k-1}}{h^2} \right|
\]

(3.16)
\[
\leq \frac{1}{2} \left\{ 2\|\sigma\|_\infty \|\sigma_u\|_\infty \|u_i\|_\infty \|u_{xx}\|_\infty \Delta t + \|\sigma\|_\infty^2 \|u_{xxx}\|_\infty \right\}
\]
\[
\leq C^{1,2} (h + \Delta t),
\]

where $C^{1,2} := \max(2\|\sigma\|_\infty \|\sigma_u\|_\infty \|u_i\|_\infty \|u_{xx}\|_\infty , \|\sigma\|_\infty^2 \|u_{xxx}\|_\infty ) < \infty$. Thus, it remains to estimate $I^1_i$. For each $k$ and $i$, set

\[
\bar{x}_i := x_i - b(t^k, x_i, u_i^{k-1}) \Delta t, \quad \bar{u}^{k-1}_i := u(t^{k-1}, \bar{x}_i).
\]

(3.17)

Let $(x(t): t^{k-1} \leq t \leq t^k)$ be the characteristic such that $x(t^k) = x_i$. Since

\[
x(t) = x_i - \int_t^{t^k} b(s, x(s), u(s, x(s))) \ ds, \quad t^{k-1} \leq t \leq t^k,
\]
we have \( \sup_{t^{k-1} < t \leq t^k} |x(t) - x_i| \leq \| b \|_\infty \Delta t \). Therefore, denoting \( \bar{x} = x(t^{k-1}) \), we obtain easily that
\[
|\bar{x}^k - \bar{x}| = \int_{t^{k-1}}^{t^k} |b(t^k, x_i, u_t^{k-1}) - b(t, x(t), u(t, x(t)))| dt 
\leq \{ \| b_x \|_\infty + \| b_u \|_\infty + \| b_u \|_\infty (\| u_t \|_\infty + \| u_x \|_\infty \| b \|_\infty) \} \Delta t^2 
\leq C^{1,3} \Delta t^2,
\]
where \( C^{1,3} = \| b_t \|_\infty + \| b_x \|_\infty \| b \|_\infty + \| b_x \|_\infty (\| u_t \|_\infty + \| u_x \|_\infty \| b \|_\infty) \). Thus,
\[
\frac{1}{\Delta t} \int_{t^{k-1}}^{t^k} \left\{ \frac{\partial}{\partial \tau} (t, x(t)) \right\} dt = \frac{1}{\Delta t} \int_{t^{k-1}}^{t^k} \left\{ \frac{\partial}{\partial \tau} (t, x(t)) \right\} dt 
\leq \left\| u_x \right\|_\infty |\bar{x} - \bar{x}^k| \leq C^{1,4} \Delta t,
\]
where \( C^{1,4} = \| u_x \|_\infty C^{1,3} \). Now by integrating along the characteristic from \( (t^{k-1}, \bar{x}) \) to \( (t^k, x_i) \), we see that
\[
\frac{1}{\Delta t} \int_{t^{k-1}}^{t^k} \left\{ \frac{\partial}{\partial \tau} (t, x(t)) \right\} dt 
= \psi(t^k, x_i) \frac{\partial u}{\partial \tau} \bigg|_{(t^k, x_i)} + \frac{1}{\Delta t} \int_{t^{k-1}}^{t^k} \left\{ \frac{\partial}{\partial \tau} (t, x(t)) \right\} dt.
\]
Applying Theorem 2.3 and using the boundedness of the function \( b \), one can easily deduce that
\[
\frac{1}{\Delta t} \int_{t^{k-1}}^{t^k} \left\{ \frac{\partial}{\partial \tau} (t, x(t)) - \psi(t^k, x_i) \right\} dt \leq C^{1,5}(h + \Delta t),
\]
where \( C^{1,5} \) depends on uniform bounds of \( \partial^2 u / \partial \tau^2 \) along the characteristics (hence it depends on the bounds of \( u_{tt}, u_{tx} \) and \( b \)). Combining (3.18)–(3.21), we have
\[
|I^{1,k}_1| = \left| \frac{\partial u}{\partial \tau} \bigg|_{(t^k, x_i)} - \frac{u(t^k, x_i) - u_{t}^{k-1}}{\Delta t} \right| \leq C^{1,3}(h + \Delta t),
\]
where \( C^{1,3} = C^{1,3} + C^{1,4} + C^{1,5} \). If we set \( C_1 = C^{1,1} + C^{1,2} + C^{1,3} \), we have proven the lemma.

We now study the consistency of our numerical scheme; namely, we shall prove that the approximate solution obtained from the difference equation
(3.11) converges to the true solution, in a certain sense. To do this, let us first construct the approximate solution defined on \([0, T] \times \mathbb{R}\) as follows. For given \(h > 0\) and \(\Delta t > 0\), set
\[
(3.22) \quad w^{h, \Delta t}(t, x) = \begin{cases} \sum_{k=1}^{N} w^k(x)1_{(t_{i-1}, t_i)}(t), & t \in (0, T], \\ w^0(x), & t = 0, \end{cases}
\]
where \(w^k(\cdot), k = 1, \ldots, N\), are the functions extended from the solutions of the difference equations (3.11) by linear interpolations. In other words, for each \(k\) and \(i\), \(w^{h, \Delta t}(t, x_i) = w_i^k\), where \(\{w_i^k\}\) is the solution to (3.11).

Let us now define a function \(\zeta(t, x) = u(t, x) - w^{h, \Delta t}(t, x)\) for \((t, x) \in [0, T] \times \mathbb{R}\); as before, let \(\hat{\zeta}_i^k = \zeta(t^k, x_i) = u_i^k - w_i^k\). We first prove a theorem analogous to one in [3].

**Theorem 3.3.** Assume (A1)–(A3). Then
\[
\sup_{k, i} |\zeta_i^k| = O(h + \Delta t).
\]

**Proof.** First, by subtracting (3.11) from (3.12), we see that \(\{\hat{\zeta}_i^k\}\) satisfies the difference equation
\[
\frac{\bar{\zeta}_i^{k} - \bar{\zeta}_i^{k-1}}{\Delta t} = \frac{1}{2} \left( (\sigma(u_i^k)^2 \delta_x^2(u_i^k) - (\sigma_i^k)^2 \delta_x^2(w_i^k) \right) = [\hat{b}(u_i^k) - \hat{b}_i^k] + e_i^k, \quad \hat{\zeta}_i^0 = 0.
\]
Note that
\[
\bar{\zeta}_i^{k} - \bar{\zeta}_i^{k-1} = \left[ u(t_{i-1}, x_i^k) - u(t_{i-1}, x_i^{k-1}) \right] = \delta_x^1(u_i^k) \hat{\zeta}_i^0 + \left[ u(t_{i-1}, x_i^k) - u(t_{i-1}, x_i^{k-1}) \right],
\]
where \(\delta_x^1(u_i^k) = u(t_{i-1}, x_i^k) - u(t_{i-1}, x_i^{k-1})\). Also,
\[
(\sigma(u_i^k)^2 \delta_x^2(u_i^k) - (\sigma_i^k)^2 \delta_x^2(w_i^k) = (\sigma_i^k)^2 \delta_x^2(\zeta_i^k) + \left[ (\sigma_i^k)^2 \delta_x^2(x_i^k) - \sigma_i^2(t^k, x_i^k) \right] \delta_x^2(u_i^k).
\]
We can rewrite (3.23) as
\[
\frac{\bar{\zeta}_i^{k} - \bar{\zeta}_i^{k-1}}{\Delta t} = \frac{1}{2} (\sigma_i^k)^2 \delta_x^2(\zeta_i^k) + I_i^k + e_i^k, \quad \hat{\zeta}_i^0 = 0,
\]
where
\[
I_i^k = \frac{u(t_{i-1}, x_i^k) - u(t_{i-1}, x_i^{k-1})}{\Delta t} + \frac{1}{2} \left[ \sigma_i^2(t^k, x_i^k) - \sigma_i^2(t^k, x_i^{k-1}) \right] \delta_x^2(u_i^k) + [\hat{b}(u_i^k) - \hat{b}_i^k].
\]
It is clear that, by Theorem 2.3 and the estimate (3.18), we can find constants $C_2$ and $C_3 > 0$, independent of $k$ and $i$, such that
\[
\left| \frac{1}{2} \left[ \sigma^2 \left( t^k, x_i, u^{k-1} \right) - \sigma^2 \left( t^k, x_i, u^{k-1} \right) \right] \delta^2_i \left( u \right)^{k-1} + \left[ \hat{b} \left( u \right)^k - \hat{b}^{k-1}_i \right] \right| \leq C_2 |\xi^{k-1}_i| \quad \text{and}
\]
\[
\left| \frac{u \left( t^{k-1}, \bar{x}_i^k \right) - u \left( t^{k-1}, \bar{x}_i^k \right) }{\Delta t} \right| \leq C_3 \Delta t.
\]
Consequently we have
\[
(3.25) \quad |I^k_i| \leq C_2 |\xi^{k-1}_i| + C_3 \Delta t.
\]
Note that it follows from (3.24) that
\[
\xi_i^k = \bar{x}_i^k + \left\{ \frac{1}{2} (\sigma^2_i)^2 \delta^2_i \left( \xi \right)^{k} + I_i^k + e_i^k \right\} \Delta t.
\]
We wish to apply a maximum principle argument, as was done in [5], to bound $\xi^k_i$. In order to do so, we consider the localized solutions of $u$ and $w$ as described in Remark 3.1. Note that for such solutions, the maximum absolute value of $\xi^k_i$ (by a slight abuse of notation) occurs at an “interior” mesh point $x_{ik}$, where $-R < i(k)h < R$ for some large $R > 0$. Now, if we set $\|\xi^k\| = \max_i |\xi^k_i|$, then a maximum principle argument similar to that in [5], together with Lemma 3.1 and (3.25), shows that
\[
\|\xi^k\| \leq \max_i |\bar{x}^{k-1}_i| + \max_i |I^k_i| + |e_i^k| \Delta t \leq \max_i |\bar{x}^{k-1}_i| + C_2 \|\xi^{k-1}\| \Delta t + (C_1 + C_3)(h + \Delta t) \Delta t,
\]
where $C_1$ is the constant in Lemma 3.1 and $C_2$ and $C_3$ are those in (3.25). Note that the constants $C_1, C_2, C_3$ are independent of the localization; therefore by taking the limit we see that (3.26) should hold for the “global solution” as well.

In order to estimate $\max_i |\bar{x}^{k-1}_i|$, we adopt the argument in [5]. Namely, if $I_i(u)(t^k, \cdot)$ denotes the linear interpolate of the grid values $\{u^k_i\}_{i=\pm R}$ and $w^k(\cdot)$ the linear interpolate of $\{w^k_i\}_{i=\pm R}$, then
\[
(3.27) \quad \max_i |\bar{x}^{k-1}_i| \leq \max_i |\xi^{k-1}_i| + \max_i |u \left( t^{k-1}, \bar{x}_i^k \right) - I_i(u) \left( t^{k-1}, \bar{x}_i^k \right)|.
\]
Apply the Peano kernel theorem (cf. [3] or 5) to show that
\[
\max_i |u \left( t^{k-1}, \bar{x}_i^k \right) - I_i(u) \left( t^{k-1}, \bar{x}_i^k \right)| \leq C_4 h^* h,
\]
where $h^* = \mathcal{O}(\Delta t)$ and $C_4 > 0$ is independent of $k$ and $i$. This, together with (3.27), amounts to saying that (3.26) can be rewritten as
\[
\|\xi^k\| \leq \|\xi^{k-1}\| + C_2 \|\xi^{k-1}\| \Delta t + C_5 (h + \Delta t) \Delta t,
\]
\[
(3.28) \quad = \|\xi^{k-1}\| (1 + C_2 \Delta t) + C_5 (h + \Delta t) \Delta t,
\]
where $C_5 \leq 2(C_1 + C_3 + C_3)$ is independent of $k$. It then follows from the Gronwall lemma and the bound on $\|\xi^0\|$ that
\[
\|\xi^k\| \leq \mathcal{O}(h + \Delta t),
\]
which proves the theorem. □
Our next goal is to construct for each \( n \) an approximate solution \( u^{(n)} \) that converges to the true solution \( u \) in the FSDE (2.5) in a satisfactory way as \( n \) tends to infinity. To this end, let \( n \in \mathbb{N} \) be given. Let \( \Delta t = T/n \) and \( h = 2C\Delta t \), where \( C = \|b\|_\infty \). We note here that such a choice of \( h \) is only for the convenience of actual computation, since \( h > C\Delta t \) implies that \( |\tilde{x}_i^k - x_i| \leq \|b\|_\infty \Delta t < h \). Hence \( \tilde{x}_i^k \) do not go beyond the interval \( (x_{i-1}^k, x_{i+1}^k) \). Now let us choose

\[
u^{(n)}(t, x) = w^{2C^2T/n, T/n}(t, x), \quad (t, x) \in [0, T] \times \mathbb{R},
\]

where \( w^{h, \Delta t} \) is defined by (3.22). Our main theorem of this section is the following.

**Theorem 3.4.** Suppose that (A1)–(A3) hold. Then the sequence \( \{u^{(n)}(\cdot, \cdot)\} \) enjoys the following properties:

(i) For fixed \( x \in \mathbb{R} \), \( u^{(n)}(\cdot, x) \) is left continuous.

(ii) For fixed \( t \in [0, T] \), \( u^{(n)}(t, \cdot) \) is Lipschitz, uniformly in \( t \) and \( n \) (i.e., the Lipschitz constant is independent of \( t \) and \( n \)).

(iii) \( \sup_{t, x} |u^{(n)}(t, x) - u(t, x)| = O(1/n) \).

**Proof.** The property (i) is obvious by definition (3.22). To see (iii), we note that

\[
u^{(n)}(t, x) - u(t, x) = \left[w^0(x) - u(0, x)\right]1_{[0]}(t) + \sum_{k=1}^N \left[w^k(x) - u(t, x)\right]1_{(t^{k-1}, t^k]}(t).
\]

Since for each fixed \( t \in (t^{k-1}, t^k] \), \( k > 0 \) or \( t = 0 \), we have \( u^{(n)}(t, x) = w^k(x) \) for \( k > 0 \) or \( k = 0 \) if \( t = 0 \). Thus,

\[
\sup_x |w^k(x) - u(t, x)|
\]

\[
\leq \|\xi^k\| + \sup_x |I_1(u)(t^k, x) - u(t^k, x)| + \sup_x |u(t^k, x) - u(t, x)|
\]

\[
\leq \|\xi^k\| + o(h + \Delta t) + \|u_x\|_\infty \Delta t = O(h + \Delta t) = O\left(\frac{1}{n}\right),
\]

by virtue of Theorem 3.3 and the definitions of \( h \) and \( \Delta t \). This proves (iii).

To show (ii), let \( n \) and \( t \) be fixed, and assume that \( t \in (t^k, t^{k+1}] \). Then \( u^{(n)}(t, x) = w^k(x) \) is obviously Lipschitz in \( x \). So it remains to determine the Lipschitz constant of every \( w^k \). Let \( x^1 \) and \( x^2 \) be given. We may assume that \( x^1 \in [x_{i-1}, x_{i+1}] \) and \( x^2 \in [x_{j-1}, x_{j+1}] \), with \( i < j \). For \( i < l < j - 1 \), Theorem 3.3 implies that

\[
|w^k(x_i) - w^k(x_{i+1})| \leq |w^k(x_i) - u(t^k, x_i)| + |u(t^k, x_i) - u(t^k, x_{i+1})|
\]

\[
+ |u(t^k, x_{i+1}) - w(x_{i+1})|
\]

\[
\leq 2\|\xi^k\| + \|u_x\|_\infty |x_i - x_{i+1}| \leq Kh = K(x_{i+1} - x_i),
\]

where \( K \) is the Lipschitz constant of the generator \( F \). Therefore, \( \sup_{x \in [x_{i-1}, x_{i+1}]} u(t, x) \) is continuous in \( t \) and \( u^{(n)}(t, x) \) is Lipschitz in \( x \). This completes the proof of (ii).

Using the above theorem, we may define the approximate solution \( \hat{u}^{(n)}(t, x) \) for the ordinary differential equation (ODE) corresponding to the FSDE (2.5). This is done by constructing an approximate solution \( \hat{u}^{(n)}(t, x) \) for the ODE corresponding to the FSDE (2.5) and then using this approximate solution to construct the approximate solution \( u^{(n)}(t, x) \) for the FSDE (2.5).
where $K$ is a constant independent of $k$, $l$ and $n$. Further, for $x^1 \in [x_i, x_{i+1})$,

$$w^k(x^1) = w^k(x_{i+1}) + \frac{w^k(x_{i+1}) - w^k(x_i)}{x_{i+1} - x_i}(x^1 - x_i).$$

Hence,

$$|w^k(x^1) - w^k(x_{i+1})| = \left|\frac{w^k(x_{i+1}) - w^k(x_i)}{x_{i+1} - x_i}|x^1 - x_{i+1}| \leq K|x^1 - x_{i+1}|,$$

where $K$ is the same as that in (3.29). Similarly,

$$|w^k(x^2) - w^k(x_j)| \leq K|x^2 - x_j|.$$  

Combining the above gives

$$|w^k(x^1) - w^k(x^2)| \leq |w^k(x^1) - w^k(x_{i+1})| + \sum_{j=1}^{j-1} |w^k(x_j) - w^k(x_{i+1})|
$$

$$+ |w^k(x_j) - w^k(x^2)|$$

$$\leq K\left((x_{i+1} - x^1) + \sum_{j=1}^{j-1} (x_{i+1} - x_i) + (x^2 - x_{j+1})\right)$$

$$= K|x^2 - x^1|.$$  

Since the constant $K$ is independent of $t$ and $n$, the theorem is proved. \(\Box\)

4. Approximation of the FSDE (2.5)—special case. We now use the approximate solution derived in the previous section to construct an approximation of the FSDE (2.5). First, we recall that the FSDE to be approximated has the form

$$X_t = x + \int_0^t \dot{b}(s, X_s) \, ds + \int_0^t \dot{\sigma}(s, X_s) \, dW_s,$$

where $\dot{b}(t, x) = b(t, x, \theta(t, x))$ and $\dot{\sigma}(t, x) = \sigma(t, x, \theta(t, x))$, $(t, x) \in [0, T] \times \mathbb{R}$. In order to define the approximate SDE’s, we first define some quantities. For each $n \in \mathbb{N}$, set $\Delta t_n = T/n$ and $t^{n,k} = k \Delta t_n$, $k = 0, 1, 2, \ldots, n$. Also, let

$$\eta^n(t) = \sum_{k=0}^{n-1} t^{n,k} 1_{[t^{n,k}, t^{n,k+1})}(t), \quad t \in [0, T),$$

$$\eta^n(T) = T.$$  

Next, we set

$$\theta^n(t, x) = u^{(n)}(T - t, x),$$

$$\dot{b}^n(t, x) = b(t, x, \theta^n(t, x)),$$

$$\dot{\sigma}^n(t, x) = \sigma(t, x, \theta^n(t, x)).$$

By Theorem 3.4, $\theta^n$ is right continuous in $t$ and uniformly Lipschitz in $x$, with the Lipschitz constant being independent of $t$ and $n$; thus, so also are
the functions $\tilde{b}^n$ and $\tilde{\sigma}^n$. We henceforth assume that there exists a constant $K$ such that, for all $t$ and $n$,

\begin{equation}
|\tilde{b}^n(t, x) - \tilde{b}^n(t, x')| + |\tilde{\sigma}^n(t, x) - \tilde{\sigma}^n(t, x')| \leq K|x - x'|,
\end{equation}

$x, x' \in \mathbb{R}$.

Also, from Theorem 3.4,

\begin{equation}
\sup_{t, x} |\tilde{b}^n(t, x) - \tilde{b}(t, x)| + \sup_{t, x} |\tilde{\sigma}^n(t, x) - \tilde{\sigma}(t, x)| = O\left(\frac{1}{n}\right).
\end{equation}

We now introduce two SDE's: the first one is a discretized SDE given by

\begin{equation}
X^n_t = x + \int_0^t \tilde{b}^n(s, X^n_s) \eta^n(s) \, ds + \int_0^t \tilde{\sigma}^n(s, X^n_s) \eta^n(s) \, dW_s,
\end{equation}

where $\eta^n$ is defined by (4.1). The other is an intermediate approximate SDE given by

\begin{equation}
X^n_t = x + \int_0^t \tilde{b}^n(s, X^n_s) \, ds + \int_0^t \tilde{\sigma}^n(s, X^n_s) \, dW_s.
\end{equation}

It is clear from the properties of $\tilde{b}^n$ and $\tilde{\sigma}^n$ mentioned above that both SDE's and (4.5) and (4.6) possess unique strong solutions.

Our first result of this section is the following lemma. The proof of the lemma is more or less standard in the context of first order Euler approximations, but contains some special considerations due to the structure of the approximate solution to the PDE (2.4). We provide details for completeness.

**Lemma 4.1.** Assume (A1)–(A3). Then

\[ E\left(\sup_{0 \leq i \leq T} |X^n_i - X^i|^{2}\right) = O\left(\frac{1}{n}\right).\]

**Proof.** To simplify notation, we shall suppress the tilde ($\tilde{}$) for the coefficients in the sequel. We first rewrite (4.5) as

\begin{equation}
X^n_t = X_0 + u^n_t + \int_0^t b^n(s, X^n_s) \, ds + \int_0^t \sigma^n(s, X^n_s) \, dW_s,
\end{equation}

where

\begin{equation}
u^n_t = \int_0^t \left[b^n(s, \bar{X}^n_s) - b^n(s, X^n_s)\right] \, ds
+ \int_0^t \left[\sigma^n(s, \bar{X}^n_s) - \sigma^n(s, X^n_s)\right] \, dW_s.
\end{equation}

Applying Doob’s maximal quadratic inequality, Jensen’s inequality and the Lipschitz property (4.3) of the coefficients, we have

\begin{equation}
E\left(\sup_{s \leq t} |X^n_s - X^i_s|^{2}\right) \leq 3E\left(\sup_{s \leq t} |u^n_s|^{2}\right) + 3K^2 t \int_0^t E\left(|X^n_s - X^i_s|^{2}\right) \, ds
+ 12K^2 \int_0^t E\left(|X^n_s - X^i_s|^{2}\right) \, ds.
\end{equation}
Now, set $\alpha_n(t) = E(\sup_{s \leq t}|X^n_s - \overline{X}^n_s|^2)$. Then, from (4.9),

$$\alpha_n(t) \leq 3E\left(\sup_{s \leq t}|u^n_s|^2\right) + 3K^2(T + 4)\int_0^t \alpha_n(s) \, ds$$

and Gronwall's inequality leads to

$$E\left(\sup_{s \leq t}|X^n_s - \overline{X}^n_s|^2\right) \leq 3e^{3K^2(T+4)}E\left(\sup_{s \leq t}|u^n_s|^2\right).$$

Consequently, we turn our attention to $E(\sup_{s \leq t}|u^n_s|^2)$. Note that if $s \in [t^n, t^{n+1}, t^{n+2}, \ldots]$, for some $1 \leq k < n$, then $\eta^n(s) = k \Delta t_n$ [whence $T - \eta^n(s) = (n - k) \Delta t_n$ as $T = n \Delta t_n$] and $T - s \in ((n - k - 1) \Delta t_n, (n - k) \Delta t_n)$. Thus, by definitions (3.22) and (4.1), for every $x \in \mathbb{R}$,

$$\theta^n(\eta^n(s), x) = u^{(n)}(T - \eta^n(s), x) = u^{(n)}((n - k) \Delta t_n, x) = u^{(n)}(T - s, x) = \theta^n(s, x).$$

More generally,

$$b^n(s, x) = b(s, x, \theta^n(s, x)) = b(s, x, \theta^n(\eta^n(s), x)), \quad \forall (s, x) \in [0, T] \times \mathbb{R}.$$ 

Using this fact, it is easily seen that

$$\left|\int_0^t b^n(\cdot, \overline{X}^n_{\eta^n(s)}) - b^n(s, X^n_s) \, ds\right|$$

$$\leq \int_0^t \left|b(\eta^n(s), \overline{X}^n_{\eta^n(s)}, \theta^n(\eta^n(s), \overline{X}^n_{\eta^n(s)})) - b(s, X^n_s, \theta^n(s, X^n_s))\right| \, ds$$

$$\leq \int_0^t \left|\left|b(\eta^n(s), \overline{X}^n_{\eta^n(s)}, \theta^n(s, \overline{X}^n_{\eta^n(s)})) - b(s, X^n_s, \theta^n(s, X^n_s))\right| \, ds$$

$$= I_1 + I_2.$$ 

Using the boundedness of the functions $b_t$, $b_x$ and $b_y$, we see that

$$I_1 \leq \int_0^t \left(\|b_t\|_{\infty} |\eta^n(s) - s| + \|b_x\|_{\infty} |\overline{X}^n_{\eta^n(s)} - X^n_s|\right) \, ds$$

and

$$I_2 \leq K\|b_x\|_{\infty} \int_0^t |\overline{X}^n_{\eta^n(s)} - X^n_s| \, ds.$$ 

Thus,

$$\left|\int_0^t b^n(\cdot, \overline{X}^n_{\eta^n(s)}) - b^n(s, X^n_s) \, ds\right|$$

$$\leq \tilde{K} \int_0^t \left(|\eta^n(s) - s| + |\overline{X}^n_{\eta^n(s)} - X^n_s|\right) \, ds,$$ 

where $\tilde{K}$ is the constant associated with the boundedness of $b_t$, $b_x$, and $b_y$. This completes the proof.
where \( \hat{K} \) depends only on \( K, \| b \|_\infty, \| b_x \|_\infty \) and \( \| b_y \|_\infty \). Since

\[
\int_0^t |\eta^n(s) - s| \, ds = \sum_{k=0}^{n-1} \int_{t^{k+1} \wedge t}^{t^{k+1} \wedge t} (s - t^k) \, ds \leq \frac{1}{2} \sum_{k=0}^{n-1} (\Delta t^n)^2 = \frac{T^2}{2n} ,
\]

(4.14)

\[
E \left( \sup_{s \leq t} \left| \int_0^t b^n(\cdot, \bar{X}^n_{\eta^n(s)}) - b^n(s, X^n_s) \, ds \right|^2 \right) 
\leq 2 \hat{K}^2 \left( T \int_0^t E \left| X^n_{\eta^n(s)} - X^n_s \right|^2 \, ds + \frac{T^4}{4n^2} \right) .
\]

Using the same reasoning for \( \sigma \) with Doob’s inequality, we can see that

\[
E \left( \sup_{s \leq t} \left| \int_0^t \sigma^n(\cdot, \bar{X}^n_{\eta^n(s)}) - \sigma^n(s, X^n_s) \, dW_s \right|^2 \right) 
\leq 8 \hat{K}^2 \left( T \int_0^t E \left| \bar{X}^n_{\eta^n(s)} - X^n_s \right|^2 \, ds + \frac{T}{3n^2} \right) .
\]

Combining (4.14) and (4.15), we get

\[
E \left( \sup_{s \leq t} |u^n_s|^2 \right) \leq \hat{K}^2 (4T + 16) \int_0^t E \left| \bar{X}^n_{\eta^n(s)} - X^n_s \right|^2 \, ds
\]

(4.16)

\[
+ \hat{K}^2 T \left( T + \frac{16}{3} \right) \frac{1}{n^2} .
\]

Thus, by (4.10),

\[
E \left( \sup_{s \leq t} |X^n_s - \bar{X}^n_s|^2 \right)
\leq 3 \exp(3K^2(T + 4)) \left( \hat{K}^2 (4T + 16) \int_0^T E \left| \bar{X}^n_{\eta^n(s)} - X^n_s \right|^2 \, ds
\]

(4.17)

\[
+ \hat{K}^2 T \left( T + \frac{16}{3} \right) \frac{1}{n^2} \right) .
\]

Finally, noting that \(|\bar{X}^n_{\eta^n(s)} - X^n_s| \leq |\bar{X}^n_{\eta^n(s)} - \bar{X}^n_s| + |\bar{X}^n_s - X^n_s|\) and that

\[
\bar{X}^n_{\eta^n(s)} - \bar{X}^n_s = b^n(\cdot, \bar{X}^n_{\eta^n(s)}(s - \eta^n(s))) + \sigma(\cdot, \bar{X}^n_{\eta^n(s)}(W_s - W_{\eta^n(s)})),
\]

we see as before that

\[
\int_0^t E \left| \bar{X}^n_{\eta^n(s)} - \bar{X}^n_s \right|^2 \, ds \leq 2 \int_0^t \left( \|b\|^2 \left( s - \eta^n(s) \right)^2 + \|\sigma\|^2 \left| s - \eta^n(s) \right| \right) \, ds
\]

\[
\leq \frac{2\|b\|^2 T}{3} \frac{1}{n^2} + \|\sigma\|^2 T \frac{1}{n} .
\]
Therefore, (4.17) becomes

\[
E\left\{ \sup_{s \leq t} |X^n_s - X^r_s|^2 \right\} \leq C_1 \frac{1}{n} + C_2 \frac{1}{n^2} + C_3 \int_0^t E\left\{ \sup_{r \leq s} |\bar{X}^n_r - X^r_s|^2 \right\} \, ds,
\]

where \( C_1, C_2 \) and \( C_3 \) are constants depending only on the coefficients \( b, \sigma \) and \( K \) and can be calculated explicitly from (4.17). Now, we conclude from (4.18) and Gronwall's inequality that

\[
\alpha_n(t) \leq \beta_n \exp(C_T), \quad \forall \ t \in [0, T],
\]

where \( \beta_n = C_1 n^{-1} + C_2 n^{-2} \) and \( C_T = C_3 T \). In particular, by slightly changing the constants, we have

\[
\alpha_n(T) = E\left\{ \sup_{0 \leq t \leq T} |\bar{X}^n_t - X^n_s|^2 \right\} \leq C_1 \frac{1}{n} + C_2 \frac{1}{n^2} = \mathcal{O}\left( \frac{1}{n} \right),
\]

proving the lemma. \( \square \)

Our main result of the section is the following theorem.

**Theorem 4.2.** Assume (A1)–(A3) hold. Let \( \bar{X}^n \) be the solution of the discretized SDE (4.5) and define \( \bar{Y}^n \) by \( \bar{Y}^n_t = \theta^n(t, \bar{X}^n_t), \ t \in [0, T] \), where \( \theta^n \) is given by (4.2). Then

\[
\begin{align*}
E\left\{ \sup_{0 \leq t \leq T} |\bar{X}^n_t - X_t|^2 \right\} + E\left\{ \sup_{0 \leq t \leq T} |\bar{Y}^n_t - Y_t|^2 \right\} = \mathcal{O}\left( \frac{1}{\sqrt{n}} \right),
\end{align*}
\]

where \((X, Y)\) is the adapted solution to the FBSDE (2.1).

Moreover, if \( f \) is any uniformly Lipschitz \( C^2 \) function, then for \( n \) large enough,

\[
\left| E\left\{ f(\bar{X}^n_T) \right\} - E\left\{ f(X_T) \right\} \right| \leq \frac{K}{n},
\]

where \( K \) is a constant depending only on \( f, \sigma, b, \hat{b} \) and \( g \).

**Proof.** Recall that at the beginning of the proof of Lemma 4.1, we have suppressed the tilde (\( \tilde{\cdot} \)) for \( \tilde{b} \) and \( \tilde{\sigma} \) to simplify notation. Set

\[
\varepsilon^n(t) = \left\{ \sup_x |b^n(t, x) - b(t, x)|^2 + \sup_x |\sigma^n(t, x) - \sigma(t, x)|^2 \right\},
\]

where \( b, b^n, \sigma \) and \( \sigma^n \) are defined by (4.0) and (4.2). Then, from (4.4) we know that \( sup_t |\varepsilon^n(t)| = \mathcal{O}(1/n^2) \). Now, applying Lemma 4.1, we have

\[
E\left\{ \sup_{s \leq t} |\bar{X}^n_s - X^r_s|^2 \right\} \leq 2E\left\{ \sup_{s \leq t} |\bar{X}^n_s - X^r_s|^2 \right\} + 2E\left\{ \sup_{s \leq t} |X^n_s - X^r_s|^2 \right\}
\]

\[
= \mathcal{O}\left( \frac{1}{n} \right) + 2E\left\{ \sup_{s \leq t} |X^n_s - X^r_s|^2 \right\}.
\]
Further, observe that
\[
E\left( \sup_{s \leq t} |X^n_s - X_s|^2 \right) \\
\leq 2T \int_0^t E|b^n(s, X^n_s) - b(s, X_s)|^2 \, ds + 8 \int_0^t E|\sigma^n(s, X^n_s) - \sigma(s, X_s)|^2 \, ds \\
\leq 4T \int_0^t E|b^n(s, X^n_s) - b^n(s, X_s)|^2 \, ds \\
+ 16 \int_0^t E|\sigma^n(s, X^n_s) - \sigma^n(s, X_s)|^2 \, ds + 4(T + 4) \int_0^t \epsilon_n(s) \, ds \\
\leq 4(T + 4)K^2 \int_0^t E\left( \sup_{r \leq s} |X^n_r - X_r|^2 \right) \, ds + 4(T + 4) \int_0^t \epsilon_n(s) \, ds.
\]

Applying Gronwall’s inequality, we get
\[
E\left( \sup_{s \leq t} |X^n_s - X_s|^2 \right) \leq 4(T + 4) \left( \int_0^t \epsilon_n(s) \, ds \right) \exp(4(T + 4)K^2) \leq \frac{C}{n^2},
\]
where \(C\) is a constant depending only on \(K\) and \(T\). Now, note that the functions \(\theta\) and \(\theta^n\) are both uniformly Lipschitz in \(x\). So, if we denote their Lipschitz constants by the same \(L\), then
\[
E\left( \sup_{0 \leq t \leq T} |Y_t - \overline{Y}_t^n|^2 \right) \leq 2E\left( \sup_{0 \leq t \leq T} \left| \theta(t, X_t) - \theta^n(t, \overline{X}_t^n) \right|^2 \right) \\
+ 2E\left( \sup_{0 \leq t \leq T} \left| \theta^n(t, \overline{X}_t^n) - \theta(t, \overline{Y}_t^n) \right|^2 \right) \\
\leq 2L^2E\left( \sup_{0 \leq t \leq T} |X_t - \overline{X}_t^n|^2 \right) + 2 \sup_{(t, x)} \left| \theta(t, x) - \theta^n(t, x) \right|^2 \\
= \Theta \left( \frac{1}{n} \right),
\]
by Theorem 3.4 and (4.22). The estimate (4.20a) then follows from an easy application of the Cauchy–Schwarz inequality. To prove (4.21), let us begin by assuming from Theorem 3.4, without loss of generality (e.g., by taking \(n\) large enough), that \(\sup_{(t, x)} |\theta^n(t, x) - \theta(t, x)| \leq Cn^{-1}\). We modify \(\overline{X}_t^n\) as defined by (4.5) by fixing \(n\) and approximating the solution \(X^n\) of (4.6) by a standard Euler scheme indexed by \(k\):
\[
\overline{X}_{t, n}^{\cdot, k} = x + \int_0^t b(\cdot, \overline{X}_{s, n}^{\cdot, k})_{\gamma(s)} \, ds + \int_0^t \sigma(\cdot, \overline{X}_{s, n}^{\cdot, k})_{\gamma(s)} \, dW_s.
\]

It is then standard ([10], page 460) that
\[
E\{f(\overline{X}_T^{\cdot, k})\} - E\{f(\overline{X}_T^{\cdot, n})\} \leq \frac{C_1}{k}.
\]
On the other hand, we have
\[
|E[f(X_T)] - E[f(X^n_T)]| \leq KE[|X_T - X^n_T|]
\]
(4.24)
\[
\leq E\left( \sup_{0 \leq t \leq T} |X_t - X^n_t| \right) \leq \frac{C_2}{n}
\]
for Lipschitzian \( f \), by (4.22). Therefore, noting that \( X^n_t \) as defined by (4.5) is just \( \hat{X}^{n,n}_t \), the triangle inequality, (4.23), and (4.24) lead to (4.21). □

5. The general case. In this section we generalize the results in the previous sections to the general case. Namely, we shall consider the FBSDE
\[
X_t = x + \int_0^t b(t, X_s, Y_s, Z_s) \, dt + \int_0^t \sigma(t, X_s, Y_s) \, dW_s,
\]
(5.1)
\[
Y_t = g(X_T) + \int_t^T \hat{b}(t, X_s, Y_s, Z_s) \, dt + \int_t^T Z_s \, dW_s,
\]
and we shall design a numerical scheme that approximates not only the processes \( X, Y \), but also the process \( Z \), which in some applications is the most interesting part. For example, in an option pricing model (see, e.g., [2]), the process \( Z \) represents a hedging strategy and therefore schemes approximating \( Z \) are of intrinsic interest.

Using the four step scheme described in Section 2, one can easily deduce that in this case the function \( z(t, x, y, p) \) in Step 1 is given by
\[
z(t, x, y, p) = -\sigma(t, x, y)p.
\]
Therefore, the PDE (2.4) becomes
\[
0 = \theta_t + \frac{1}{2} \sigma^2(t, x, \theta) \theta_{xx} + b(t, x, \theta, -\sigma(t, x, \theta) \theta_x) \theta_x
\]
(5.2)
\[
+ \hat{b}(t, x, \theta, -\sigma(t, x, \theta) \theta_x), \quad \theta(T, x) = g(x).
\]
Define \( b_0 \) and \( \hat{b}_0 \) by
\[
b_0(t, x, y, z) = b(t, x, y, -\sigma(t, x, y)z),
\]
\[
\hat{b}_0(t, x, y, z) = \hat{b}(t, x, y, -\sigma(t, x, y)z).
\]
One can check that, if \( \sigma, b \) and \( \hat{b} \) satisfy (A1)–(A3), then so do the functions \( \sigma, b_0 \) and \( \hat{b}_0 \). Further, if we again set \( u(t, x) = \theta(T - t, x) \), \( \forall \ (t, x) \), then (5.2) becomes
\[
u_t = \frac{1}{2} \tilde{\sigma}^2(t, x, u) u_{xx} + \tilde{\sigma}(t, x, u, u_x) u_x + \tilde{\sigma}(t, x, u, u_x),
\]
\[
u(0, x) = g(x).
\]
We will again drop the overbar (\( \tilde{\cdot} \)) in the sequel. Note that Theorem 2.3 holds for the general case; hence, the solution to (5.4) will be bounded in \( C^{2+\alpha,2.4+\alpha} \) for some \( \alpha \in (0, 1) \).

A way to approximate the process \( Z \) is to have a numerical scheme that approximates \( \theta_x \), or equivalently \( u_x \). To do this, let us define the function
satisfies a parabolic system
\[ u_t = \frac{1}{2}\sigma^2(t, x, u)u_{xx} + b_0(t, x, u, v)u_x + \hat{b}_0(t, x, u, v), \]
(5.5)
\[ v_t = \frac{1}{2}\sigma^2(t, x, u)v_{xx} + B_0(t, x, u, v)v_x + \hat{B}_0(t, x, u, v), \]
where
\[ B_0(t, x, y, z) = \sigma(t, x, y)[\sigma_x(t, x, y) + \sigma_y(t, x, y)z] \]
\[ + b(t, x, y, z) + b_z(t, x, y, z) + \hat{b}_z(t, x, y, z), \]
(6.6)
\[ \hat{B}_0(t, x, y, z) = [b_x(t, x, y, z) + b_y(t, x, y, z)]z \]
\[ + \hat{b}(t, x, y, z) + \hat{b}_z(s, t, x, y, z). \]

**Remark 5.1.** Since \( u \) and \( v \) are uniformly bounded by Theorem 2.3, the functions \( B_0(t, x, u(t, x), v(t, x)) \) and \( \hat{B}_0(t, x, u(t, x), v(t, x)) \) are uniformly bounded for all \((t, x)\). Also, \( B_0 \) and \( \hat{B}_0 \) are Lipschitz in \( y \) and \( z \), uniformly in \( t \) and \( x \) and locally uniformly in \( y \) and \( z \).

We shall introduce a numerical scheme based on (5.6) which produces a sequence of approximate solutions \( [U^{(n)}, V^{(n)}]_{n=1}^\infty \) such that
\[ \sup_{t, x} \left[ |U^{(n)}(t, x) - u(t, x)| + |V^{(n)}(t, x) - v(t, x)| \right] = o\left(\frac{1}{n}\right). \]

Following the idea presented in Section 3, we first determine the characteristics of the first order system
\[ u_t - b_0(t, x, u, v)u_x = 0, \]
\[ v_t - B_0(t, x, u, v)v_x = 0. \]

It is easy to check that the two characteristics curves \( \mathcal{C}_i: (t, x_i(t)), i = 1, 2, \) are determined by the ODE’s
\[ dx_1(t) = b_0(t, x_1(t), u(t, x_1(t)), v(t, x_1(t))) dt, \]
\[ dx_2(t) = B_0(t, x_2(t), u(t, x_2(t)), v(t, x_2(t))) dt. \]

Let \( \tau_1 \) and \( \tau_2 \) be the arc lengths along \( \mathcal{C}_1 \) and \( \mathcal{C}_2 \), respectively. Then,
\[ d\tau_1 = \psi_1(t, x_1(t)) dt, \quad d\tau_2 = \psi_2(t, x_2(t)) dt, \]
where
\[ \psi_1(t, x) = \left[1 + b_0^2(t, x, u(t, x), v(t, x))\right]^{1/2}, \]
\[ \psi_2(t, x) = \left[1 + B_0^2(t, x, u(t, x), v(t, x))\right]^{1/2}. \]
Thus, along \( \mathcal{C}_1 \) and \( \mathcal{C}_2 \), respectively,

\[
\psi_1 \frac{\partial}{\partial t_1} = \left( \frac{\partial}{\partial t} - b_0 \frac{\partial}{\partial x} \right), \quad \psi_2 \frac{\partial}{\partial t_2} = \left( \frac{\partial}{\partial t} - B_0 \frac{\partial}{\partial x} \right)
\]

and (5.5) can be simplified to

\[
\psi_1 \frac{\partial u}{\partial t_1} = \frac{1}{2} \sigma^2(t, x, u) u_{xx} + \hat{b}_0(t, x, u, v),
\]

\[
\psi_2 \frac{\partial v}{\partial t_2} = \frac{1}{2} \sigma^2(t, x, u) v_{xx} + \hat{B}_0(t, x, u, v).
\]

**Numerical scheme.** For any \( n \in \mathbb{N} \), let \( \Delta t = T/n \). Let \( h > 0 \) be given. Let \( t^k = k \Delta t, k = 0, 1, 2, \ldots \), and \( x_i = ih, i = \ldots, -1, 0, 1, \ldots \), as before.

**Step 0.** Set \( U^0_i = g(x_i), V^0_i = g'(x_i) \) \( \forall \ i \), and extend \( U^0 \) and \( V^0 \) to all \( x \in \mathbb{R} \) by linear interpolation.

Next, suppose that \( U^{k-1} \) and \( V^{k-1} \) are defined such that \( U^{k-1}(x_i) = U_{i}^{k-1} \) and \( V^{k-1}(x_i) = V_{i}^{k-1} \), and let

\[
\left( \hat{b}_0 \right)_i^k = \hat{b}_0(t^k, x_i, U_{i}^{k-1}, V_{i}^{k-1}),
\]

\[
\left( \hat{B}_0 \right)_i^k = \hat{B}_0(t^k, x_i, U_{i}^{k-1}, V_{i}^{k-1}),
\]

\[
\sigma_i^k = \sigma(t^k, x_i, U_{i}^{k-1}),
\]

\[
\bar{y}_i^k = x_i + b_0(t^k, x_i, U_{i}^{k-1}, V_{i}^{k-1}) \Delta t,
\]

\[
\bar{z}_i^k = x_i + B_0(t^k, x_i, U_{i}^{k-1}, V_{i}^{k-1}) \Delta t
\]

and \( U_{i}^{k-1} = U^{k-1}(\bar{y}_i^k) \) and \( V_{i}^{k-1} = V^{k-1}(\bar{z}_i^k) \).

**Step k.** Determine the \( k \)th step grid values \( (U^k, V^k) \) by the system of difference equations

\[
\frac{U_{i}^{k} - U_{i}^{k-1}}{\Delta t} = \frac{1}{2} \left( \sigma_i^k \right)^2 \delta_x^2(U)_i^k + \left( \hat{b}_0 \right)_i^k,
\]

\[
\frac{V_{i}^{k} - V_{i}^{k-1}}{\Delta t} = \frac{1}{2} \left( \sigma_i^k \right)^2 \delta_x^2(V)_i^k + \left( \hat{B}_0 \right)_i^k.
\]

We then extend the grid values \( (U_i^k) \) and \( (V_i^k) \) to the function \( U^k(x) \) and \( V^k(x), x \in \mathbb{R} \), by linear interpolation.

We shall follow the argument in Section 3 to prove convergence. We point out that, unlike in the previous case, the functions \( B_0 \) and \( \hat{B}_0 \) [see definition (5.6)] are neither uniformly bounded nor uniformly Lipschitz. The arguments are thus more delicate. It turns out that this difficulty can be overcome if one can show that the solutions \( (U_i^k) \) and \( (V_i^k) \) to the difference equation (5.11) are uniformly bounded for all \( k \) and \( i \) and the bound is independent of \( n \).
Indeed, if this is the case, then because the true solutions $u$ and $v = u_x$ are uniformly bounded, we can restrict ourselves to the set $Q_M := \{(t, x, y, z) \in [0, T] \times \mathbb{R}^3 : |y| \leq M, |z| \leq M\}$, where $M$ depends on the bounds of $(u, v)$ and $(U^k, V^k)$, and all previous estimates will go through, with constants now depending possibly on uniform bounds of $B_0$ and $\hat{B}_0$ and their partial derivatives over $Q_M$. To justify this argument, let us first prove a lemma that has intrinsic interest.

**Lemma 5.2.** Suppose that $(a_k : k = 1, \ldots, n)$ is a finite sequence such that $a_k \geq 0$, $\forall \ k$ and $a_0 \leq \alpha$. Also assume that the following recursive relation holds:

\begin{equation}
(5.13) \quad a_k \leq a_{k-1} + \frac{C}{n} (1 + a_{k-1}^2), \quad k = 1, \ldots, n,
\end{equation}

where $C > 0$ is a constant independent of $k$ and $n$. Then there exists a constant $M > 0$ depending only on $C$ and $\alpha$, such that $\sup_n \sup_{0 \leq k \leq n} a_k \leq M$.

**Proof.** Let $A(\cdot)$ be the solution to the ODE

\begin{equation}
(5.14) \quad \frac{dA(t)}{dt} = \frac{C}{n} (1 + A^2(t)), \quad A(0) = \alpha,
\end{equation}

where $0 \leq t \leq n$. Since $dA/dt > 0$, $A$ is increasing. Thus, for each $k = 1, \ldots, n$, it holds that

\begin{equation}
A(k) = A(k-1) + \frac{C}{n} \int_{k-1}^k (1 + A^2(r)) \, dr \geq A(k-1) + \frac{C}{n} (1 + A^2(k-1)).
\end{equation}

Noting that $A(0) = \alpha \geq a_0$, a simple induction using (5.13) and (5.15) then shows that $A(k) \geq a_k$, $k = 1, \ldots, n$. It suffices to determine the bound for $A(t), 0 \leq t \leq n$, but by solving (5.14), we have

\[ C = \int_0^n \frac{dA(t)}{1 + A^2(t)} = \arctan A(n) - \arctan A(0) = \arctan A(n) - \arctan \alpha, \]

hence

\[ \sup_{0 \leq k \leq n} A(k) = A(n) = \tan(C + \arctan \alpha) = M < \infty. \]

Consequently, we obtain that

\[ \sup_n \sup_{0 \leq k \leq n} a_k \leq \sup_n \sup_{0 \leq k \leq n} A(k) = M, \]

proving the lemma. \(\square\)
We now give a crucial result of this section.

**Theorem 5.3.** Suppose that (A1)–(A3) hold. Then the solutions \( \{U_i^k, V_i^k\} \) to the system of difference equations (5.11) are uniformly bounded in \( k \) and \( i \), and the bound is independent of \( n \). More precisely, there exists a constant \( M_1 > 0 \), depending only on \( b, \sigma, \hat{b} \) and \( T \), such that

\[
\sup_n \sup_{k,i} \{ |U_i^k| + |V_i^k| \} \leq M_1.
\]

**Proof.** Let us rewrite (5.11) as

\[
U_i^k = U_i^{k-1} + \left[ \frac{1}{2} (\sigma_i^k)^2 \delta_x^2 (U_i^k) + (\hat{b}_0)_i^k \right] \Delta t,
\]

\[
V_i^k = V_i^{k-1} + \left[ \frac{1}{2} (\sigma_i^k)^2 \delta_x^2 (V_i^k) + (\hat{b}_0)_i^k \right] \Delta t.
\]

Since \( |U_i^{k-1}| \leq \max_i |U_i^{k-1}| = \|U^{k-1}\| \) and \( |V_i^{k-1}| \leq \|V^{k-1}\| \), a maximum principle argument shows that

\[
\|U^k\| \leq \|U^{k-1}\| + \left\| (\hat{b}_0)_i^k \right\| \Delta t \leq \|U^{k-1}\| + \left\| (\hat{b}_0)_i^k \right\| \Delta t,
\]

\[
\|V^k\| \leq \|V^{k-1}\| + \left\| (\hat{b}_0)_i^k \right\| \Delta t \leq \|V^{k-1}\| + \left\| (\hat{b}_0)_i^k \right\| \Delta t.
\]

Since \( \hat{b}_0 \) is uniformly bounded, it is easy to check by iteration that \( \sup_n \sup_k \|U^k\| < \infty \). It remains to show that the same is true for \( V_i^k \) as well. To this end, we first observe from the definition (5.6) that \( \hat{B}_0 \) is of quadratic growth in \( z \), uniformly in \( (t, x, y) \). Namely, there exists a constant \( K > 0 \), depending only on the bounds of \( b, \sigma, \hat{b} \) and their first order partial derivatives, such that \( |\hat{B}_0(t, x, y, z)| \leq K(1 + z^2) \). Therefore,

\[
\left| (\hat{B}_0)_i^k \right| = \left| \hat{B}_0(t_i^k, x_i, U_i^{k-1}, V_i^{k-1}) \right| \leq K(1 + |V_i^{k-1}|^2)
\]

and the second inequality in (5.17) leads to

\[
\|V^k\| \leq \|V^{k-1}\| + K(1 + \|V^{k-1}\|^2) \Delta t
\]

\[
= \|V^{k-1}\| + \frac{TK}{n} (1 + \|V^{k-1}\|^2),
\]

since \( \Delta t = T/n \). Hence, the result follows from Lemma 5.2. \( \Box \)

We can now follow the arguments in Section 3 line by line. What follows is essentially a somewhat detailed sketch of the proof of Theorem 5.5. First, we evaluate the first equation in (5.9) along \( \mathcal{E}_1 \) and the second one along \( \mathcal{E}_2 \) to get an analogue of (3.12):

\[
\frac{u_i^k - u_i^{k-1}}{\Delta t} = \frac{1}{2} \left( \sigma(u)_i^k \right)^2 \delta_x^2 (u)_i^k + \hat{b}_0(u,v)_i^k + (e_1)_i^k,
\]

\[
\frac{v_i^k - v_i^{k-1}}{\Delta t} = \frac{1}{2} \left( \sigma(u)_i^k \right)^2 \delta_x^2 (u)_i^k + \hat{b}_0(u,v)_i^k + (e_2)_i^k,
\]
where $u^k_t = u(t^k, x_t)$, $v^k_t = v(t^k, x_t)$ [recall that $(u, v) = (u, u_x)$ is the true solution of (5.6)] and $	ilde{u}^{k-1}_t = u(t^{k-1}, \tilde{x}_t)$, with

\[ \tilde{x}_t^k = x_t + b_1(t^k, x_t, u_t^{k-1}, v_t^{k-1}) \Delta t, \quad \tilde{x}_t^k = x_t + B_0(t^k, x_t, u_t^{k-1}, v_t^{k-1}) \Delta t. \]

Also, $\sigma(u)^k_0$, $\tilde{B}_0(u, v)^k_0$ and $\tilde{B}_0(u, v)^k_0$ are analogous to $\sigma_t^k_0$, $(\tilde{B}_0)_t^k$ and $(\tilde{B}_0)_t^k$ except that $U_t^{k-1}$ and $V_t^{k-1}$ are replaced by $u_t^{k-1}$ and $v_t^{k-1}$.

Next, we estimate the error $\langle (e_1)_t^k \rangle$ and $\langle (e_2)_t^k \rangle$ in the same fashion as in Lemma 3.2 to see that

\[
\sup_{k,i} \left\{ |(e_1)_t^k| + |(e_2)_t^k| \right\} \leq \sigma(h + \Delta t).
\]

**Remark 5.4.** In Lemma 3.2 we used the bound $\|b\|_\infty$ [see (3.18)]. The analogue for (5.19) is that $C = \max(\|B_0\|_\infty, \|\tilde{b}\|_\infty)$. In theory, the definition (5.6) implies that $\|B_0\|_\infty$ is always computable using the bounds of the coefficients (i.e., $b, \tilde{b}, \sigma$) their partial derivatives and the bound on $v = u_x$. However, in practice, the a priori estimate of $\|v\|_\infty$ is not easy to obtain. However, in a computational process one could always replace $\|v\|_\infty$ by the a priori bound of the approximate solution $(V_t^k)$ derived in Theorem 5.3.

We now define as we did in (3.22) the approximate solutions $U^{(n)}(t)$ and $V^{(n)}(t)$ by

\[
U^{(n)}(t, x) = \begin{cases} 
\sum_{k=1}^n U^k(x)1_{((k-1)T/n, kT/n)}(t), & t \in (0, T], \\
U^0(x), & t = 0, 
\end{cases}
\]

\[
V^{(n)}(t, x) = \begin{cases} 
\sum_{k=1}^n V^k(x)1_{((k-1)T/n, kT/n)}(t), & t \in (0, T], \\
V^0(x), & t = 0. 
\end{cases}
\]

Let $\xi(t, x) = u(t, x) - U^n(t, x)$ and $\zeta(t, x) = v(t, x) - V^n(t, x)$. We can derive the analogue of (3.24):

\[
\frac{\xi_i^k - \xi_i^{k-1}}{\Delta t} = \frac{1}{2} \left( \sigma_t^k \right)^2 \delta_x^2(\xi_i^k) + (I_1)_i^k + (e_1)_i^k,
\]

\[
\frac{\zeta_i^k - \zeta_i^{k-1}}{\Delta t} = \frac{1}{2} \left( \sigma_t^k \right)^2 \delta_x^2(\zeta_i^k) + (I_2)_i^k + (e_2)_i^k,
\]

where

\[
(I_1)_i^k = -u(t_i^{k-1}, \tilde{x}_i^k) - u(t_i^{k-1}, \tilde{x}_i^k)
\]

\[
+ \frac{1}{2} \left[ \sigma^2(t_i^k, x_i, u_i^{k-1}) - \sigma^2(t_i^k, x_i, U_i^{k-1}) \right] \delta_x^2(u_i^k)
\]

\[
+ \left[ \tilde{b}_0(u, v)_i^k - (\tilde{B}_0)_i^k \right].
\]
\[
(I_2)_i^k = -\frac{v(t^{k-1}, \mathbf{x}_i^k) - v(t^{k-1}, \mathbf{x}_i^k)}{\Delta t} + \frac{1}{2} \left[ \sigma^2(t^k, x_i, v_i^{k-1}) - \sigma^2(t^k, x_i, V_i^{k-1}) \right] \delta^{2}_z(v)_i^k + \left[ \hat{B}_0(u, v)_i^k - (\hat{B}_0)_i^k \right].
\]

Using the uniform Lipschitz property of \( \hat{B}_0 \) in \( y \) and \( z \), one shows that
\[
(5.21) \quad \left|(I_1)_i^k\right| \leq C_2(\|\xi_i^{k-1}\| + \|\xi_i^{k-1}\|) + C_3(h + \Delta t) \quad \forall k, i.
\]

On the other hand, note that the true solution \((u, v)\) is uniformly bounded and that \((U_i^k)\) and \((V_i^k)\) are also uniformly bounded by Lemma 5.1. We can use the locally uniform boundedness and local Lipschitz property of the function \( \hat{B}_0 \) (in \( y \) and \( z \)) to get
\[
\left[ \hat{B}_0(u, v)_i^k - (\hat{B}_0)_i^k \right] \leq C_4(\|\xi_i^{k-1}\| + \|\xi_i^{k-1}\|) \quad \forall k, i,
\]
where \( C_4 \) depends only on the bounds of \( u, v, (U_i^k), (V_i^k) \) and those of \( \sigma, b, \hat{b} \) and their partial derivatives. Consequently,
\[
(5.22) \quad \left|(I_2)_i^k\right| \leq C_2(\|\xi_i^{k-1}\| + \|\xi_i^{k-1}\|) + C_3'(h + \Delta t) \quad \forall k, i.
\]

Use of the maximum principle and the estimates (5.19), (5.21) and (5.22) leads to
\[
\|\xi_i^k\| \leq \|\xi_i^{k-1}\| + C_1(\|\xi_i^{k-1}\| + \|\xi_i^{k-1}\|) \Delta t + C_5(h + \Delta t) \Delta t,
\]
\[
\|\xi_i^k\| \leq \|\xi_i^{k-1}\| + C_2(\|\xi_i^{k-1}\| + \|\xi_i^{k-1}\|) \Delta t + C_3'(h + \Delta t) \Delta t.
\]

Add the two inequalities above and apply Gronwall’s lemma; we see that
\[
\sup_{k}(\|\xi_i^k\| + \|\xi_i^k\|) = \mathcal{O}(h + \Delta t).
\]

Arguments similar to those in Theorem 3.4 complete the proof of the following theorem.

**Theorem 5.5.** Suppose that (A1)-(A3) hold. Then
\[
\sup_{(t, x)} \left[ |U^{(n)}(t, x) - u(t, x)| + |V^{(n)}(t, x) - u_x(t, x)| \right] = \mathcal{O}\left(\frac{1}{n}\right).
\]

Moreover, for each fixed \( x \in \mathbb{R} \), \( U^{(n)}(\cdot, x) \) and \( V^{(n)}(\cdot, x) \) are left-continuous; for fixed \( t \in [0, T] \), \( U^{(n)}(t, \cdot) \) and \( V^{(n)}(t, \cdot) \) are uniformly Lipschitz, with the same Lipschitz constant that is independent of \( n \).

Using Theorem 5.5, we can now approximate the SDE (2.5) as before without any extra work. In fact, if we set
\[
(5.24) \quad \theta^n(t, x) = U^{(n)}(T - t, x), \quad \theta^n(t, x) = V^{(n)}(t, x)
\]
and
\[ \tilde{b}^n(t, x) = b(t, x, \theta^n(t, x), \theta^n(t, x)), \quad \tilde{\sigma}^n(t, x) = \sigma(t, x, \theta^n(t, x)), \]
then it follows from Theorem 5.6 that
\[ \sup_{(t,x)} \left[ |\tilde{b}(t, x) - \tilde{b}^n(t, x)| + |\tilde{\sigma}(t, x) - \tilde{\sigma}^n(t, x)| \right] = O\left( \frac{1}{n} \right) \]
and that, for fixed \( t \in [0, T] \), \( \tilde{b}^n(t, \cdot) \) and \( \tilde{\sigma}^n(t, \cdot) \) are uniform Lipschitz, with the Lipschitz constant independent of \( n \). Thus, if we again let \( \tilde{X}^n \) denote the solution to the discretized SDE,
\[
\tilde{X}^n_t = x + \int_0^t \tilde{b}^n(\cdot, \tilde{X}^n_s) ds + \int_0^t \tilde{\sigma}^n(\cdot, \tilde{X}^n_s) dW_s,
\]
where \( \eta^n \) is defined by (4.1), then one can easily show the following final result of the paper, which is the analogous to Theorem 4.2.

**Theorem 5.6.** Suppose that the standing assumptions (A1)–(A3) hold. Then the adapted solution \((X, Y, Z)\) to the FBSDE (2.1) can be approximated by a sequence of adapted processes \((\tilde{X}^n, \tilde{Y}^n, \tilde{Z}^n)\), where \( \tilde{X}^n \) is the solution to the discretized SDE (5.25) and, for \( t \in [0, T] \),
\[
\tilde{Y}^n_t := \theta^n(t, \tilde{X}^n_t); \quad \tilde{Z}^n_t := -\sigma(t, \tilde{X}^n_t, \theta^n(t, \tilde{X}^n_t)) \theta^n(t, \tilde{X}^n_t),
\]
with \( \theta^n \) and \( \theta^n \) being defined by (5.24) and \( U^{(n)} \) and \( V^{(n)} \) by (5.20). Furthermore,
\[
E\left( \sup_{0 \leq t \leq T} |\tilde{X}^n_t - X_t| + \sup_{0 \leq t \leq T} |\tilde{Y}^n_t - Y_t| + \sup_{0 \leq t \leq T} |\tilde{Z}^n_t - Z_t| \right) = O\left( \frac{1}{\sqrt{n}} \right).
\]
If \( f \) is \( C^2 \) and uniformly Lipschitz, then, for \( n \) large enough,
\[
\left| E\left( f(\tilde{X}^n_T, \tilde{Z}^n_T) \right) - E(f(X_T, Z_T)) \right| \leq \frac{K}{n}
\]
for a constant \( K \).
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