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Abstract

Two problems involving stochastic partial differential equations (SPDEs) are considered: nonlinear filtering of diffusion processes and parameter estimation for SPDEs.

A new approach to nonlinear filtering is developed using the Wiener chaos decomposition of the optimal filter. Based on this approach, two recursive algorithms are suggested for computing an approximation of the optimal filter. While both approximations converge to the optimal filter, one provides high resolution in space and the other in time. The computational complexity of the algorithms is studied and the approximation errors are derived. The existing algorithms require on-line solution of partial differential equations and evaluation of integrals, which is time consuming. The on-line performance of both proposed algorithms can be significantly improved by performing all the time consuming operations off line.

In the second part of the dissertation, the parameter estimation problem for a stochastic partial differential equation is considered. The estimate is based on a finite dimensional projection of the solution, and the dimension of the projection is the only asymptotic parameter to guarantee consistency and asymptotic normality of the estimate (both the observation time interval and the amplitude of noise are fixed). So far the problem has been studied under the assumption that all the operators in the equation have a common system of eigenfunctions, which effectively reduces the model to the equation with constant coefficients. It is proved that the estimate is consistent and asymptotically normal without any restrictions on the eigenvalues of the operators.
Chapter 1

Stochastic Partial Differential Equations and Problems in Statistics

1.1 Forward and Inverse Problems for Differential Equations

The problems in statistics of stochastic differential equations studied in this dissertation are related to nonlinear filtering and parameter estimation.

The objective of filtering is estimation of a component of a partially observed stochastic system. Under certain assumptions, this problem is reduced to the determination of a special random field called the unnormalized filtering density, which satisfies a stochastic partial differential equation driven by the observable component of the system; the equation is usually called the Zakai equation. In the canonical setting, the coefficients of the equation are known, but in most cases the solution cannot be computed explicitly. The filtering problem then becomes a forward problem for the stochastic partial differential equation meaning that an approximate solution of the equation must be computed.

The parameter estimation is an example of an inverse problem when the solution of the equation is observed and the conclusions must be made about the coefficients of the equation. In the deterministic setting, numerous examples of such problems in ecology, material sciences, biology, etc. are given in the book by Banks and Kunisch [4]. The stochastic term is usually introduced to take into account those components of the model that cannot be described exactly. A typical example is the heat balance equation describing the sea surface temperature anomalies. According to Frankignoul [19], the equation is

\[ du(t, x) = (D\Delta u(t, x) - (\bar{v}(x), \nabla)u(t, x) - \lambda u(t, x))dt + dW(t, x), \]

where \( u \) represents the deviation of the temperature form the given average value, \( x = (x_1, x_2) \in \mathbb{R}^2 \), \( \bar{v}(x) = (v_1(x_1, x_2), v_2(x_1, x_2)) \) is the velocity field of the top layer of the ocean, \( D \) is thermodiffusivity, \( \lambda \) is the cooling coefficient, and the random perturbation \( W(t, x) \) represents the short time atmospheric changes. A priori, \( D, \lambda, \) and \( \bar{v} \) are unknown, but usually some assumptions are made about one or two of them in order to estimate the rest.

It is worth mentioning that in its original setting, the nonlinear filtering problem can be viewed as an inverse problem of nonparametric estimation for nonlinear stochastic ordinary differential equations and the Zakai equation reduces it to the forward problem for a linear
partial differential equation. More detailed discussion of the filtering problem is given in the next section.

1.2 Nonlinear Filtering and Wiener Chaos Decomposition

If the unobserved state process $X = X(t)$ is a Markov process with the generator $\mathcal{L}$ and the observation process $Y = Y(t)$ is

$$Y(t) = \int_0^t h(X(s))ds + W(t),$$

where the Wiener process $W$ is independent of $X$, then the optimal filter $\hat{f}$, i.e. the best mean square estimate of $f(X(t))$ given the trajectory of $Y(s)$, $0 \leq s \leq t$, is given by

$$\hat{f}(x(t)) = \frac{\int f(x)p(t, x)dx}{\int p(t, x)dx} \quad (1.2)$$

with the unnormalized filtering density $p = p(t, x)$ satisfying the Zakai equation

$$dp(t, x) = \mathcal{L}^*p(t, x) + h(x)p(t, x)dY(t). \quad (1.3)$$

This equation was studied by many authors: Baras [5], Benesh [6], Bennatou [7], Bensoussan et al. [8], Clark [13], Elliott and Glowinski [17], Florchinger and LeGland [18], Ito [31], Krylov and Rozovskii [38], Kunita [42], Kushner [42], Rozovskii [44], Zakai [46], etc.

The computable explicit solution of the Zakai equation exists only in a few special cases when the function $p$ admits a finite dimensional sufficient statistics. One such example is when both the state and the observations are linear diffusion processes, in which case the solution is given by the Kalman-Bucy filter [34, 47]. Another example, the diffusion with a cubic drift, was discovered by Benesh [6]. The general description of the unnormalized filtering density admitting a finite dimensional sufficient statistics is given in Daum [14], but there are many problems that cannot be solved using this approach.

In the general nonlinear setting, an approximate solution of the Zakai equation must be computed, and there are two major approaches to doing this.

The first approach uses the existing numerical methods for deterministic partial and stochastic ordinary equations. These methods are applied either directly to equation (1.3) or to its robust form [7, 13, 31], which means that the original Zakai equation is first reduced to a random partial differential equation (a deterministic partial differential equation with random coefficients). Among the proposed algorithms are the splitting-up approximation based on the Trotter type product formula [8, 17, 18], the implicit Euler scheme [31], the Galerkin approximation [7, 31], the finite element method [21], and the hidden Markov model [16, 42]. All these algorithms have to deal with the same difficulty — the fast growth of computational complexity when the dimension of the state process is increased. As a result, the on-line solution of the Zakai equation, which is necessary in many applications, is almost impossible using this approach if the dimension of the state process is more than three.
The idea of the second approach is to separate the deterministic and stochastic components of the equation. The result is a representation of the solution either as a sum of multiple Wiener integrals (i.e. Ito integrals with deterministic integrands) or as an orthogonal series with respect to the Cameron - Martin basis in the space of square integrable functional of the Winer process. In both cases the representation is known as the Wiener chaos decomposition and an important property of this representation is that it allows a part of the computations (usually the most time consuming part involving partial differential equations) to be performed off line before the observations become available. By shifting part of the computations off line, it should be possible to improve the on-line performance of the corresponding algorithm.

As an analytical tool to study stochastic differential equations, the Wiener chaos decomposition was first used by Krylov and Veretennikov [39] to derive a representation of a functional of the solution of a nonlinear stochastic ordinary differential equation as a sum of multiple Wiener integrals with deterministic kernels. Kunita [41] used this method to prove the uniqueness of the solution of the Zakai equation, Wong [64] — to derive an explicit solution to certain class of nonlinear filtering problems (this solution, however, is not, in general, computable), and Ocone [59] — to study the original optimal filter (1.2). A numerical algorithm for computing a recursive approximation of the unnormalized filtering density and the optimal filter independently of each other was suggested by Lototsky and Rozovskii [51]. Budhiraja and Kallianpur [9] studied the expansion of the unnormalized filtering density using multiple Stratonovich integrals; they also considered a computable approximation of the expansion.

An equivalent form of the Wiener chaos decomposition uses the result of Cameron and Martin [11] about the orthonormal basis in the space of square integrable functionals of the Wiener process. This form, however, can have computational advantages because it requires only simple Wiener integrals. Lo and Ng [48] used the Cameron - Martin version of the decomposition to study the optimal filter (1.2) given the expansions of the numerator and the denominator. The expansion of the unnormalized filtering density using the Cameron - Martin theory was introduced by Mikulevicius and Rozovskii [53], and a numerical algorithm for computing a recursive approximation of the unnormalized filtering density using this expansion was suggested and investigated in Lototsky et al. [50]. Further investigation of the various algorithms based on this expansion, and numerical simulations were done by Fung [20].

1.3 Parameter Estimation for Stochastic Differential Equations

Parameter estimation is a particular case of the inverse problem when the coefficients of the equation depend on a certain number of unknown scalar parameters that must be estimated from the observations of the solution. An estimate is a functional of the observations, and the objective is to find a consistent estimate, i.e. the estimate that it in some sense close to the true value of the parameters.

The formal statement of the problem leads to the notion of a family of statistical experiments indexed by a parameter $\epsilon$. Each experiment gives rise to an estimate, and the properties
of the estimate are studied in the limit $\epsilon \to 0$. The notions of consistency, asymptotic normality, and asymptotic efficiency are introduced to characterize and compare the limiting behavior of different estimates. The general asymptotic theory of statistical estimation was developed by Ibragimov and Khasminskii [29].

Parameter estimation problems for stochastic differential equations are usually formulated for evolution equations of the form

$$du(t) = A(t, \theta, u)dt + B(t, u)dW(t),$$

where $u$ takes values in some Hilbert space $H$ (finite or infinite dimensional), $A$ and $B$ are operators in that space, $\theta$ is the unknown parameter belonging to some domain in $\mathbb{R}^d$, and $W(t)$ is a random perturbation.

The following questions usually must be addressed before any estimate of $\theta$ is considered:

1. What are the properties of the solution of (1.4)? This question is especially important if the space $H$ is infinite dimensional.

2. What is the observation process? It can be $u$ itself or some transformation of $u$, possibly with additional noise.

3. What is the asymptotic parameter of the estimate? It can be decreasing amplitude of noise, increasing time of observations, or, in the case of infinite dimensional observations, the dimension of the projection used to construct the estimate.

In the case of ordinary differential equations (i.e., when the space $H$ is finite dimensional) the parameter estimation problems were studied by Kutoyants [43, 44] in both direct and partial observation settings and in both small noise and large observation time asymptotics. A somewhat intermediate case is when the original process is infinite dimensional, but the observation process is finite dimensional of fixed dimension. Aihara [2] and Loges [49] studied the asymptotic properties of the estimates for this model as the observation time interval tends to infinity.

In the case of infinite dimensional observations it is possible to get consistent estimates on a fixed time interval with a fixed amplitude of noise. To achieve this, the estimate is constructed using a finite dimensional projection of the observation process, and the asymptotic properties of the estimate are studied as the dimension of the projection tends to infinity. This approach was first suggested by Huebner et al. [26] and further developed by Huebner [27], Huebner and Rozovskii [28], Piterbarg and Rozovskii [60].

### 1.4 Summary of Main Results

The major part of the dissertation deals with orthogonal expansions for stochastic evolution equations with applications to nonlinear filtering of diffusion processes. In the last chapter, a parameter estimation problem for a partial differential equation is considered.
The general theory of the Wiener chaos decomposition of the solution of a stochastic evolution equation is presented in Chapter 2. Consider a random process \( u = u(t) \) with values in a Hilbert space \( \mathbf{H} \), satisfying the evolution equation

\[
u(t) = u_0 + \int_{T_0}^{t} A u(s) ds + \sum_{l=1}^{r} \int_{T_0}^{t} B_l u(s) dW_l(s),
\]

(1.5)

where \( A \) and \( B_l \), \( l = 1, \ldots, r \), are linear (possibly unbounded) operators on \( \mathbf{H} \) and \( W = (W_1(t), \ldots, W_r(t)) \) is a standard Wiener process. Then for every fixed \( t^* \in [T_0, T] \) and all \( t \in [T_0, t^*] \) the solution \( u \) can be written as

\[
u(t) = \sum_{\alpha \in J} \frac{1}{\sqrt{\alpha!}} \varphi_{\alpha}(t) \xi_{\alpha},
\]

(1.6)

where the coefficients \( \varphi_{\alpha} \) satisfy a recursive system of deterministic evolution equations and the random variables \( \xi_{\alpha} \) are Wick products (certain products of Hermite polynomials) of the Wiener integrals \( \int_{T_0}^{t^*} m_k(t) dW_k(t), \) \( \{m_k\}_{k \geq 1} \) is an orthonormal basis in \( L_2([T_0, t^*]) \); summation in (1.6) is over all \( r \)-dimensional multi-indices. The rate of convergence of the series in (1.6) is established and a recursive (step-by-step) version of the expansion is studied. The relation to the multiple Wiener integral expansion is also discussed.

In [50, 51, 53], the Wiener chaos decomposition was studied for the Zakai equation with independent noise, which essentially corresponds to equation (1.5) with commuting operators \( B_l \). Chapter 2 provides generalization and further development of those results, in particular, the analysis of the approximation error and of the multiple Wiener integral expansion.

In Chapter 3, the solution of equation (1.5) is expanded with respect to an orthonormal basis in the space \( \mathbf{H} \). Two approximations of the solution are constructed using this expansion and the corresponding errors are estimated. In a very special form, one of the approximations was introduced in [50]. The other is the Galerkin approximation, for which, in spite of frequent use in nonlinear filtering algorithms, no reliable error bound has been known.

In Chapter 4, the results of the previous two chapters are used to study the filtering problem for a diffusion filtering model. Two algorithms are suggested for computing a recursive approximation of the optimal filter. The first algorithm was essentially suggested in Lototsky et al. [50], and the idea of the second algorithm belongs to Fung [20]. The novelty of the approach is that the major part of the computations in both algorithms can be done off-line making the algorithms suitable for on-line implementation. The rate of convergence of both algorithms is established and certain computational aspects are discussed.

In Chapter 5, a parameter estimation problem is considered for a stochastic partial differential equation on a compact smooth manifold \( \mathbf{M} \). The equation is

\[
du(t, x) + (A_0 + \theta A_1)u(t, x) dt = dW(t, x), \quad 0 < t \leq T; \quad x \in \mathbf{M}; \quad u(0, x) = 0,
\]
where $\mathcal{A}_0$ and $\mathcal{A}_1$ are known differential operators and $W$ is a cylindrical Brownian motion. An estimate $\hat{\theta}^K$ of $\theta$ is constructed using finite dimensional projections of the solution:

$$\hat{\theta}^K = \frac{\int_0^T (\Pi^K \mathcal{A}_1 u(t), d\Pi^K u(t) - \Pi^K \mathcal{A}_0 u(t)) dt}{\int_0^T \|\Pi^K \mathcal{A}_1 u(t)\|^2 dt}.$$ 

If the operators $\mathcal{A}_0$ and $\mathcal{A}_1$ have a common system of eigenfunctions and the projection operator $\Pi^K$ commutes with both $\mathcal{A}_0$ and $\mathcal{A}_1$, then $\hat{\theta}^K$ is the maximum likelihood estimate of $\theta$ studied in [26, 27, 28]. It is proved that the estimate remains consistent and asymptotically normal, as $K \to \infty$, without any assumptions about the eigenfunctions of the operators $\mathcal{A}_0$ and $\mathcal{A}_1$. The obtained results are applied to the estimation problem for the heat balance equation (1.1) in which the velocity field $\vec{v}$ no longer has to be constant.
Chapter 2

Wiener Chaos Decomposition for Stochastic Evolution Equations

2.1 Introduction

One of the principal tools in the study of partial differential equations is separation of variables. The idea of the method for the deterministic partial differential equations is to separate the time and the space variables, and the result is usually a Fourier type series representation of the solution.

For a stochastic equation, the same idea can also be used to separate the deterministic and stochastic components of the solution. This separation is possible if the underlying probability space has a computable orthonormal basis. If the only source of randomness in the equation is the Wiener process, then, under the conditions of existence and uniqueness, the solution is usually a square integrable functional of that process. Then it is possible to use the classical result of Cameron and Martin [11], which provides an explicit construction of the orthonormal basis in the space of square integrable functionals of a Wiener process. The corresponding representation of the solution is called the Wiener chaos decomposition. The objective of this chapter is the study of this decomposition for a stochastic evolution equation in a Hilbert space.

In Section 2.2, the general results are presented about the properties of the solution of a general parabolic equation in a Hilbert space. These results are used throughout the rest of the dissertation.

In Section 2.3, the construction of the orthonormal basis in the space of square integrable Wiener functionals is presented and then the solution of the equation

\[ u(t) = u_0 + \int_{T_0}^{t} A u(s) ds + \int_{T_0}^{t} \sum_{i=1}^{r} B_i u(s) dW_i(s) \]  \hspace{1cm} (2.1)

is expanded with respect to the basis for \( t \in [T_0,t^*] \), where \( t^* \leq T \) is fixed. After that, the expansion is truncated to a finite sum and the error of the truncation is derived.

In Section 2.4, a recursive version of the expansion is constructed on the fixed time grid \( T_0 = t_0 < \ldots < t_M = T \). As in Section 2.3, a finite truncation of the expansion is studied. This step-by-step expansion reduces the overall approximation error over the interval \( [T_0,T] \) as compared to the one step expansion.
In Section 2.5, an alternative version of the Wiener chaos decomposition is considered using a theorem by Ito [30]. This expansion is based on the multiple Wiener integrals and, when applied recursively, can be used to construct computable approximations of the solution with the prescribed rate of convergence in time.

2.2 Stochastic Evolution Equations: An Overview

In this section, the main results are presented concerning the existence, uniqueness, and other properties of the solutions of stochastic evolution equations in a Hilbert space. All definitions and theorems are stated in the form most suitable for future references. The more general versions of all presented results can be found in [61, Chapter 3].

Let \( W = W(t) \) be an \( r \) - dimensional Wiener process on a complete probability space \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) with a right continuous filtration \( \mathbb{F} = \{\mathcal{F}_t\}_{t \geq 0} \), and let \( \mathcal{A} \) and \( \mathcal{B}_l \), \( l = 1, \ldots, r \), be linear operators defined on a dense subset of a real separable Hilbert space \( \mathbf{H} \).

Consider the stochastic evolution equation

\[
\begin{aligned}
    u(t) &= u_0 + \int_{T_0}^t \mathcal{A}u(s) ds + \int_{T_0}^t \sum_{l=1}^r \mathcal{B}_l u(s) dW_l(s) + M(t) - M(T_0) , \\
    t \in [T_0, T], & \quad T_0 \geq 0 , \quad (2.2)
\end{aligned}
\]

where \( u_0 \) is an \( \mathcal{F}_0 \)-measurable random element with values in \( \mathbf{H} \) and \( M = M(t) \) is a continuous square integrable martingale on \((\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})\) with values in \( \mathbf{H} \).

Let \( \{\mathbf{H}^a\}_{a \in \mathbb{R}} \) be a scale of Hilbert spaces ( or a Hilbert scale) so that \( \mathbf{H}^0 = \mathbf{H} \). The main facts about the Hilbert scales can be found in [37, Section IV.1.10] or [61, Sections 2.4 and 3.2]. If \( a_0 \in \mathbb{R} \), \( b > 0 \), then the collection \( \{\mathbf{H}^{a+b}, \mathbf{H}^{a}, \mathbf{H}^{a-b}\} \) is a normal triple. The canonical bilinear functional of the triple will be denoted by \( \langle u, v \rangle_{a,b} \), \( u \in \mathbf{H}^{a-b} \), \( v \in \mathbf{H}^{a+b} \). Also, the norm and the inner product in \( \mathbf{H}^a \) are denoted by \( \| \cdot \|_a \) and \( \langle \cdot , \cdot \rangle_a \) respectively.

2.2.1. Definition. Assume that \( \mathcal{A} \) is a linear bounded operator from \( \mathbf{H}^1 \) to \( \mathbf{H}^{-1} \) and each \( \mathcal{B}_l \), \( l = 1, \ldots, r \), is a linear bounded operator from \( \mathbf{H}^1 \) to \( \mathbf{H}^0 \). A random element \( U = U(t; T_0; u_0) \) with values in \( L^2([T_0, T]; \mathbf{H}^1) \cap C([T_0, T]; \mathbf{H}^0) \) is called a solution of (2.2) if there exists a subset \( \Omega' \) of \( \Omega \) with \( \mathbb{P}(\Omega') = 1 \) such that on the set \( \Omega' \times [T_0, T] \)

\[
\begin{aligned}
    (U(t; T_0; u_0), v)_0 &= (u_0, v)_0 + \int_{T_0}^t \langle \mathcal{A}U(s; T_0; u_0), v \rangle_{0,1} ds + \\
    &+ \int_{T_0}^t \sum_{l=1}^r \langle \mathcal{B}_l U(s; T_0; u_0), v \rangle_0 dW_l(s) + (M(t) - M(T_0), v)_0 \\
\end{aligned}
\]

for every \( v \in \mathbf{H}^1 \).

To establish existence of such a solution, some additional assumptions must be made.

2.2.2. Definition. The stochastic evolution equation (2.2) is called coercive if the following conditions are fulfilled:

(C1) The operator \( \mathcal{A} \) is linear and bounded from \( \mathbf{H}^1 \) to \( \mathbf{H}^{-1} \), and the operators \( \mathcal{B}_l \), \( l = 1, \ldots, r \), are linear and bounded from \( \mathbf{H}^1 \) to \( \mathbf{H}^0 \);
(C2) \( M = M(t) \) is a continuous square integrable martingale with values in \( H^0 \); \( u_0 \) is \( \mathcal{F}_{t_0} \) - measurable and \( u_0 \in L_2(\Omega; H^0) \);

(C3) There exist positive numbers \( N \) and \( \delta \) so that

\[
2(\mathcal{A}v, v)_{0,1} + \sum_{i=1}^{r} \|\mathcal{B}_i v\|_0^2 + \delta \|v\|_1^2 \leq N \|v\|_0^2 \text{ for all } v \in H^1.
\]

The operator \( \mathcal{A} \) is called **coercive** if it satisfies (C3) with \( \mathcal{B}_i = 0 \).

### 2.2.3. Remark

Condition (C3) is trivially fulfilled if the operators \( \mathcal{A} \) and \( \mathcal{B}_i \) are linear and bounded from \( H \) to \( H \) (in this case, the Hilbert scale is degenerate: \( H^a = H \) for all \( a \in \mathbb{R} \)).

For the rest of this section, \( C \) denotes a real constant independent of \( U, t, \) and \( M \).

### 2.2.4. Theorem

If equation (2.2) is coercive, then there exists a unique solution \( U = U(t; T_0; u_0) \) with the following property: \( U \in L_2(\Omega \times [T_0, T]; H^1) \cap L_2(\Omega; C([T_0, T]; H^0)) \) and

\[
\mathbb{E}\left( \sup_{T_0 \leq t \leq T} \|U(t; T_0; u_0)\|_0^2 + \int_{T_0}^{T} \|U(t; T_0; u_0)\|_1^2 \, dt \right) \leq e^{C(T-T_0)} \mathbb{E}\left( \|u_0\|_0^2 + \|M(T)\|_0^2 \right); \tag{2.4}
\]

**Proof.** This follows from Theorem 3.1.4 and Remark 3.1.3 in [61].

### 2.2.5. Definition

The stochastic evolution equation (2.2) is called **dissipative** if the following conditions are fulfilled:

(D1) The operator \( \mathcal{A} \) is linear and bounded from \( H^2 \) to \( H^0 \) and from \( H^1 \) to \( H^{-1} \), and the operators \( \mathcal{B}_i, \ i = 1, \ldots, r \), are linear and bounded from \( H^2 \) to \( H^1 \) and from \( H^1 \) to \( H^0 \);

(D2) \( M = M(t) \) is a continuous square integrable martingale with values in \( H^2 \); \( u_0 \) is \( \mathcal{F}_{t_0} \) - measurable and \( u_0 \in L_2(\Omega; H^1) \);

(D3) There exists a positive number \( N \) so that

\[
2(\mathcal{A}v, v)_{a,1} + \sum_{i=1}^{r} \|\mathcal{B}_i v\|_a^2 \leq N \|v\|_a^2 \text{ for all } v \in H^{a+1}, \ a = 0, 1.
\]

The operator \( \mathcal{A} \) is called **dissipative** if it satisfies (D3) with \( \mathcal{B}_i = 0 \) and \( a = 0 \).

### 2.2.6. Theorem

If equation (2.2) is dissipative, then there exists a unique solution \( U = U(t; T_0; u_0) \) with the following property: \( U \in L_2(\Omega \times [T_0, T]; H^1) \cap L_2(\Omega; C([T_0, T]; H^0)) \) and

\[
\mathbb{E}\left( \sup_{T_0 \leq t \leq T} \|U(t; T_0; u_0)\|_0^2 \right) \leq e^{C(T-T_0)} \mathbb{E}\left( \|u_0\|_0^2 + \|M(T)\|_0^2 \right), \tag{2.5}
\]
\[ \mathbb{E} \int_{T_0}^{T} \| U(t; T_0; u_0) \|_t^2 \, dt \leq e^{C(T-T_0)} \mathbb{E} \left( \| u_0 \|_0^2 + \| M(T) \|_2^2 \right). \] (2.6)

**Proof.** This follows from Theorem 3.2.2, Remark 3.1.3, and Proposition 3.1.7 in [61]. \(
\square
\)

2.2.7. **Theorem.** Assume that equation (2.2) is either coercive or dissipative. Then its solution \( U(t; T_0; u_0) \) has the following properties:

(P1) If \( s \in [T_0, t] \), \( t \leq T \), then \( U(t; T_0; u_0) = U(t; s; U(s; T_0; u_0)) \);

(P2) If \( g \) is deterministic and \( V(t; T_0; g) \) is the solution of (2.2) with the initial condition \( u_0 = g \), then \( U(t; T_0; u_0) = V(t; T_0; u_0) \), and if \( M(t) \equiv 0 \), then \( \mathbb{E} \| U(t; T_0; u_0) \|_0^2 = \mathbb{E} F(u_0) \), where \( F(g) = \mathbb{E} \| V(t; T_0; g) \|_0^2 \);

(P3) If \( u_0 \) is deterministic and \( M(t) \equiv 0 \), then for every \( s \in [T_0, t] \), \( t \leq T \), \( U(t; T_0; u_0) \) is an \( \mathcal{F}_{T_0,t}^W \)-measurable random element with values in \( L_2(\Omega; \mathbb{H}^0) \), where \( \mathcal{F}_{T_0,t}^W \) is the \( \sigma \)-algebra generated by \( W(s) - W(T_0) \), \( T_0 \leq s \leq t \).

**Proof.** Property (P1) and the first part of property (P2) follow directly from the uniqueness and the definition of the solution, property (P3) is implied by the construction of the solution, and the second part of property (P2) is the consequence of the Markov property of the solution \( U \). The details of the proof can be found in [61, Chapter 3]. \( \square \)

The homogeneous deterministic evolution equation is a special case of (2.2) with a deterministic initial condition, \( B_l = 0 \), \( l = 1, \ldots, r \), and \( M(t) \equiv 0 \), and therefore all the above results are valid for such equations. In particular, the following can be said about the semigroup generated by the operator \( \mathcal{A} \).

2.2.8. **Theorem.** If equation (2.2) is either coercive or dissipative, then the operator \( \mathcal{A} \) generates a time homogeneous semigroup \( \{ \Phi_t \}_{t \geq 0} \) and there is a real constant \( C \) so that

\[ \| \Phi_t v \|_0 \leq e^{Ct} \| v \|_0 \] (2.7)

for every \( t \geq 0 \), \( v \in \mathbb{H}^0 \).

**Proof.** Assume that \( M(t) \equiv 0 \) and all \( B_l \), \( l = 1, \ldots, r \), are zero operators. Then the existence of the semigroup follows from the existence statements of Theorems 2.2.4 and 2.2.6. The semigroup is time homogeneous because the operator \( \mathcal{A} \) does not depend on time. Finally, (2.7) follows from either (2.4) or (2.5) (in the case of a dissipative equation, (2.5) is combined with the fact that \( \mathbb{H}^1 \) is dense in \( \mathbb{H}^0 \), so that \( \Phi_t \) can be extended to \( \mathbb{H}^0 \) by continuity). \( \square \)
2.3 One Step Expansion

Let $W = W(t)$ be an $r$-dimensional Wiener process on a complete probability space $(\Omega, \mathcal{F}, P)$ and let $\mathcal{A}$ and $\mathcal{B}_i,$ $l = 1, \ldots, r,$ be linear operators in the Hilbert scale $\{H^s\}_{a \in \mathbb{R}}$. It is assumed that the operator $\mathcal{A}$ is linear and bounded from $H^1$ to $H^{-1}$ and each $\mathcal{B}_i$ is a linear bounded operator from $H^1$ to $H^0$. The $\sigma$- algebra generated by $W(s) - W(t_1), t_1 \leq s \leq t_2,$ will be denoted by $\mathcal{F}_{t_1, t_2}^W$.

Consider the following stochastic evolution equation:

$$u(t) = u_0 + \int_{T_0}^t \mathcal{A}u(s) ds + \int_{T_0}^t \sum_{i=1}^r \mathcal{B}_i u(s) dW_i(s),$$ (2.8)

or in the differential form

$$du(t) = \mathcal{A}u(t) dt + \sum_{i=1}^r \mathcal{B}_i u(t) dW_i(t), \quad T_0 < t \leq T;$$

$$u(T_0) = u_0,$$ (2.9)

where $u_0$ is independent of $\mathcal{F}_{T_0, T}^W$. Assume that equation (2.8) is either coercive or dissipative. Then there is a unique solution of (2.8); this solution is denoted by $u(t; T_0, u_0)$.

To begin with, assume that $u_0 = g$ is deterministic. In what follows, the Wiener chaos decomposition of $u(t; T_0, u_0)$ will be derived and the properties of the decomposition studied.

As a first step, recall the construction of an orthonormal basis in $L_2(\Omega, \mathcal{F}_{T_0, t}^W, P)$. Let $\alpha$ be an $r$-dimensional multi-index, i.e. a collection $\alpha = (\alpha_k^l)_{1 \leq l \leq r, \ k \geq 1}$ of nonnegative integers such that only finitely many of $\alpha_k^l$ are different from zero. The set of all such multi-indices will be denoted by $J$. For $\alpha \in J$ define $\alpha! := \prod_{k,l} (\alpha_k^l)!$.

For a fixed $t^* \in [T_0, T]$ choose a complete orthonormal system

$\{m_k\} = \{m_k(s)\}_{k \geq 1}$ in $L_2([T_0, t^*])$ and define

$$\xi_{k,l} = \int_{T_0}^{t^*} m_k(s) dW_l(s)$$

so that $\xi_{k,l}$ are independent Gaussian random variables with zero mean and unit variance.

If

$$H(x) := (-1)^n e^{x^2/2} \frac{d^n}{dx^n} e^{-x^2/2}$$ (2.10)

is the $n$-th Hermite polynomial, then the collection

$$\left\{ \xi_\alpha(W_{T_0,t^*}) := \prod_{k,l} \left( \frac{H_{\alpha_k^l}(\xi_{k,l})}{\sqrt{\alpha_k^l!}} \right), \quad \alpha \in J \right\}$$

is an orthonormal system in $L_2(\Omega, \mathcal{F}_{T_0,t^*}^W, P)$. A theorem by Cameron and Martin [11] shows that $\{\xi_\alpha(W_{T_0,t^*})\}_{\alpha \in J}$ is actually a basis in that space.
2.3.1. Theorem. If \( \eta \in L_2(\Omega, \mathcal{F}_{T_0}^{W, t^*}, \mathcal{P}) \), then

\[
\eta = \sum_{\alpha \in J} \mathbb{E}[\eta \xi_\alpha(W_{T_0, t^*})] \xi_\alpha(W_{T_0, t^*}) \tag{2.11}
\]

and

\[
\mathbb{E}|\eta|^2 = \sum_{\alpha \in J} |\mathbb{E}\eta \xi_\alpha(W_{T_0, t^*})|^2.
\]

Proof. This theorem is proved in [11] and [23]. \(\square\)

2.3.2. Remark. The representation (2.11) is known as (the Cameron - Martin version of) the Wiener chaos decomposition of the random variable \( \eta \).

By property (P3) from Theorem 2.2.7 and the Pettis theorem [15, Theorem III.6.11], if \( s \in [T_0, t^*], \ t^* \leq T \), and \( v \in \mathbf{H}^1 \), then the random variable \( (u(s; T_0; g), v)_0 \) belongs to \( L_2(\Omega, \mathcal{F}_{T_0}^{W, t^*}, \mathcal{P}) \). Therefore it follows from Theorem 2.3.1 that

\[
(u(s; T_0; g), v)_0 = \sum_{\alpha \in J} \mathbb{E}[(u(s; T_0; g), v)_0 \xi_\alpha(W_{T_0, t^*})] \xi_\alpha(W_{T_0, t^*}) \tag{2.12}
\]

and

\[
\mathbb{E}|(u(s; T_0; g), v)_0|^2 = \sum_{\alpha \in J} |\mathbb{E}[(u(s; T_0; g), v)_0 \xi_\alpha(W_{T_0, t^*})]|^2. \tag{2.13}
\]

The properties of the solution of (2.8) imply that for every \( \alpha \in J \) the expectation \( \mathbb{E}[u(t; T_0; g)\xi_\alpha(W_{T_0, t^*})] \), as a function of \( t \), is a well defined element of \( L_2([T_0, t^*]; \mathbf{H}^1) \cap \mathcal{C}([T_0, t^*]; \mathbf{H}^0) \); this element will be denoted by \( \frac{1}{\sqrt{\alpha!}} \varphi_\alpha(t; T_0; g) \) (the normalizing factor \( \frac{1}{\sqrt{\alpha!}} \) is introduced for technical reasons). It is shown in the following theorem that the functions \( \varphi_\alpha(t; T_0; g), \alpha \in J \), satisfy a recursive system of deterministic evolution equations.

2.3.3. Theorem. Suppose that \( u_0 = g \) is deterministic and equation (2.8) is either coercive or dissipative. If \( t^* \in (T_0, T] \) is fixed, then for every \( s \in [T_0, t^*] \) the solution \( u(s; T_0; g) \), viewed as an element of \( \mathbf{H}^0 \), can be written as

\[
u(s; T_0; g) = \sum_{\alpha \in J} \frac{1}{\sqrt{\alpha!}} \varphi_\alpha(s; T_0; g) \xi_\alpha(W_{T_0, t^*}), \tag{2.14}\]

so that the series converges in \( L_2(\Omega; \mathbf{H}^0) \) and the following Parseval’s equality holds:

\[
\mathbb{E}\|u(s; T_0; g)\|^2 = \sum_{\alpha \in J} \frac{1}{\alpha!} \|\varphi_\alpha(s; T_0; g)\|^2. \tag{2.15}\]
The coefficients of the expansion satisfy the recursive system of deterministic equations

\[
\frac{\partial \varphi_\alpha(s; T_0; g)}{\partial s} = A\varphi_\alpha(s; T_0; g) + \sum_{k,l} \alpha_k^l m_k(s) B_l \varphi_{\alpha(k,l)}(s; T_0; g), \quad T_0 < s \leq t^*; \tag{2.16}
\]

\[
\varphi_\alpha(T_0; T_0; g) = g_1(0) = 0,
\]

where \( \alpha = (\alpha_k^l)_{1 \leq k \leq r, 1 \leq l \leq r} \) stands for the multi-index \( \tilde{\alpha} = (\tilde{\alpha}_k^l)_{1 \leq k \leq r, 1 \leq l \leq r} \) with

\[
\tilde{\alpha}_k^l = \begin{cases} 
\alpha_k^l & \text{if } k \neq i \text{ or } l \neq j \text{ or both} \\
\max(0, \alpha_i^l - 1) & \text{if } k = i \text{ and } l = j.
\end{cases} \tag{2.17}
\]

**Proof.** Let \( \{e_k\}_{k \geq 1} \) be an orthonormal basis in \( H^0 \). Then (2.13) and the Fubini theorem imply

\[
E\|u(s; T_0; g)\|_0^2 = \sum_{\alpha \in J} \frac{1}{\alpha!} \sum_{k \geq 1} |(\varphi_\alpha(s; T_0; g), e_k)_0|^2 = \sum_{\alpha \in J} \frac{1}{\alpha!} \|\varphi_\alpha(s; T_0; g)\|_0^2,
\]

which proves (2.15). After that,

\[
\sum_{\alpha \in J} \frac{1}{\sqrt{\alpha!}} (\varphi_\alpha(s; T_0; g), v)_0 = \left( \sum_{\alpha \in J} \frac{1}{\sqrt{\alpha!}} \varphi_\alpha(s; T_0; g), v \right)_0
\]

for all \( v \in H^0 \) and (2.14) follows from (2.12).

To prove that the coefficients satisfy (2.16), define

\[
\tilde{P}_t(z) = \exp \left\{ \int_{T_0}^t \sum_{k \geq 1} m_k(s) dW_t(s) - \frac{1}{2} \int_{T_0}^t \sum_{k \geq 1} |m_k(s)|^2 ds \right\}, \quad T_0 \leq t \leq t^*;
\]

where \( m_k^l = \sum_{k \geq 1} m_k(s) z_k^l \) and \( \{z_k^l\}_{l = 1, \ldots, r, k = 1, 2, \ldots} \) is a sequence of real numbers such that \( \sum_{k,l} |z_k^l|^2 < \infty \). Then direct computations show that

\[
\xi_\alpha(W_{T_0,t^*}) = \frac{1}{\sqrt{\alpha!}} \frac{\partial^\alpha}{\partial z^\alpha} \tilde{P}_{t^*}(z) \big|_{z = 0},
\]

where

\[
\frac{\partial^\alpha}{\partial z^\alpha} = \prod_{k,l} \left( \frac{\partial^\alpha_{k,l}}{\partial z_{k,l}^\alpha} \right),
\]

and also, that

\[
E[\eta \xi_\alpha(W_{T_0,t^*})] = \frac{\partial^\alpha}{\partial z^\alpha} E[\eta P_{t^*}(z)] \big|_{z = 0}
\]

for every \( \eta \in L_2(\Omega, F^W_{T_0,t^*}, P) \). Consequently,

\[
(\varphi_\alpha(s; T_0; g), v)_0 = \frac{\partial^\alpha}{\partial z^\alpha} E[(u(s; T_0; g), v) P_{t^*}(z)] \big|_{z = 0} = \frac{\partial^\alpha}{\partial z^\alpha} E[(u(s; T_0; g), v)_0 P_s(z)] \big|_{z = 0}.
\]
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where the second equality follows from the martingale property of \( P_s(z) \) on \( (\Omega, \{ \mathcal{F}^W_{t_0}, t_0 \leq t \leq T, \mathbb{P} \}) \). It follows from the definition of \( P_s(z) \) that

\[
d P_s(z) = \sum_{i=1}^{r} m^i_z(s) P_s(z) dW_i(s), \quad T_0 \leq s \leq t; \quad P_{T_0}(z) = 1.
\]

Then (2.2) and the Ito formula imply that

\[
(u(s; T_0; g), v)_0 P_s(z) = g + \int_{T_0}^{s} \left( (\mathcal{A} u(\tau; T_0; g), v)_0 + \sum_{i=1}^{r} (B_i u(\tau; T_0; g), v)_0 m^i_z(\tau) P_s(z) d\tau + \int_{T_0}^{s} \sum_{i=1}^{r} (B_i u(\tau; T_0; g), v)_0 + (u(\tau; T_0; g), v)_0 m^i_z(\tau) P_s(z) dW_i(\tau).
\]

Taking the expectation on both sides of the last equality and setting \( \varphi(s, z; T_0; g) := \mathbb{E}u(s; T_0; g) P_s(z) \) results in

\[
(\varphi(s, z; T_0; g), v)_0 = (g, v)_0 + \int_{T_0}^{s} \left( (\mathcal{A} \varphi(\tau, z; T_0; g), v)_0 + \sum_{i=1}^{r} m^i_z(\tau) (B_i \varphi(\tau, z; T_0; g), v)_0 d\tau.
\]

Applying the operator \( \frac{1}{\sqrt{\alpha!}} \frac{\partial^\alpha}{\partial z^\alpha} \) and setting \( z = 0 \) yields that the functions \( \varphi_\alpha(s; T_0; g) \) satisfy (2.16).

\[\square\]

2.3.4. Corollary. If equation (2.8) is either coercive or dissipative and \( u_0 \) is independent of \( \mathcal{F}^W_{T_0, T} \), then \( u(s; T_0, u_0) \) is independent of \( \mathcal{F}^W_{T_0, T} \) and

\[
u(s; T_0; u_0) = \sum_{\alpha \in J} \frac{1}{\sqrt{\alpha!}} \varphi_\alpha(s; T_0; u_0) \xi_\alpha(W_{T_0, t^*},) \tag{2.18}
\]

\[
\mathbb{E} \| u(s; T_0; u_0) \|_0^2 = \sum_{\alpha \in J} \frac{1}{\alpha!} \mathbb{E} \| \varphi_\alpha(s; T_0; u_0) \|_0^2 \tag{2.19}
\]

**Proof.** Equality (2.18) follows directly from (2.14) and the first part of property (P2) form Theorem 2.2.7. To prove (2.19), define \( F_s(g) = \mathbb{E} \| u(s; T_0; g) \|_0^2 \) so that

\[
F_s(g) = \sum_{\alpha \in J} \frac{1}{\alpha!} \| \varphi_\alpha(s; T_0; g) \|_0^2.
\]

By the second part of property (P2) from Theorem 2.2.7,

\[
\mathbb{E} \| u(s; T_0; u_0) \|_0^2 = \mathbb{E} F_s(u_0),
\]

which proves the result.
2.3.5. **Corollary.** Assume that $X$ is a real separable Hilbert space with the norm $\| \cdot \|_X$. If $g$ is deterministic and $u(s; T_0; g) \in L_2(\Omega, \mathcal{F}^W_{T_0, t^*}, P; X)$, then each $\varphi_\alpha(s; T_0; g)$ belongs to $X$ and

$$
\mathbb{E}\|u(s; T_0; g)\|_X^2 = \sum_{\alpha \in J} \frac{1}{\alpha!} \|\varphi_\alpha(s; T_0; g)\|_X^2.
$$

(2.20)

**Proof.** Since by definition

$$
\varphi_\alpha(s; T_0; g) = \sqrt{\alpha!} \mathbb{E} u(s; T_0; g) \xi_\alpha(W_{T_0, t^*}),
$$

the properties of the expectation imply that $\varphi_\alpha(s; T_0; g) \in X$. If $\{\varepsilon_k\}_{k \geq 1}$ is an orthonormal basis in $X$, then

$$(u, \varepsilon_k)_X \in L_2(\Omega, \mathcal{F}^W_{T_0, t^*}, P)$$

for every $k \geq 1$, and by Theorem 2.3.1,

$$
\mathbb{E}\|u(s; T_0; g)\|_X^2 = \sum_{\alpha \in J} \frac{1}{\alpha!} \sum_{k \geq 1} |\mathbb{E}(u(s; T_0; g) \xi_\alpha(W_{T_0, t^*}), \varepsilon_k)_X|^2 = \sum_{\alpha \in J} \frac{1}{\alpha!} \sum_{k \geq 1} |(\varphi_\alpha(s; T_0; g), \varepsilon_k)_X|^2 = \sum_{\alpha \in J} \frac{1}{\alpha!} \|\varphi_\alpha(s; T_0; g)\|_X^2,
$$

whence (2.20).

\[ \square \]

2.3.6. **Remark.** Clearly, existence and uniqueness of the solution of (2.16) is implied by the existence and uniqueness of the solution of (2.8). On the other hand, existence and uniqueness for (2.16) can often be established under less restrictive assumptions than the conditions of Theorems 2.2.4 or 2.2.6. Then representation (2.14) can be taken as a definition of the solution of (2.8), leading to the notion of the soft solutions of stochastic evolution equations [54, 56].

The next natural question is the rate of convergence of (2.14). To answer this question, it is necessary to have an explicit formula for the solution of (2.16). To derive this formula, some additional notations and definitions are introduced.

For a multi-index $\alpha \in J$ define

$$
|\alpha| := \sum_{l \leq k} \alpha^k_l \quad (\text{length of } \alpha);
$$

$$
d(\alpha) := \max\{k \geq 1 : \alpha^k_l > 0 \text{ for some } 1 \leq l \leq r\} \quad (\text{order of } \alpha).
$$

Every multi-index $\alpha$ with $|\alpha| = k$ can be identified with the set $K_\alpha = \{ (i_1^\alpha, q_1^\alpha), \ldots, (i_k^\alpha, q_k^\alpha) \}$ so that $i_1^\alpha \leq i_2^\alpha \leq \ldots \leq i_k^\alpha$ and if $i_j^\alpha = i_{j+1}^\alpha$, then $q_j^\alpha \leq q_{j+1}^\alpha$. The first pair $(i_1^\alpha, q_1^\alpha)$ in $K_\alpha$ is the position numbers of the first nonzero element of $\alpha$. The second pair is the same as the first if the first nonzero element of $\alpha$ is greater than one; otherwise, the second pair is the position numbers of the second nonzero element of $\alpha$ and so on. As a
result, if $\alpha_q > 0$, then exactly $\alpha_j$ pairs in $K_\alpha$ are $(j,q)$. The set $K_\alpha$ will be referred to as the characteristic set of the multi-index $\alpha$. For example, if $r = 2$ and

$$\alpha = \begin{pmatrix} 0 & 1 & 0 & 2 & 3 & 0 & 0 & \ldots \\ 1 & 2 & 0 & 0 & 0 & 1 & 0 & \ldots \end{pmatrix},$$

then the non-zero elements are $\alpha_2^2 = \alpha_2^1 = \alpha_0^q = 1$, $\alpha_2^1 = \alpha_4^1 = 2$, $\alpha_1^3 = 3$, and the characteristic set is

$$K_\alpha = \{(1,2), (2,1), (2,2), (2,1), (4,1), (4,1), (5,1), (5,1), (5,1), (5,1), (6,2)\}.$$  

In the future, when there is no danger of confusion, the superscript $\alpha$ in $i$ and $q$ will be omitted (i.e. $(i_j, q_j)$ will be used instead of $(i_j^\alpha, q_j^\alpha)$).

Let $P_k$ be the permutation group of the set $\{1, \ldots, k\}$. For a given $\alpha \in J$ with $|\alpha| = k$ and the characteristic set $\{(i_1, q_1), \ldots, (i_k, q_k)\}$ define

$$E_\alpha(s^k; l^k) := \sum_{\sigma \in P_k} m_{i_1}(s_{\sigma(1)})1_{\{l_{\sigma(1)} = q_1\}} \cdots m_{i_k}(s_{\sigma(k)})1_{\{l_{\sigma(k)} = q_k\}}.$$

The following notations are introduced to simplify the further presentation:

$s^k$, the ordered set $(s_1, \ldots, s_k)$; $ds^k := ds_1 \cdots ds_k$;

$l^k$, the ordered set $(l_1, \ldots, l_k)$;

$F(t; s^k; l^k; g) := \Phi_{t-s_k} \Phi_{l_k} \Phi_{s_k-l_k-1} \cdots \Phi_{l_1} \Phi_{s_1-t_0} g$, $k \geq 1$, $g \in H_0$;

$$\int_{T_0}^{t} \cdots ds^k := \int_{T_0}^{t} \int_{T_0}^{s_k} \cdots \int_{T_0}^{s_2} \cdots \int_{T_0}^{s_1} ds_1 \cdots ds_k;$$

$$\sum_{l^k} := \sum_{l_1, \ldots, l_k = 1}^{r}.$$

2.3.7. Theorem. Assume that equation (2.8) is either coercive or dissipative with a deterministic initial condition $u_0 = g$, and the operators $B_l$, $l = 1, \ldots, r$ are linear and bounded from $H_0$ to $H_0$. If $t^* \in (T_0, T]$ is fixed and $\alpha \in J$ is a multi-index with $|\alpha| = k$ and the characteristic set $\{(i_1, q_1), \ldots, (i_k, q_k)\}$, then for $t \in [T_0, t^*]$ the corresponding solution $\varphi_\alpha(t; T_0; g)$ of (2.16) is given by

$$\varphi_\alpha(t; T_0; g) = \sum_{\sigma \in P_k} \sum_{l^k} \int_{T_0}^{t} F^k(t; s^k; l^k; g) m_{i_{\sigma(k)}}(s_k)1_{\{l_k = q_{\sigma(k)}\}} \cdots m_{i_{\sigma(1)}}(s_1)1_{\{l_1 = q_{\sigma(1)}\}} ds^k, \ k > 1; \quad (2.21)$$

$$\varphi_\alpha(t; T_0; g) = \int_{T_0}^{t} \Phi_{t-s_1} \Phi_{s_1-t_0} g m_{i_1}(s_1) ds_1, \quad k = 1;$$

$$\varphi_\alpha(t; T_0; g) = \Phi_{t-T_0} g, \quad k = 0,$$

and

$$\sum_{|\alpha| = k} \left\| \varphi_\alpha(t; T_0; g) \right\|_0^2 = \sum_{l^k} \int_{T_0}^{t} \left\| F(t; s^k; l^k; g) \right\|_0^2 ds^k. \quad (2.22)$$
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Proof. For the sake of simplicity, the arguments $T_0$ and $g$ will be omitted wherever possible. Representation (2.21) is obviously true for $|\alpha| = 0$. Then the general case $|\alpha| \geq 1$ follows by induction from the variation of parameters formula.

To prove (2.22), first of all note that

$$
\sum_{\sigma \in \mathcal{P}_k} m_{i_{\sigma(k)}}(s_k)1_{\{i_k = q_{\sigma(k)}\}} \cdots m_{i_{\sigma(1)}}(s_1)1_{\{i_1 = q_{\sigma(1)}\}} = \\
\sum_{\sigma \in \mathcal{P}_k} m_{i_k}(s_{\sigma(k)})1_{\{i_k = q_k\}} \cdots m_{i_1}(s_{\sigma(1)})1_{\{i_1 = q_1\}}.
$$

Indeed, every term on the left corresponding to a given $\sigma_0 \in \mathcal{P}_k$ coincides with the term on the right corresponding to $\sigma_0^{-1} \in \mathcal{P}_k$.

Then (2.21) can be written as

$$
\varphi_\alpha(t) = \sum_{l_k} \int_{T_0}^{l(t)} F(t; s^k; l^k) E_\alpha(s^k; l^k) ds^k.
$$

Using the notation

$$
G(t; s^k; l^k) := \sum_{\sigma \in \mathcal{P}_k} \Phi_{l-s_{\sigma(k)}} B_{i_{\sigma(k)}} \cdots \Phi_{s_{\sigma(2)}-s_{\sigma(1)}} B_{i_{\sigma(2)}} \Phi_{s_{\sigma(1)}-T_0} g 1_{s_{\sigma(1)} < \cdots < s_{\sigma(k)} < t},
$$

it can be rewritten as

$$
\varphi_\alpha(t) = \frac{1}{k!} \sum_{l_k} \int_{T_0}^{l(t)} G(t; s^k; l^k) E_\alpha(s^k; l^k) ds^k.
$$

(2.23)

Since for every $t \in [T_0, t^*]$, $G(t; s^k; l^k)$ is a symmetric function from $L_2([T_0, t^*] \times \{1, \ldots, r\})^k; H^0)$ with $H^0$ separable, and the collection $\{E_\alpha/\sqrt{|\alpha|!}; |\alpha| = k\}$ is a CONS for the symmetric part of the space, it is possible to write

$$
G(t; s^k; l^k) = \sum_{|\beta| = k} c_\beta(t) E_\beta(s^k; l^k) \frac{1}{\sqrt{|\beta|!}}
$$

with some $c_\beta(t) \in H^0$. This and (2.23) imply $\|\varphi_\alpha(t)\|_0^2/|\alpha|! = \|c_\alpha\|_0^2/k!$ and so

$$
\sum_{|\alpha| = k} \frac{\|\varphi_\alpha(t)\|_0^2}{|\alpha|!} = \frac{1}{k!} \sum_{|\alpha| = k} \|c_\alpha\|_0^2 = \frac{1}{k!} \int_{[T_0, t^*]^k} \|G(t; s^k; l^k)\|_0^2 ds^k = \\
\frac{1}{k!} \sum_{l_k} \int_{[T_0, t^*]^k} \|G(t; s^k; l^k)\|_0^2 ds^k = \\
\sum_{l_k} \int_{T_0}^{l(t)} \|F(t; s^k; l^k)\|_0^2 ds^k,
$$

which proves (2.22).
2.3.8. Corollary. Assume that $X$ is a real separable Hilbert space with norm $\| \cdot \|_X$, $g \in X$, the operators $\Phi_t$ and $B_t$ are linear and bounded from $X$ to $X$ so that $\| \Phi_t v \|_X^2 \leq e^{C_1 t} \| v \|_X^2$, $\| B_t \|_X^2 \leq C_2 \| v \|_X^2$, and $C := \sum C_1 + C_2 r$. Then

$$\sum_{|\alpha| = k} \frac{\| \varphi_\alpha(t; T_0; g) \|_X^2}{\alpha!} \leq e^{C_1 (t - T_0)} \frac{[C_2 r(t - T_0)]^k}{k!} \| g \|_X^2,$$  \hspace{1cm} (2.24)

and, if $u_0 \in L_2(\Omega; X)$ and is independent of $F_{T_0}^W$,

$$\mathbb{E} \| u(t; T_0; u_0) \|_X^2 \leq e^{C_1 (t - T_0)} \mathbb{E} \| u_0 \|_X^2.$$  \hspace{1cm} (2.25)

Proof. The same arguments as in the proof of (2.22) show that

$$\sum_{|\alpha| = k} \frac{\| \varphi_\alpha(t; T_0; g) \|_X^2}{\alpha!} = \sum_{l=k}^\infty \int_{T_0}^{(k, t)} \| F(t; s; l; g) \|_X^2 ds^k.$$

The assumptions and the definition of $F(t; s; l; g)$ imply

$$\| F(t; s; l; g) \|_X^2 \leq e^{C_1 (t - T_0)} (C_2)^k \| g \|_X^2.$$ 

Therefore

$$\sum_{l=k}^\infty \int_{T_0}^{(k, t)} \| F(t; s; l; g) \|_X^2 ds^k \leq e^{C_1 (t - T_0)} \frac{[C_2 r(t - T_0)]^k}{k!} \| g \|_X^2,$$

whence (2.24) and (2.25). After that, inequality (2.26) follows from (2.25), Corollary 2.3.5, and the Markov property of $u$, because (2.25) implies the convergence of (2.14) in $L_2(\Omega, F_{T_0}^W, \mathbb{P}; X)$ so that $u(t; T_0; g) \in L_2(\Omega, F_{T_0}^W, \mathbb{P}; X)$ for every $g \in X$.

To study the truncation of (2.14), it is necessary to note that the summation $\sum_{\alpha \in J}$ is double infinite:

$$\sum_{\alpha \in J} = \sum_{k=0}^{\infty} \sum_{|\alpha| = k}$$  \hspace{1cm} (2.27)

and there are infinitely many multi-indices $\alpha$ with $|\alpha| = k > 0$. To begin with, the truncation of the length of $\alpha$ is considered.

Define $J_N = \{ \alpha \in J : |\alpha| \leq N \}$ and

$$u_N(t; T_0; u_0) = \sum_{\alpha \in J_N} \frac{1}{\alpha!} \varphi_\alpha(t; T_0; u_0) \xi_\alpha(W_{T_0}, u).$$  \hspace{1cm} (2.28)

Note that the summation in (2.28) is still infinite.
2.3.9. Theorem. Assume that equation (2.8) is either coercive or dissipative, the initial condition \( u_0 \) is independent of \( \mathcal{F}^W_{T_0, T} \), \( t^* \in (T_0, T] \) is fixed, and \( s \in [T_0, t^*] \). If \( \|\Phi_t v\|_0^2 \leq e^{C_1 s^2} \|v\|_0^2 \), \( \|B_t v\|_0^2 \leq C_2 \|v\|_0^2 \), and \( C = C_1 + C_2 \), then

\[
\sup_{s \in [T_0, t^*]} \mathbb{E}\|u(s; T_0; u_0) - u_N(s; T_0; u_0)\|^2_0 \leq \frac{(C_2 r(t^* - T_0))^{N+1}}{(N+1)!} e^{C(t^* - T_0)} \mathbb{E}\|u_0\|_0^2.
\]

(2.29)

Proof. To simplify the presentation, the arguments \( T_0 \) and \( u_0 \) will be omitted wherever possible.

By Theorem 2.3.7,

\[
\sum_{|\alpha| = k} \frac{\|\varphi_\alpha(s)\|_0^2}{k!} = \sum_k \int_{T_0} \|F(s; s^k; t^k)\|^2_0 ds^k.
\]

(2.30)

Since the random variables \( \xi_\alpha(W_{T_0, t}) \) are uncorrelated and are independent of \( u_0 \), formulas (2.18) and (2.28) imply

\[
\mathbb{E}\|u(s) - u_N(s)\|_0^2 = \sum_{k > N} \sum_{|\alpha| = k} \frac{\mathbb{E}\|\varphi_\alpha(s)\|_0^2}{k!}.
\]

By inequality (2.24),

\[
\sum_{k > N} \sum_{|\alpha| = k} \frac{\mathbb{E}\|\varphi_\alpha(s)\|_0^2}{k!} \leq e^{C_1 (s - T_0)} \mathbb{E}\|u_0\|_0^2 \sum_{k > N} \frac{(C_2 r(s - T_0))^k}{k!} \leq \frac{(C_2 r(t^* - T_0))^{N+1}}{(N+1)!} e^{C(t^* - T_0)} \mathbb{E}\|u_0\|_0^2,
\]

which completes the proof.

For \( k \leq N \), the truncation of the sum \( \sum_{|\alpha| = k} \) can be performed as follows. Define \( J_N^N = \{\alpha \in J : |\alpha| \leq N, d(\alpha) \leq n\} \) and then

\[
u_n^N(s; T_0; u_0) = \sum_{\alpha \in J_N^N} \frac{1}{\alpha!} \varphi_\alpha(s; T_0; u_0) \xi_\alpha(W_{T_0, t}).
\]

(2.31)

Now the summation in (2.31) is finite: if \( d(\alpha) \leq n \), then there are at most \( (nr)^k \) multi-indices \( \alpha \) with \( |\alpha| = k \).

The error analysis for this truncation is more delicate.

2.3.10. Theorem. Let the following conditions be fulfilled:

(1) Equation (2.8) is either coercive or dissipative;

(2) The initial condition \( u_0 \) is independent of \( \mathcal{F}^W_{T_0, T} \) and belongs to \( L_2(\Omega; H^2) \);
(3) The operators \( B_l, l = 1, \ldots, r \), are linear and bounded from \( H^a \) to \( H^a \), \( a = 0, 2 \), the operator \( A \) is linear and bounded from \( H^2 \) to \( H^0 \), and the operator \( \Phi_t \) is linear and bounded from \( H^2 \) to \( H^2 \) for every \( t \geq 0 \) so that \( \|Av\|_0^2 \leq C_0\|v\|_2^2 \), \( \|\Phi_tv\|_0^2 \leq C_{1t}\|v\|_a^2 \), \( \|B_lv\|_a^2 \leq C_{2t}\|v\|_a^2 \), \( a = 0, 2 \);

(4) The basis \( \{m_k\} \) is the Fourier cosine basis

\[
m_1(s) = \frac{1}{\sqrt{t^* - T_0}}; \quad m_k(s) = \sqrt{\frac{2}{t^* - T_0}} \cos \left( \frac{\pi(k - 1)(s - T_0)}{t^* - T_0} \right), \quad k > 1; \quad T_0 \leq s \leq t^*. \quad (2.32)
\]

Then

\[
\mathbb{E}\|u_N(t^*; T_0; u_0) - u_N^0(t^*; T_0; u_0)\|_0^2 \leq C_2r \, e^{C(t^* - T_0)} \left( \epsilon(B) \frac{(t^* - T_0)^2}{n} \mathbb{E}\|u_0\|_0^4 + C_0 \frac{(t^* - T_0)^3}{n} \mathbb{E}\|u_0\|_0^2 \right), \quad (2.33)
\]

where \( \bar{C} = C_1 + C_{2r} \) and \( \epsilon(B) = 0 \) if the operators \( B_l \) commute with one another (in particular, if \( r = 1 \)); \( 1 \leq \epsilon(B) \leq 4 \) otherwise.

**Proof.** To simplify the presentation, the arguments \( T_0 \) and \( u_0 \) will be omitted wherever possible and all constants are determined up to an absolute constant factor (e.g., \( C_1 = 2C_1 \)).

If \( \alpha \) is a multi-index with \( |\alpha| = k \) and the characteristic set \( \{(i_1^\alpha, q_1^\alpha), \ldots, (i_k^\alpha, q_k^\alpha)\} \), then \( i_k^\alpha = d(\alpha) \), the order of \( \alpha \), and so the set \( J_N^\alpha \) can be described as \( \{\alpha \in J : |\alpha| \leq N; \, i_k^\alpha \leq n\} \).

Since the random variables \( \xi_\alpha \) are uncorrelated and are independent of \( u_0 \),

\[
\mathbb{E}\|u_N(t^*) - u_N^0(t^*)\|_0^2 = \sum_{l = n + 1}^\infty \sum_{k = 1}^N \sum_{|\alpha| = |l|, i_k^\alpha = b} \mathbb{E}\|\varphi_\alpha(t^*)\|_0^2 \left/ \alpha! \right.,
\]

The problem is thus to estimate \( \sum_{l = n + 1}^\infty \sum_{k = 1}^N \sum_{|\alpha| = |l|, i_k^\alpha = b} \|\varphi_\alpha(t^*)\|_0^2 \left/ \alpha! \right. \).

By Theorem 2.3.7 the corresponding solution \( \varphi_\alpha \) of (2.16) can be written as

\[
\varphi_\alpha(t^*) = \sum_{l_k} \int_{T_0}^{(k,t^*)} F(t^*; s^k; l^k) E_\alpha(s^k, l^k) ds^k. \quad (2.34)
\]

According to (2.17), the characteristic set of \( \alpha(i_k, q_k) \) is \( \{(i_1, q_1), \ldots, (i_{k-1}, q_{k-1})\} \), therefore it is possible to write

\[
E_\alpha(s^k) = \sum_{j = 1}^k m_{i_k}(s_j) \sum_{|l_j| = q_k} E_{\alpha(l_k, q_k)}(s^k, l^k),
\]

where \( s_j^k \) (resp. \( l_j^k \)) denotes the same set \( (s_1, \ldots, s_k) \) (resp. \( (l_1, \ldots, l_k) \)) with omitted \( s_j \) (resp. \( l_j \)); for example, \( s_1^k = (s_2, \ldots, s_k) \).
As a result, (2.34) can be rewritten as
\[
\varphi_\alpha(t^*) = \sum_{j=1}^{k} \sum_{s_j} \int_{t_0}^{(k-1,t^*)} \left( \int_{s_j-1}^{s_j+1} F(t^*; s_j^k; l^k) m_b(s_j) 1_{\{l_j = q_k\}} ds_j \right) E_{\alpha_{i_k,q_k}}(s_j^k; l_j^k) ds_j^k, 
\]
(2.35)
where \( s_0 := T_0; \ s_{k+1} := t^* \). (Change the order of integration in the multiple integral.)

Denote
\[
M_k(s) := \frac{\sqrt{2(t^* - T_0)}}{\pi(k - 1)} \sin \left( \frac{\pi(k - 1)(s - T_0)}{(t^* - T_0)} \right); \ k > 1, \ T_0 \leq s \leq t^*,
\]
and also \( F_j := \frac{\partial F(t^*; s_j^k; l^k)}{\partial s_j} \). Then, as long as \( i_k = b > 1 \), integration by parts in the inner integral on the right hand side of (2.35) yields:
\[
\int_{s_j-1}^{s_j+1} F(t^*; s_j^k; l^k) m_b(s_j) ds_j =
F(t^*; s_j^k; l^k) M_b(s_j)_{s_j = s_j-1} - \int_{s_j-1}^{s_j+1} F_j(t^*; s_j^k; l^k) M_b(s_j) ds_j.
\]

For each \( j \), let us rename the remaining variables \( s_j^k \) in (2.35) as follows: \( t_i := s_i, i \leq j - 1; \ t_i := s_{i+1}, i > j - 1, \) or, symbolically, \( t^{k-1} := s_j^k \). We will set \( t_0 := T_0, \ t_k := t^* \) and denote by \( t^{k-1,j}, j = 1, \ldots, k - 1, \) the set \( t^{k-1} \) in which \( t_j \) is repeated twice (e.g., \( t^{k-1,1} = (t_1, t_1, \ldots, t_{k-1}, \text{etc.}) \); also \( t^{k-1,0} := (t_0, t_1, t_2, \ldots, t_{k-1}), t^{k-1,k} := (t_1, \ldots, t_{k-1}, t_k) \).

The similar changes will also be made with the set \( l^k \): for fixed \( j \), there are \( k - 1 \) free indices \( l_1, \ldots, l_{j-1}, l_{j+1}, \ldots, l_k \) and they are renamed just like \( s_j^k \) to form the set \( t^{k-1} \) (in this case, the same symbols are used). Similarly, \( t^{k-1,j} \) denotes the set \( (l_1, \ldots, l_{j-1}, q_k, l_j, \ldots, l_{k-1}) \).

After these transformations, \( E_{\alpha_{i_k,q_k}}(s_j^k; l_j^k) \) becomes \( E_{\alpha_{i_k,q_k}}(t^{k-1}; l^{k-1}) \) - independent of \( j \), and
\[
F(t^*; s_j^k; l^k) 1_{\{l_j = q_k\}} M_b(s_j)_{s_j = s_j-1} =
F(t^*; t^{k-1,j}; l^{k-1,j}) M_b(t_{j-1}) - F(t^*; t^{k-1,j-1}; l^{k-1,j}) M_b(t_{j-1}), \ j = 1, \ldots, k.
\]

Therefore, if \( d(\alpha) = b > 1 \) and \( |\alpha| = k > 0 \), then
\[
\varphi_\alpha(t^*) = \sum_{j=1}^{(k-1,t^*)} \int_{t_0}^{(k-1,t^*)} \left( f_b^{(1)}(t^*; t^{k-1}, l^{k-1}) + f_b^{(2)}(t^*; t^{k-1}, l^{k-1}) E_{\alpha_{i_k,q_k}}(t^{k-1}, l^{k-1}) dt^{k-1},
\]
where
\[
f_b^{(1)}(t^*; t^{k-1}, l^{k-1}) = \sum_{j=1}^{k} \left( F(t^*; t^{k-1,j}, l^{k-1,j}) M_b(t_{j-1}) - F(t^*; t^{k-1,j-1}, l^{k-1,j}) M_b(t_{j-1}) \right) \text{ if } k > 1.
\]
\( f_b^{(1)} = 0 \) if \( k = 1 \) — because \( M_b(t_0) = M_b(t_k) = 0 \) (this is the only place where the choice of \( \{m_k\} \) really makes the difference), and

\[
\begin{align*}
  f_b^{(2)}(t^*; t^{k-1}, t^{k-1}) &= - \int_{T_0}^{t^*} F_1(t^*; s, t^{k-1}; q_k, l^{k-1}) M_b(s) ds - \\
  &\quad \sum_{j=2}^{k-1} \int_{T_j}^{t_j} F_j(t^*; \ldots, t_{j-1}, s, t_j, \ldots; t^{k-1}) M_b(s) ds - \\
  &\quad \int_{T_k}^{t_k} F_k(t^*; s, t^{k-1}, q_k) M_b(s) ds.
\end{align*}
\]

Note that if the operators \( B_j \) commute with one another, then \( f_b^{(1)}(t^*; t^{k-1}, t^{k-1}) \) is identically equal to zero for all \( k \).

Since \( |\alpha(\hat{q}_{\alpha}; q_{\alpha})| = |\alpha| - 1 \) and \( \alpha! \geq \alpha(\hat{q}_{\alpha}; q_{\alpha})! \), it now follows from (2.35) that

\[
\sum_{|\alpha| = k; \beta; b_{\alpha} = b} \frac{||\varphi_\alpha(t^*)||_0^2}{\alpha!} = \sum_{|\alpha| = k; \beta; b_{\alpha} = b} \sum_{q_{\alpha} = 1}^{r} \left\| \frac{1}{\sqrt{b_{\beta}}} \sum_{\beta = 1}^{b} \int_{T_0}^{(k-1, t^*)} (f_b^{(1)} + f_b^{(2)}) E_{\alpha(b_{\alpha} \beta)} dt^{k-1} \right\|_0^2 \leq \sum_{q_{\alpha} = 1}^{r} \sum_{|\beta| = k-1} \left\| \frac{1}{\sqrt{b_{\beta}}} \sum_{\beta = 1}^{b} \int_{T_0}^{(k-1, t^*)} (f_b^{(1)} + f_b^{(2)}) E_{\beta} dt^{k-1} \right\|_0^2,
\]

and arguments similar to those used in the proof of Theorem 2.3.7 show that the last expression is equal to

\[
\sum_{q_{\alpha} = 1}^{r} \sum_{|\beta| = k-1} \int_{T_0}^{(k-1, t^*)} \left\| f_b^{(1)}(t^*; t^{k-1}, t^{k-1}) + f_b^{(2)}(t^*; t^{k-1}, t^{k-1}) \right\|_0^2 dt^{k-1}.
\]

Definition of \( f_b^{(1)} \) and the assumptions of the theorem imply

\[
\| f_b^{(1)} \|_0^2 = 0, \quad k = 1; \quad \| f_b^{(1)} \|_0^2 \leq \frac{(C_2)^k e(B) k^2}{(b - 1)^2} C_1 \| u_0 \|_0^2, \quad k \geq 2.
\]

Next, direct computations yield

\[
F_j(t^*; s^k; l^k) = \Phi_{t^* - s_h} B_{i_k} \cdots \Phi_{s_j - s_j} B_{i_j} \cdots \Phi_{s_1 - T_0} u_0 - \\
\Phi_{t^* - s_h} B_{i_k} \cdots \Phi_{s_j - s_j} B_{i_j} \cdots \Phi_{s_1 - T_0} u_0,
\]

so that by assumption (3) of the theorem,

\[
\| F_j(t^*; s^k; l^k) \|_0^2 \leq C_0 (C_2)^k e C_1 t^* - T_0 \| u_0 \|_0^2.
\]

After that the definition of \( f_b^{(2)} \) and the obvious inequalities

\[
(a_1 + \ldots + a_k)^2 \leq k(a_1^2 + \ldots + a_k^2)
\]
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and
\[
\left( \int_{T_0}^t f(y) dy \right)^2 \leq (t - T_0) \int_{T_0}^t (f(y))^2 dy
\]
imply:
\[
\| f_b^{(2)} \|_0^2 \leq C_0 k (C_2)^k \epsilon C_1 (t^* - T_0) \| u_0 \|_2^2 (t^* - T_0) \int_{T_0}^{t^*} (M_0(s))^2 ds \leq \frac{C_0 k (C_2)^k (t^* - T_0)^3}{(b - 1)^2} \epsilon C_1 (t^* - T_0) \| u_0 \|_2^2 ;
\]
so, since \( \int_{T_0}^{t^*} dt^{k-1} = (t^* - T_0)^{k-1}/(k - 1)!) \), (2.36), (2.37) and the last inequality yield
\[
\mathbb{E} \| u_N(t^*) - u_N^n(t^*) \|_0^2 = \sum_{b \geq n+1} \sum_{k=1}^N \sum_{b_i=k} \mathbb{E} \| \varphi_\alpha(t^*) \|_0^2 \leq \frac{C_2 r e^{C_1(t^* - T_0)}}{b!} [e(B)(t^* - T_0)^2 \mathbb{E} \| u_0 \|_2^2 \sum_{k \geq 0} \frac{k + 2 (C_2 r(t^* - T_0))^k}{k^2} \sum_{h \geq 0} \theta^h \leq C_2 r e^{C_1(t^* - T_0)} e(B) \frac{(t^* - T_0)^2}{n} \mathbb{E} \| u_0 \|_2^2 + C_0 \frac{(t^* - T_0)^3}{n} \mathbb{E} \| u_0 \|_2^2] .
\]
This completes the proof of the theorem.

2.3.11. Corollary. Under the assumptions of Theorem 2.3.10,
\[
\mathbb{E} \| u(t^*; T_0; u_0) - u_N^n(t^*; T_0; u_0) \|_0^2 \leq e^{C_1(t^* - T_0)} \left( \frac{(N+1)!}{N+1} \mathbb{E} \| u_0 \|_2^2 + C_2 r C_0 r \frac{(t^* - T_0)^3}{n} \mathbb{E} \| u_0 \|_2^2 \right)
\]
(2.38)

Proof. It follows from (2.18), (2.28), (2.31), and the orthogonality of \( \xi_\alpha \) that
\[
\mathbb{E} \| u(t^*; T_0; u_0) - u_N^n(t^*; T_0; u_0) \|_0^2 = \mathbb{E} \| u(t^*; T_0; u_0) - u_N(t^*; T_0; u_0) \|_0^2 + \mathbb{E} \| u_N(t^*; T_0; u_0) - u_N^n(t^*; T_0; u_0) \|_0^2,
\]
and then (2.38) follows from (2.29) and (2.33).

Recall that if \( \alpha = (\alpha_k^l)_{1 \leq l \leq \tau, \ k \geq 1} \), then \( \alpha_k^l \) defines the degree of the Hermite polynomial of \( \int_{T_0}^{t^*} m_k(s) dW_l(s) \) used in the construction of \( \xi_\alpha(W_{T_0,t^*}) \). If \( d(\alpha) \leq n \), then \( \alpha_k^l = 0 \) for all \( k > n \), so the truncation of the order of \( \alpha \) is equivalent to keeping only the first \( n \) elements of the (deterministic) basis \( \{ m_k(s) \}_{k \geq 1} \).

On the other hand, by restricting the length of \( \alpha \), we eliminate a number of elements of the stochastic basis \( \{ \xi_\alpha(W_{T_0,t^*}) \}_{1 \leq l \leq \tau} \), which are otherwise available with the retained collection of \( \{ m_k \} \).
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Thus, restriction of the order of $\alpha$ makes the inner sum in (2.27) finite and is equivalent to the truncation of the deterministic basis $\{m_k\}$ while restriction of the length of $\alpha$ makes the outer sum in (2.27) finite and is equivalent to the truncation of the stochastic basis $\{\xi_\alpha(W_{t_0,t^*})\}$.

Note that the error bound in (2.29) holds for every point $s \in [t_0,t^*]$ and does not depend on the choice of the basis $\{m_k\}$. The reason is that the only property used in the proof of (2.29) was $E\xi_\alpha(W_{t_0,t^*})\xi_\beta(W_{t_0,t^*}) = 0$ for $\alpha \neq \beta$, which is true for every orthogonal system $\{m_k\}$. On the other hand, the error bound in (2.33) is valid only at the end point $t^*$, depends crucially on the choice of the basis $\{m_k\}$, and requires extra regularity assumptions. Since the truncation in the order of $\alpha$ is related to the truncation of the Fourier series of the function $F(t^*; s^k; k^k; u_0)$, these additional restrictions are not surprising, and neither is the slow rate of convergence in $n$.

### 2.4 Step-by-Step Expansion

In this section, a recursive version of the Wiener chaos decomposition is studied for equation (2.8). There are two main reasons to consider the recursive expansion:

1. Representation (2.18) cannot be applied when $t > t^*$, so, to extend the time interval, it is necessary to choose another basis $\{m_k\}$ and again solve system (2.16);

2. It follows from (2.38) that the error of the truncation of (2.18) increases rapidly as $t^*-t_0$ increases, so the application of (2.18) to solving (2.2) is limited to short time intervals.

Let $T_0 = t_0 < t_1 < \ldots < t_M = T$ be a partition of the interval $[T_0, T]$ and assume that $\{m_k\} = \{m_k(s)\}_{k \geq 1}$ is a CONS in $L_2([t_{i-1}, t_i])$. In principle, the partition can be not uniform and the collections $\{m_k\}$ can be different for different $i$. Define random variables

$$\left\{ \xi^i_{\alpha}(W_{t_{i-1}, t_i}) := \prod_{k,l} \left( \frac{H_{\alpha_l}(\xi_{k,l})}{\sqrt{\alpha_k!}} \right), \quad \alpha \in J \right\} , \quad (2.39)$$

where $\xi_{k,l} = f_{t_{i-1}}^{t_i} m_k^l(s) dW_i(s)$ and $H_n$ is the nth Hermite polynomial (2.10).

The following is the recursive analog of Theorem 2.3.3.

#### 2.4.1. Theorem. Assume that equation (2.8) is either coercive or dissipative and the initial condition $u_0$ is independent of $F_{t_0,T}^W$. Then for every $t \in [t_{i-1}, t_i]$ the solution $u = u(t; T_0; u_0)$ can be written as

$$u(t; T_0; u_0) = \sum_{\alpha \in J} \frac{1}{\sqrt{\alpha!}} \varphi^i_\alpha(t; t_{i-1}; u(t_{i-1}; T_0; u_0)) \xi^i_{\alpha}(W_{t_{i-1}, t_i}), \quad i = 1, \ldots, M, \quad (2.40)$$

where the coefficients $\varphi^i_\alpha = \varphi^i_\alpha(t; t_{i-1}; g)$ are the solution of the system of equations

$$\frac{\partial \varphi^i_\alpha(t; t_{i-1}; g)}{\partial t} = A \varphi^i_\alpha(t; t_{i-1}; g) + \sum_{k,l} \alpha_k^l m_k^l(t) B_i \varphi^i_{\alpha(k,l)}(t; t_{i-1}; g), \quad t_{i-1} < t \leq t_i; \quad (2.41)$$

$$\varphi^i_{\alpha}(t_{i-1}; t_{i-1}; g) = g1_{|\alpha|=0}. \quad (2.42)$$
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Proof. If $t \in [t_{i-1}, t_i]$, then by property (P1) from Theorem 2.2.7,

$$u(t; T_0; u_0) = u(t; t_{i-1}; u(t_{i-1}; T_0; u_0))$$

and by Corollary 2.3.4, $u(t_{i-1}; T_0; u_0)$ is independent of $\mathcal{F}_{t_i; T}$, so that (2.40) follows directly from (2.18).

\[ \square \]

2.4.2. Corollary. If $t_i - t_{i-1} = \Delta_i$ and

$$m_k^i(s) = \frac{1}{\sqrt{\Delta_i}} m_k \left( \frac{s - t_{i-1}}{\Delta_i} \right), \quad s \in [t_{i-1}, t_i],$$

where $m_k = m_k(t)$ form a CONS in $L_2([0,1])$, then

$$u(t; T_0; u_0) = \sum_{\alpha \in J} \frac{1}{\sqrt{\alpha!}} \varphi_\alpha^i(\Delta_i; u(t_{i-1}; T_0; u_0)) \xi_\alpha(W_{t_{i-1}, t_i}), \quad i = 1, \ldots, M, \quad (2.42)$$

and the coefficients $\varphi_\alpha^i = \varphi_\alpha^i(t; g)$ are the solution of the system of equations

$$\frac{\partial \varphi_\alpha^i}{\partial s} = A \varphi_\alpha^i(t; g) + \frac{1}{\sqrt{\Delta_i}} \sum_{k \neq i} \alpha_k^i m_k(t/\Delta_i) B_i \varphi_\alpha(k, 0)(t; g), \quad 0 < t \leq \Delta_i; \quad (2.43)$$

$$\varphi_\alpha^i(0; g) = g^{1_{|\alpha| = 0}}.$$

Proof. With this special choice of the basis $\{m_k^i\}$, Theorem 2.3.7 implies that $\varphi_\alpha^i(\Delta_i; g) = \varphi_\alpha^i(t; t_{i-1}; g)$ and then (2.42) follows from (2.40).

\[ \square \]

It will be shown next that the recursive application of the truncated expansion (2.31) results in an approximation that converges to the exact solution on the given time interval as the size of the partition tends to zero.

Assume that

$$m_1^i(s) = \frac{1}{\sqrt{\Delta_i}}; \quad m_k^i(s) = \sqrt{\frac{2}{\Delta_i}} \cos \left( \frac{\pi(k-1)(s - t_{i-1})}{\Delta_i} \right), \quad k > 1; \quad T_{i-1} \leq s \leq t_i. \quad (2.44)$$

Define $u_N^n(t_0) = u_0$ and then by induction

$$u_N^n(t_i) = \sum_{\alpha \in J_N} \frac{1}{\sqrt{\alpha!}} \varphi_\alpha^i(\Delta_i; u_N^n(t_{i-1})) \xi_\alpha(W_{t_{i-1}, t_i}), \quad (2.45)$$

where $\varphi_\alpha^i(\Delta_i; \cdot)$ is the solution of (2.43) with the corresponding initial condition and the functions $m_k^i$ are chosen according to (2.44). As before, $J_N = \{ \alpha \in J : |\alpha| \leq N, d(\alpha) \leq n \}$.

2.4.3. Theorem. Let the following conditions be fulfilled:

1. Equation (2.8) is either coercive or dissipative;
(2) The initial condition $u_0$ is independent of $\mathcal{F}^W_{T,T}$ and belongs to $L_2(\Omega; H^2)$;

(3) The operators $\mathcal{B}_l$, $l = 1, \ldots, r$, are linear and bounded from $H^a$ to $H^a$, $a = 0, 2$, the operator $\mathcal{A}$ is linear and bounded from $H^2$ to $H^0$, and the operator $\Phi_t$ is linear and bounded from $H^2$ to $H^2$ for every $t \geq 0$ so that $\|\mathcal{A}v\|_0^2 \leq C_0\|v\|_2^2$, $\|\Phi_t v\|_2^2 \leq e^{C_1 t} \|v\|_a^2$, $\|\mathcal{B}_l v\|_a^2 \leq C_2\|v\|_2^2$, $a = 0, 2$.

With no loss of generality, assume that $C := C_1 + C_2 r > 0$. Then

$$\max_{1 \leq i \leq M} E\|u_N^n(t_i) - u(t_i; T_0; u_0)\|_0^2 \leq \frac{e^{C(T - T_0)} - 1}{C} \left( \frac{[C_2 r \Delta r]_N}{(N + 1)!} E\|v_0\|^2_0 + C_2 r e(B) \Delta^2 \frac{\Delta}{n} E\|u_0\|_2^2 \right), \tag{2.46}$$

where $\Delta = \max_{1 \leq i \leq M} \Delta_i$; and $\epsilon(B) = 0$ if the operators $\mathcal{B}_l$ commute with one another (in particular, if $r = 1$), $1 \leq \epsilon(B) \leq 4$ otherwise.

**Proof.** To simplify the presentation, the arguments $T_0$ and $u_0$ will be omitted wherever possible and all constants are determined up to an absolute constant factor.

It follows from (2.42), (2.45), and the linearity of (2.43) that

$$E\|u_N^n(t_i) - u(t_i)\|_0^2 = \sum_{\alpha \in \mathcal{J}_N} \frac{1}{\alpha!} E\|\varphi^{\alpha}_i(\Delta; u_N^n(t_i) - u(t_i))\|_0^2 + \sum_{\alpha \in \mathcal{J}_N} \frac{1}{\alpha!} E\|\varphi^{\alpha}_i(\Delta; u(t_i))\|_0^2 \leq \sum_{\alpha \in \mathcal{J}_N} \frac{1}{\alpha!} E\|\varphi^{\alpha}_i(\Delta; u_N^n(t_i - 1) - u(t_i - 1))\|_0^2 + \sum_{\alpha \in \mathcal{J}_N} \frac{1}{\alpha!} E\|\varphi^{\alpha}_i(\Delta; u(t_i - 1))\|_0^2. \tag{2.47}$$

By (2.42) from Corollary 2.4.2,

$$\sum_{\alpha \in \mathcal{J}_N} \frac{1}{\alpha!} E\|\varphi^{\alpha}_i(\Delta; u_N^n(t_i - 1) - u(t_i - 1))\|_0^2 = E\|u(t_i; t_i - 1; u_N^n(t_i - 1) - u(t_i - 1))\|_0^2, \tag{2.48}$$

and by (2.26) from Corollary 2.3.8,

$$E\|u(t_i; u_N^n(t_i - 1) - u(t_i - 1))\|_0^2 \leq e^{C_{\Delta i}} E\|u_N^n(t_i - 1) - u(t_i - 1)\|_0^2. \tag{2.49}$$

Next, by Corollary 2.3.11,

$$\sum_{\alpha \in \mathcal{J}_N} \frac{1}{\alpha!} E\|\varphi^{\alpha}_i(\Delta; u(t_i - 1))\|_0^2 \leq e^{C(T - T_0)} \left( \frac{[C_2 r \Delta]_N}{(N + 1)!} E\|v_0\|^2_0 + C_2 r e(B) \Delta^2 \frac{\Delta}{n} E\|u_0\|_2^2 \right), \tag{2.50}$$
and by (2.26),
\[ E\|u(t_{i-1})\|^2_a \leq e^{C(t-t_0)}\|u_0\|^2_a, \quad a = 0, 2. \tag{2.51} \]
If \( E\|u_N^n(t_i) - u(t_i)\|^2_0 \) is denoted by \( \varepsilon_i \), then (2.47) - (2.51) imply
\[
\varepsilon_i \leq e^{C_1 \varepsilon_{i-1}} + e^{C(t-t_0)} \left( \frac{\Delta^2}{n} E\|u_0\|^2_0 + C_0 C_1 \Delta^3 E\|u_0\|^2_2 \right) \leq e^{C_1 \varepsilon_{i-1}} + e^{C(t-t_0)} \left( \frac{\Delta^2}{n} E\|u_0\|^2_0 + C_0 C_1 \Delta^3 E\|u_0\|^2_2 \right) 
\]
Since \( \varepsilon_0 = 0 \), the statement of the theorem follows from the discrete Gronwall lemma.

Using the properties of the solution of (2.41), the recursive relation (2.40) can be applied repeatedly resulting in
\[
\begin{align*}
\sum_{\alpha, \beta \in J} & \frac{1}{\alpha! \beta!} \varphi_{ij}^\alpha(t; t_{i-1}; \varphi_{ij}^{-1}(t_{i-1}; t_{i-2}; u(t_{i-2}; T_0; u_0))) \xi_\alpha(W_{t_{i-1}, t_i}) \xi_{i-1}^{-1}(W_{t_{i-2}, t_{i-1}}) = \\
\cdots & = \sum_{\alpha, \beta, \ldots \gamma \in J} \frac{1}{\alpha! \beta! \cdots \gamma!} \varphi_{ij}^\alpha(t; t_{i-1}; \varphi_{ij}^{-1}(t_{i-1}; t_{i-2}; \ldots; \varphi_{ij}^\gamma(t; T_0; u_0) \ldots)) \\
\xi_\alpha(W_{t_{i-1}, t_i}) \xi_{i-1}^{-1}(W_{t_{i-2}, t_{i-1}}) \cdots \xi_{i}^{-1}(W_{t_{i}, T_0}) 
\end{align*}
\tag{2.52} \]

Continue \( m_k^i(t) \) to \([T_0, T]\) by setting \( m_k^i(t) = 0 \) if \( t \notin [t_{i-1}, t_i] \). Then the collection \( \{m_k^i\} \)
becomes a CONS in \( L_2([T_0, T]) \) and it is possible to consider the one step expansion (2.18)
using this CONS.

2.4.4. Theorem. If the CONS in \( L_2([T_0, T]) \) is given by \( \{m_k^i\} \), then for every \( t \in [t_{i-1}, t_i] \)
the one step representation (2.18) is equivalent to (2.52) in the following sense: every nonzero term \( \varphi_\alpha(t; T_0; u_0) \xi_\alpha(W_{T_0, T}) \) from (2.18) coincides with some term on the right hand side of (2.52) and conversely, every term on the right hand side of (2.52) coincides with some nonzero term \( \varphi_\alpha(t; T_0; u_0) \xi_\alpha(W_{T_0, T}) \) from (2.18).

Proof. Even though representation (2.40) is recursive, representation (2.52) is not, and neither is (2.18), so the natural proof by induction (anchor step - induction step) is not applicable. The equivalence can be verified directly by considering consequentially \( i = 1, 2, \ldots, M \). To simplify the presentation, the proof will be given for the partition \( T_0 = t_0 < t_1 < t_2 = T \). For the general partition, the same approach is used but the notations are far more complicated.

To begin with, consider system (2.16) when the basis \( \{m_k\} \) is given by \( \{m_k^i, m_k^i \} \), where \( m_k^i \) is supported on \([t_{i-1}, t_i], i = 1, 2\). Recall that if \( \alpha_k^l \neq 0 \) for some \( l = 1, \ldots, r \), then the function \( m_k \) is present on the right hand side of (2.16).
Let us break the multi-index $\alpha$ into two parts: $\alpha = \{\beta, \gamma\}$, where both $\beta$ and $\gamma$ are multi-indices so that the nonzero elements of $\beta$ and $\gamma$ correspond to $m_k^1$ and $m_k^2$, respectively. Then equation (2.16) can be rewritten as

$$\frac{\partial \varphi_{\alpha}(t; T_0; u_0)}{\partial t} = A \varphi_{\alpha}(t; T_0; u_0) + \sum_{k,l} \beta_k^l m_k^1(t) B_l \varphi_{(k,l), \gamma}(t; T_0; u_0) + \sum_{k,l} \gamma_k^l m_k^2(t) B_l \varphi_{(k,l), \gamma}(t; T_0; u_0), \quad T_0 < t \leq T; \tag{2.53}$$

$$\varphi_{\alpha}(T_0; T_0; u_0) = u_0 1_{\{|\beta|+|\gamma|=0\}}.$$ 

If $t < t_1$, then $m_k^2(s) = 0$ and (2.53) becomes

$$\frac{\partial \varphi_{\alpha}(t; T_0; u_0)}{\partial t} = A \varphi_{\alpha}(t; T_0; u_0) + \sum_{k,l} \beta_k^l m_k^1(t) B_l \varphi_{(k,l), \gamma}(t; T_0; u_0), \quad T_0 < t \leq t_1;$$

$$\varphi_{\alpha}(T_0; T_0; u_0) = u_0 1_{\{|\beta|+|\gamma|=0\}}.$$ 

If $|\gamma| = 0$ and 0 denotes the zero multi-index, then $\varphi_{\beta,0}$ satisfies

$$\frac{\partial \varphi_{\beta,0}(t; T_0; u_0)}{\partial t} = A \varphi_{\beta,0}(t; T_0; u_0) + \sum_{k,l} \beta_k^l m_k^1(t) B_l \varphi_{(k,l),0}(t; T_0; u_0), \quad T_0 < t \leq t_1;$$

$$\varphi_{\beta,0}(T_0; T_0; u_0) = u_0 1_{\{|\beta|=0\}}.$$ 

Comparing this with (2.41) yields

$$\varphi_{\beta,0}(t; T_0; u_0) = \varphi^1_{\beta}(t; T_0; u_0), \quad t \in [t_0, t_1].$$

If $|\gamma| > 0$, then $|\beta| + |\gamma| > 0$ and (2.53) implies that $\varphi_{\beta, \gamma}$ satisfies

$$\frac{\partial \varphi_{\beta, \gamma}(t; T_0; u_0)}{\partial t} = A \varphi_{\alpha}(t; T_0; u_0) + \sum_{k,l} \beta_k^l m_k^1(t) B_l \varphi_{(k,l), \gamma}(t; T_0; u_0), \quad T_0 < t \leq t_1;$$

$$\varphi_{\beta, \gamma}(T_0; T_0; u_0) = 0,$$

and therefore $\varphi_{\beta, \gamma}(t; T_0; u_0) = 0, \quad t \in [t_0, t_1]$, by the uniqueness of the solution. As a result, if $t \in [t_0, t_1]$, then

$$u(t; T_0; u_0) = \sum_{\beta \in J} \frac{1}{\sqrt{|\beta|}} \varphi_{\beta,0}(t; T_0; u_0) \xi_{\beta,0}(W_{T_0,t}) = \sum_{\beta \in J} \frac{1}{\sqrt{|\beta|}} \varphi^1_{\beta}(t; T_0; u_0) \xi^1_{\beta}(W_{T_0,t_1}),$$

which is the same as (2.52) with $i = 1$.

Next, consider system (2.53) for $t \in [t_1, t_2]$. In this case, $m_k^1(t) = 0$ and

$$\frac{\partial \varphi_{\alpha}(t; T_0; u_0)}{\partial t} = A \varphi_{\beta, \gamma}(t; T_0; u_0) + \sum_{k,l} \beta_k^l m_k^1(t) B_l \varphi_{(k,l), \gamma}(t; T_0; u_0), \quad t_1 < t \leq T;$$

$$\varphi_{\alpha}(t_1; T_0; u_0) = \begin{cases} 
\varphi^1_{\beta}(t_1; T_0; u_0), & \text{if } |\gamma| = 0, \\
0, & \text{if } |\gamma| > 0.
\end{cases}$$
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For every fixed $\beta$ this system is of the type (2.41) so that the solution is given by
\[ \varphi_\alpha(t; T_0; u_0) = \varphi_\alpha^2(t; t_1; \varphi_\beta^1(t_1; T_0; u_0)). \]

Since by definition
\[ \xi_\alpha(W_{T_0, T}) = \prod_{k,l} \left( \frac{H_{\beta k}^l(\xi_{k,l}^1)}{\sqrt{\beta_k^l}} \right) \prod_{k,l} \left( \frac{H_{\gamma k}^l(\xi_{k,l}^2)}{\sqrt{\gamma_k^l}} \right) = \xi_\beta^1(W_{T_0, t_1}) \xi_\gamma^2(W_{t_1, T}), \]
it follows that for $t \in [t_1, t_2]$,
\[
\begin{align*}
  u(t; T_0; u_0) &= \sum_{\alpha \in J} \frac{1}{\sqrt{\alpha!}} \varphi_\alpha(t; T_0; u_0) \xi_\alpha(W_{T_0, T}) = \\
  &+ \sum_{\beta, \gamma \in J} \frac{1}{\sqrt{\beta! \gamma!}} \varphi_\gamma^2(t; t_1; \varphi_\beta^1(t_1; T_0; u_0)) \xi_\beta^1(W_{T_0, t_1}) \xi_\gamma^2(W_{t_1, T}),
\end{align*}
\]
and the last expression is the same as (2.52) with $i = 2$.

The advantages of (2.52) as compared to (2.40) are:

1. Representation (2.52) provides complete separation of the deterministic and stochastic data of equation (2.8). This separation can be used for solving some filtering problems.

2. Representation (2.52) provides more flexibility in truncating the infinite sum.

The main disadvantage, which effectively rules out any practical application of (2.52), is that the representation of the solution on (2.52) is not recursive and the number of terms in any reasonably truncated sum becomes too large after very few steps. As a result, both numerical schemes for the Zakai filtering equation that are presented below in Chapter 4 are based on representation (2.40).

### 2.5 Multiple Wiener Integral Expansion

In this section, an alternative representation of the solution of (2.8) will be presented using the relation between the Cameron - Martin basis in $L_2(\Omega, \mathcal{F}_{T_0, T}, P)$ and the multiple (or, more precisely, iterated) Wiener integrals. Recall that equation (2.8) is
\[
u(t; T_0; u_0) = u_0 + \int_{T_0}^t \mathcal{A}u(s; T_0; u_0)ds + \sum_{i=1}^r \int_{T_0}^t \mathcal{B}_i u(s; T_0; u_0) dW_i(s), \quad t \in [T_0, T], \tag{2.54}
\]
considered in the Hilbert scale $\{H^\alpha\}_{\alpha \in \mathbb{R}}$, and $u_0$ is independent of $\mathcal{F}_{T_0, T}$.

Assume that $t^* \in [T_0, T]$ is fixed and recall that the Cameron - Martin basis in $L_2(\Omega, \mathcal{F}_{T_0, t^*}, P)$ is $\{\xi_\alpha(W_{T_0, t^*})\}_{\alpha \in J}$, where $J$ is the set of $r$-dimensional multi-indices,
\[
\xi_\alpha(W_{T_0, t^*}) = \frac{1}{\sqrt{\alpha!}} \prod_{k,l} H_{\alpha k} \left( \int_{T_0}^{t^*} m_k(s) dW_i(s) \right),
\]
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\[ H_n(x) = (-1)^n e^{x^2/2} \frac{d^n}{dx^n} e^{-x^2/2}, \]
and \( \{m_k\} \) is a CONS in \( L_2([T_0, t^*]) \). If \( |\alpha| = k \), then by Theorem 3.1 in [30],
\[
\xi_\alpha(W_{T_0, t^*}) = \frac{1}{\sqrt{\alpha!}} \sum_{l_k \geq 1} \int_{T_0}^{t^*} \cdots \int_{T_0}^{s_k} E_\alpha(s^{k}; l^k) dW_{l_1}(s_1) \cdots dW_{l_k}(s_k),
\tag{2.55}
\]
where
\[
E_\alpha(s^{k}; l^k) := \sum_{\sigma \in \mathcal{P}^k} m_{i_1}(s_{\sigma(1)}) \mathbb{1}_{\{l_{\sigma(1)} = q_1\}} \cdots m_{i_k}(s_{\sigma(k)}) \mathbb{1}_{\{l_{\sigma(k)} = q_k\}}.
\tag{2.56}
\]
(the notations were introduced before Theorem 2.3.7).

### 2.5.1. Theorem
Assume that equation (2.54) is either coercive or dissipative and each operator \( \mathcal{B}_l \), \( l = 1, \ldots, r \) is linear and bounded from \( \mathcal{H}^0 \) to \( \mathcal{H}^0 \). Then for every \( t \in [T_0, T] \) the solution \( u(t; T_0; u_0) \) can be written as
\[
u(t; T_0; u_0) = \Phi_{t-T_0} u_0 + \sum_{k \geq 1} \sum_{l_k \geq 1} \int_{T_0}^{t} \cdots \int_{T_0}^{s_k} F(t; s^{k}; l^k; u_0) dW_{l_1}(s_1) \cdots dW_{l_k}(s_k),
\tag{2.57}
\]
where \( F(t; s^{k}; l^k; u_0) := \Phi_{t-s_k} \mathcal{B}_{l_k} \Phi_{s_{k-1}} \cdots \Phi_{s_{1}} \Phi_{s_0} - T_0 u_0 \) and \( \Phi_t \) is the semigroup generated by \( \mathcal{A} \).

**Proof.** For simplicity, the arguments \( T_0 \) and \( u_0 \) will be omitted wherever possible.

It follows from (2.18) and (2.21) that for \( t \in [T_0, t^*] \),
\[
u(t) = \Phi_{t-T_0} u_0 + \sum_{k \geq 1} \sum_{l_k \geq 1} \frac{1}{\sqrt{\alpha!}} \phi_\alpha(t) \xi_\alpha(W_{T_0, t^*})
\tag{2.58}
\]
and by (2.23),
\[
\phi_\alpha(t) = \frac{1}{k!} \sum_{\mathcal{P}^k} \sum_{l_k \geq 1} \int_{[T_0, t^*]^k} G(t; s^k; l^k) E_\alpha(s^k; l^k) ds^k,
\tag{2.59}
\]
where
\[
G(t; s^k; l^k) := \sum_{\sigma \in \mathcal{P}^k} \Phi_{t-s_{\sigma(k)}} B_{l_{\sigma(k)}} \cdots \Phi_{s_{\sigma(2)}-s_{\sigma(1)}} B_{l_{\sigma(1)}} \Phi_{s_{\sigma(1)}-T_0} u_0 \mathbb{1}_{s_{\sigma(1)} < \ldots < s_{\sigma(k)} < t},
\tag{2.60}
\]
and \( E_\alpha \) is defined in (2.56). Next, it was shown in the proof of Theorem 2.3.7, that
\[
G(t; s^k; l^k) = \sum_{|\alpha|=k} \frac{1}{\alpha! k!} \left( \int_{[T_0, t^*]^k} G(t; s^k; l^k) E_\alpha(s^k; l^k) ds^k \right) E_\alpha(s^k; l^k).
\tag{2.61}
\]
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Substitution of (2.55) and (2.59) for $\xi_\alpha(W_{T_0, t^*})$ and $\varphi_\alpha(t)$, respectively, into (2.58) results in

$$u(t) = \Phi_{t-T_0} u_0 + \sum_{k \geq 1} \sum_{l_1, \ldots, l_k} \int_{T_0}^{t} \int_{s_1}^{s_2} \cdots \int_{s_0}^{s_k} \frac{1}{\alpha!} \varphi_\alpha(t; T_0; u_0) \xi_\alpha(W_{T_0, t^*}) \left( \int_{[T_0, t^*]^k} G(t; s^k, l^k) E_\alpha(s^k, l^k) ds^k \right) E_\alpha(s^k, l^k) dW_i(s_1) \cdots dW_i(s_k).$$

Together with (2.60) and (2.61), the last equality implies (2.57).

Note that

$$\sum_{|\alpha|=k} \frac{1}{\alpha!} \varphi_\alpha(t; T_0; u_0) \xi_\alpha(W_{T_0, t^*}) = \sum_{l_k} \int_{T_0}^{t} \int_{s_0}^{s_k} \cdots \int_{T_0}^{s_1} F(t; s^k, l^k; u_0) dW_i(s_1) \cdots dW_i(s_k), \quad k \geq 1. \tag{2.62}$$

With the notations

$$\Psi_0(t; T_0; u_0) = \Phi_{t-T_0} u_0;$$

$$\Psi_k(t; T_0; u_0) = \sum_{l_k} \int_{T_0}^{t} \int_{s_0}^{s_k} \cdots \int_{T_0}^{s_1} F(t; s^k, l^k; u_0) dW_i(s_1) \cdots dW_i(s_k), \quad k \geq 1,$$

representation (2.57) becomes

$$u(t; T_0; u_0) = \sum_{k \geq 0} \Psi_k(t; T_0; u_0). \tag{2.63}$$

If $u_N(t; T_0; u_0)$ is defined by (2.28), then (2.62) implies

$$u_N(t; T_0; u_0) = \sum_{k=0}^{N} \Psi_k(t; T_0; u_0). \tag{2.64}$$

It follows from the definition of $\Psi_k$ that, for $k \geq 1$,

$$\Psi_k(t; T_0; u_0) = \sum_{l=1}^{r} \int_{T_0}^{t} \Phi_{l-T_0} \mathcal{B}_l \psi_{k-1} dW_i(s), \tag{2.65}$$

and consequently the collection $\{\Psi_k\}_{k \geq 1}$ is the solution of the recursive system of evolution equations

$$d\Psi_0(t; T_0; u_0) = \mathcal{A} \Psi_0(t; T_0; u_0) dt, \quad \Psi_0(t; T_0; u_0) = u_0;$$

$$d\Psi_k(t; T_0; u_0) = \mathcal{A} \Psi_k(t; T_0; u_0) dt + \sum_{l=1}^{r} \mathcal{B}_l \psi_{k-1}(t; T_0; u_0) dW_i(t), \quad \Psi_k(t; T_0; u_0) = 0. \tag{2.66}$$
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This means that the approximation \( u_N(t; T_0; u_0) \) becomes computable as long as the solution of (2.66) can be obtained.

As usual, the recursive versions of (2.63) and (2.64) are desirable. Let \( T_0 = t_0 < t_1 < \ldots < t_M = T \) be a partition of \([T_0, T]\). The relation \( u(t; T_0; u_0) = u(t; t_{i-1}; u(t; t_{i-1}; u_0)), \ t \in [t_{i-1}, t_i] \), implies that for such \( t \)

\[
u(t; T_0; u_0) = \sum_{k \geq 0} \Psi_k(t; t_{i-1}; u(t_{i-1}; T_0; u_0)),
\]

and then the recursive approximation \( u_N(t) \) is defined as follows:

\[
u_N(t_0) = u_0; \\
u_N(t) = \sum_{k=0}^{N} \Psi_k(t; t_{i-1}; u_N(t_{i-1})), \ t \in [t_{i-1}, t_i].
\]

2.5.2. Theorem. Assume that equation (2.54) is either coercive or dissipative and \( \| \Phi_t v \|_0^2 \leq e^{C_1 t} \| v \|_0^2, \| B_t v \|_0^2 \leq C_2 \| v \|_0^2 \). If \( \Delta = \max_{1 \leq i \leq M} | t_i - t_{i-1} | \) and \( \tilde{C} = C_1 + C_2 r > 0 \), then

\[
sup_{t \in [T_0, T]} E \| u(t; T_0; u_0) - u_N(t) \|_0^2 \leq \frac{[C_2 r \Delta]^{N+1}}{C(N + 1)!} e^{\tilde{C}(T - T_0)} E \| u_0 \|_0^2. \tag{2.67}
\]

Proof. The same type of arguments is used as in the proof of (2.46) from Theorem 2.4.3. For simplicity, \( u_0 \) and \( T_0 \) are omitted wherever possible.

Orthogonality of \( \xi_a \) and formula (2.62) imply \( E(\Psi_k, \Psi_l)_0 = 0, \ k \neq l \). Then for \( t \in [t_{i-1}, t_i] \)

\[
E \| u(t) - u_N(t) \|_0^2 = \sum_{k=0}^{N} E \| \Psi_k(t; t_{i-1}; u(t_i) - u_N(t_i)) \|_0^2 + \sum_{k > N} E \| \Psi_k(t; t_{i-1}; u(t_i) - u_N(t_i)) \|_0^2 + \sum_{k > N} E \| \Psi_k(t; t_{i-1}; u(t_i)) \|_0^2.
\]

By (2.63),

\[
\sum_{k \geq 0} E \| \Psi_k(t; t_{i-1}; u(t_i)) \|_0^2 = E \| u(t; t_{i-1}; u(t_{i-1}) - u_N(t_{i-1}) \|_0^2,
\]

and by Corollary 2.3.8,

\[
\sup_{t \in [t_{i-1}, t_i]} E \| u(t; t_{i-1}; u(t_{i-1}) - u_N(t_{i-1})) \|_0^2 \leq e^{C_1 \Delta i} E \| u(t_{i-1}) - u_N(t_{i-1}) \|_0^2 \leq e^{C_1 \Delta i} \sup_{t \in [t_{i-2}, t_{i-1}]} E \| u(t; t_{i-2}; u(t_{i-2}) - u_N(t)) \|_0^2.
\]
Next, by Theorem 2.3.9,
\[
\sup_{t \in [t_{i-1}, t_i]} \sum_{k>N} E \| \Psi_k(t; t_{i-1}; u(t_{i-1})) \|^2 \leq \frac{[C_2 \Delta t]^{N+1}}{(N+1)!} e^{C(T-T_0)} E \| u(t_{i-1}) \|^2,
\]
and by Corollary 2.3.8,
\[
E \| u(t_i) \|^2 \leq e^{C(T_0-T)} E \| u_0 \|^2.
\]

As a result, \( \varepsilon_i = \max_{1 \leq i \leq M} \sup_{t \in [t_{i-1}, t_i]} E \| u(t; T_0; u_0) - u_N(t) \|^2 \) satisfies
\[
\varepsilon_i \leq e^{C \Delta t} \varepsilon_{i-1} + e^{C(T-T_0)} \frac{[C_2 \Delta t]^{N+1}}{(N+1)!} E \| u_0 \|^2 \leq e^{C \Delta \varepsilon_{i-1} + e^{C(T-T_0)} \frac{[C_2 \Delta t]^{N+1}}{(N+1)!} E \| u_0 \|^2.
\]

Since \( \varepsilon_0 = 0 \), the statement of the theorem follows from the discrete Gronwall lemma.

From now till the end of the section, all constants will be denoted by \( C \). Approximation (2.64) can be used to construct higher order approximations of \( u(t) \), i.e. approximations \( \hat{u}(t) \) for which \( \sup_{t \in [t_0, t]} E \| u(t) - \hat{u}(t) \|^2 \leq C \Delta^p \) for some \( p > 1 \). A computable version of such approximations requires a high order approximation to the solution of (2.66). If the objective is an approximation that simplifies the computations involving the Wiener process (which is desirable in many applications), then the natural approach is to use (2.65) and approximate the integral on the right with the prescribed accuracy. In fact, approximation (2.45) is a particular case of this approach, when the integrand in (2.65) is expanded in a Fourier series on \([t_{i-1}, t_i]\). The next lemma shows that if the Taylor series is used instead, then it is possible to obtain approximations of arbitrarily high order.

### 2.5.3. Lemma.

1. Assume that operators \( \mathcal{A}, \Phi_t, \) and \( \mathcal{B} \) are linear and bounded from \( H^a \) to \( H^{a-2} \), from \( H^a \) to \( H^a \), and from \( H^a \) to \( H^a \), respectively for all \( 2 \leq a \leq a_0, a_0 \geq 1 \). If \( g \in H^{2a_0} \), then
\[
\sup_{t \in [0, \Delta]} \| \Phi_{t-s} \mathcal{B} \Phi_s g - \Phi_t \mathcal{B} g - \sum_{k=1}^{a_0-1} \frac{t^k}{k!} \Phi_t \mathcal{B} \mathcal{A}^{(k)} g \|_0 \leq \frac{C \Delta^{a_0}}{a_0!} \| g \|_{2a_0}, \tag{2.68}
\]
where \( [\mathcal{B}, \mathcal{A}]^{(1)} = \mathcal{B} \mathcal{A} - \mathcal{A} \mathcal{B} \) and \( [\mathcal{B}, \mathcal{A}]^{(k)} = [[\mathcal{B}, \mathcal{A}]^{(k-1)}, \mathcal{A}]^{(1)} \).

2. Assume that \( W = W(t) \) is a standard one-dimensional Wiener process and the functions \( v_1 = v_1(t) \) and \( v_2 = v_2(t) \) are adapted to the filtration generated by \( W \) and belong to \( L_2(\Omega; C([0, \Delta]; H^0)) \). If \( \sup_{t \in [0, \Delta]} E \| v_1(t) - v_2(t) \|^2 \leq C \Delta^p \), then
\[
\sup_{t \in [0, \Delta]} E \| \int_0^t (v_1(s) - v_2(s)) dW(s) \|^2 \leq C \Delta^{p+1}. \tag{2.69}
\]
Proof. Inequality (2.68) follows from the Taylor formula and the following equality:

\[
\frac{d^k}{ds^k} \Phi_{t-s} B \Phi_s g = \Phi_{t-s} [B, \mathcal{A}]^{(k)} \Phi_s g.
\]

Inequality (2.69) is obvious.

Note that

\[
\Psi_1(t; T_0; u_0) = \sum_{i=1}^r \int_{T_0}^t \Phi_{t-s} B_i \Phi_s u_0 dW_i(s). \tag{2.70}
\]

Using this observation and the previous lemma, it is possible to construct an approximation of \( u \) with the prescribed rate of convergence in time.

2.5.4. Theorem. Assume that \( p \geq 1 \) is fixed, equation (2.54) is either coercive or dissipative, the operators \( \mathcal{A}, \Phi_t, \) and \( B_i \) are linear and bounded from \( \mathcal{H}^a \) to \( \mathcal{H}^{a-2} \), from \( \mathcal{H}^a \) to \( \mathcal{H}^a \), and from \( \mathcal{H}^a \) to \( \mathcal{H}^a \), respectively for all \( 2 \leq a \leq a_0, 2a_0 \leq p \), and \( u_0 \in L_2(\Omega; \mathcal{H}^{2a_0}) \). If \( T_0 = t_0 < t_1 < \ldots < t_M = T \) is a partition of \( [T_0, T] \) with \( \max_{1 \leq i \leq M} |t_i - t_{i-1}| = \Delta \), then there is an approximation \( \tilde{u}(t) \) of \( u(t; T_0; u_0) \) so that

\[
\sup_{t \in [T_0, T]} \mathbb{E} \| u(t; T_0; u_0) - \tilde{u}(t) \|_0^2 \leq C \Delta^p. \tag{2.71}
\]

Proof. It follows from the proof of Theorem 2.5.2 that, to achieve (2.71), it is sufficient to consider \( u_N \) with \( N \geq p \). If \( \Delta_i = t_i - t_{i-1} \) and it is assumed that the semigroup \( \Phi_{t-t_{i-1}} \) can be computed with the prescribed accuracy, then each of \( \Psi_k(t; t_{i-1}; g) \) can be approximated by first using (2.68) to approximate (2.70) and then repeatedly applying (2.65) followed by (2.68). If the approximation is denoted by \( \tilde{\Psi}_k(t; t_{i-1}; g) \), then, for sufficiently regular \( g \),

\[
\mathbb{E} \| \tilde{\Psi}_k(t; t_{i-1}; g) \|_0^2 \leq \frac{(C \Delta_i)^k}{k!} \| g \|_a^2,
\]

so that (2.69) implies that the approximation of the integral in (2.65) by (2.68) requires \( 2a_0 + k \geq p + 1 \) or \( a_0 \leq (p + 1 - k)/2 \) meaning that the larger the \( k \), the lower order approximation of the integral is needed. To have \( \tilde{\Psi}_k(t; t_{i-1}; g) \) preserving the \( \mathcal{H}^0 \)-norm, the operator \( \mathcal{A} \) can be approximated (if necessary) by \( \Phi_{\Delta_i} \) from the relation

\[
\mathcal{A} \approx \sum_{n=1}^{n_0} (-1)^n \frac{\Phi_{\Delta_i} - I}{n \Delta_i}^n,
\]

where \( I \) is the identity operator. If \( \tilde{\Psi}_k(t; t_{i-1}; g) \) is the resulting approximation of \( \Psi_k(t; t_{i-1}; g) \), then the approximation \( \tilde{u} \) is given by

\[
\tilde{u}(t_0) = u_0,
\]

\[
\tilde{u}(t_i) = \Phi_{t-t_{i-1}} \tilde{u}(t_{i-1}) + \sum_{k=1}^{N} \tilde{\Psi}_k(t; t_{i-1}; \tilde{u}(t_{i-1})), \quad t \in [t_{i-1}, t_i].
\]
The time integrals in $\hat{\Psi}_k$ involve only the Wiener processes $W_i(t)$ and the integer powers of $t$. Some methods of computation of these integrals are discussed in [35, 36, 58]. The exact formulas that produce the approximation $\hat{u}$ are complicated and hardly add anything to the subject of the discussion.

\[\square\]

In reality, the approximation of the semigroup $\Phi_t$ can be computed only at finitely many time moments so that $\hat{u}$ provides an approximation of $u$ at the points $t_i$ of the partition. The following is an example of such an approximation when the partition is uniform. Even though the proof of Theorem 2.5.4 describes the general procedure of constructing an approximation with the given rate of convergence in time, the actual computations must be performed for each problem separately.

Consider the equation

$$u(t; T_0; u_0) = u_0 + \int_{T_0}^{t} A u(s; T_0; u_0) ds + \int_{T_0}^{t} B u(s; T_0; u_0) dW(s), \ t \in [T_0, T],$$

which corresponds to (2.54) with $r = 1$. Assume that conditions of Theorem 2.5.4 are fulfilled with $p = 3$, $a_0 = 2$. Define $\hat{u}(t_i)$ by

$$\hat{u}(t_0) = u_0;$$
$$\hat{u}(t_i) = \Phi_{\Delta} \hat{u}(t_{i-1}) + \Phi_{\Delta} B \hat{u}(t_{i-1}) (W(t_i) - W(t_{i-1})) +$$

$$B \Phi_{\Delta} - \Phi_{\Delta} B) \hat{u}(t_{i-1}) (W(t_i) - \frac{1}{\Delta} \int_{t_{i-1}}^{t_i} W(t) dt) +$$

$$\frac{1}{2} \Phi_{\Delta} B^2 \hat{u}(t_{i-1}) ((W(t_i) - W(t_{i-1}))^2 - \Delta) +$$

$$\frac{1}{2} \Phi_{\Delta} B^3 \hat{u}(t_{i-1}) ((W(t_i) - W(t_{i-1}))^3 / 3 - (W(t_i) - W(t_{i-1})) \Delta).$$

Direct computations show that

$$\max_{1 \leq i \leq M} E\|u(t; T_0; u_0) - \hat{u}(t_i)\|_0^2 \leq C \Delta^3.$$

This example shows that, even for simple equations, the higher order approximation schemes can result in complicated expressions, which can lead to numerical instability.
Chapter 3

H-orthogonal Projections of Solutions of Stochastic Evolution Equations

3.1 Introduction

The results presented in this chapter describe the standard time-space separation of variables technique for partial differential equations, applied to the stochastic evolution equations. The idea of this separation of variables is to represent the solution of the equation as a Fourier series with respect to an orthonormal basis in the underlying Hilbert space. The orthonormal basis usually consists of the eigenfunctions of some operator that is not necessarily the operator from the equation. The truncated version of the expansion can be used to construct a computable approximation of the solution as far as the space discretization is concerned.

In Section 3.2, the general construction of an orthonormal basis in a Hilbert space is described and examples are given to illustrate the presentation.

In Section 3.3, the evolution equation is reduced to a discrete time recursive relation which is then expanded with respect to an orthonormal basis in the corresponding Hilbert space. The result is a recursive relation for the coefficients of the expansion. A truncated version of the expansion is considered and the error of the approximation is derived. The term H-orthogonal projection of the first kind is used to distinguish the result from the Galerkin approximation.

In Section 3.4, the standard Galerkin approximation of the solution of the evolution equation is considered and the error of the approximation is derived.

3.2 Orthonormal Bases in Hilbert Spaces

Consider the stochastic evolution system

\[ u(t) = u_0 + \int_{T_0}^t A u(s) \, ds + \sum_{l=1}^r B_l u(s) \, dW_l(s). \]  

(3.1)

The notations and main assumptions are the same as in Chapter 2. In particular, \( W = W(t) \) is an \( r \)-dimensional standard Wiener process on a complete probability space \((\Omega, \mathcal{F}, P)\), \( u_0 \) is independent of \( \mathcal{F}_{T_0}^W \), and \( A \) and \( B_l \), \( l = 1, \ldots, r \), are linear operators on a real separable Hilbert space \( H \). The corresponding Hilbert scale \( \{H^a\}_{a \in \mathbb{R}} \) with \( H^0 = H \) is also given. Recall
that the inner product and the norm in $H^a$ are denoted by $(\cdot, \cdot)_a$ and $\| \cdot \|_a$, respectively. It will be assumed that equation (3.1) is either coercive or dissipative so that there is a unique solution $u = u(t; T_0; u_0)$ in the space $L_2(\Omega \times [T_0, T]; H^1) \cap L_2(\Omega; C([T_0, T]; H^0))$.

In Chapter 2, various representations of the solution of (3.1) and various approximations of that solution were considered under the assumption that the semigroup $\Phi = \{\Phi_t\}_{t \geq 0}$ generated by the operator $A$ can be computed exactly. However, in many problems where equation of the type (3.1) must be solved, including the nonlinear filtering, the operator $A$ is a partial differential operator so that the explicit formula for $\Phi_t$ is available only in a very few examples. As a result, finite dimensional approximations of $\Phi_t$ and of the solution $u$ are necessary.

Assume that there is an orthonormal basis $\{\varepsilon_k\}_{k \geq 0}$ in the space $H$ so that each $\varepsilon_k$ is an eigenfunction of a linear operator $\Lambda$:

$$\Lambda \varepsilon_k = \lambda_k \varepsilon_k,$$

and $\lambda_k \asymp k^\sigma$ for some $\sigma > 0$, i.e.

$$0 < \lim \inf_{k \to \infty} \frac{\lambda_k}{k^\sigma} \leq \lim \sup_{k \to \infty} \frac{\lambda_k}{k^\sigma} < \infty.$$

This in particular implies that $\Lambda$ is an unbounded operator on $H$. The adjoint of $\Lambda$ will be denoted by $\Lambda^\ast$.

In the following examples of the bases $\{e_k\}_{k \geq 1}$, $\Gamma$ is the set of multi-indices $\gamma = \{\gamma_1, \ldots, \gamma_d\}$ with $\gamma_i$ non-negative integer. The ordering of the set $\Gamma$ is defined by $\gamma < \tau$ if $\gamma_1 + \cdots + \gamma_d < \tau_1 + \cdots + \tau_d$ or if $\gamma_1 + \cdots + \gamma_d = \tau_1 + \cdots + \tau_d$ and $\gamma_i = \tau_i$, $i < j$, $\gamma_j < \tau_j$ for some $j \geq 1$.

**Example 1.**

For $\gamma \in \Gamma$ and $x \in \mathbb{R}^d$ define

$$e_\gamma(x) = \prod_{i=1}^d e_{\gamma_i}(x_i),$$

where

$$e_\gamma(t) = \frac{(-1)^n}{\sqrt{2^n \pi^{1/2} n!}} e^{t^2/2} \frac{d^n}{dt^n} e^{-t^2}.$$

Then [22, 24] the collection $\{e_\gamma\}_{\gamma \in \Gamma}$ is an orthonormal basis, called the **Hermite basis** in the space $H = L_2(\mathbb{R}^d)$. If $\Lambda = -\nabla^2 + (1 + |x|^2)$, where $\nabla^2$ is the Laplace operator in $\mathbb{R}^d$, and $|x|^2 = x_1^2 + \cdots + x_d^2$, then

$$\Lambda e_\gamma = (2(\gamma_1 + \cdots + \gamma_d) + d + 1)e_\gamma.$$

With the above ordering of the set $\Gamma$, the eigenvalue $\lambda_k$ satisfies $\lambda_k \asymp k^{1/d}$. The approximation of the Zakai filtering equation using the Hermite basis is studied in Chapter 4.

□

**Example 2.**
Let $T_n(t) = \cos(n \arccos t)$, $|t| \leq 1$, be the $n$th Chebychev polynomial. For $\gamma \in \Gamma$ and $x \in [-1, 1]^d$ define

$$e_{\gamma}(x) = \prod_{i=1}^{d} c_{\gamma_i} T_{\gamma_i}(x_i),$$

where $c_{\gamma_i} = \sqrt{\pi}$ if $\gamma_i = 0$ and $c_{\gamma_i} = \sqrt{\pi/2}$ if $\gamma_i > 0$. Then [22] the collection $\{e_{\gamma}\}_{\gamma \in \Gamma}$ is an orthonormal basis in the space $\mathbf{H} = L_2([-1, 1]^d, d\mu)$ with the measure $d\mu(x) = \prod_{i=1}^{d}(1 - x_i^2)^{-1/2}dx_i$. If $\Lambda$ is defined by

$$\Lambda = \sum_{i=1}^{d} \left((1 - x_i^2) \partial^2 / \partial x_i^2 - x_i \partial / \partial x_i \right),$$

then

$$\Lambda e_{\gamma} = \left( \sum_{i=1}^{d} \gamma_i^2 \right) e_{\gamma},$$

and, with the above ordering of the set $\Gamma$, the corresponding eigenvalue $\lambda_k$ satisfies $\lambda_k \asymp k^{2/d}$. The domains of the operators $\Lambda$ and $\Lambda^*$ include $C^2([-1, 1]^d)$. 

\hspace{1cm} \Box

**Example 3.**

This is a generalization of the previous two examples. Consider the Hilbert space $\mathbf{H} = L_2(G, d\mu)$, where $G = G_1 \times \ldots \times G_d$ with $G_i \subseteq \mathbb{R}^1$, and $d\mu(x) = d\mu_1(x_1) \cdots d\mu_d(x_d)$. Assume that $\{e_k\}_{k \geq 0}$ is an orthonormal basis in $L_2(G_i, d\mu_i)$ so that $\Lambda^i e_k = \lambda_k^i e_k^i$ for some linear operator $\Lambda^i$ and $\lambda_k^i \asymp k^r$ for all $i$. Define $\Lambda = \Lambda^1 + \cdots + \Lambda^d$ and $e_{\gamma}(x) = e_{\gamma_1}^1(x_1) \cdots e_{\gamma_d}^d(x_d)$ for $\gamma \in \Gamma$. Then the collection $\{e_{\gamma}\}_{\gamma \in \Gamma}$ is an orthonormal basis in $\mathbf{H}$, $\Lambda e_{\gamma} = (\lambda_{\gamma_1}^1 + \cdots + \lambda_{\gamma_d}^d) e_{\gamma}$, and with, the above ordering of the set $\Gamma$, $\lambda_k \asymp k^{2/d}$. 

\hspace{1cm} \Box

In the next two sections, the solution of (3.1) is approximated by a finite linear combination of the first $K$ basis functions $e_1, \ldots, e_K$ and the quality of this approximation is studied. As it might be expected, the rate of convergence (as $K \to \infty$) of such an approximation depends on the regularity of $u$ relative to $\Lambda^*$, i.e. the larger the number $n$ for which $u$ is in the domain of $(\Lambda^*)^n$, the faster the convergence.

### 3.3 H-orthogonal Projection of the First Kind

Let $T_0 = t_0 < t_1 < \ldots < t_M = T$ be a partition of $[T_0, T]$ and $\Delta_i = t_i - t_{i-1}$. The solution of (3.1) satisfies $u(t_i; T_0; u_0) = u(t_i; t_{i-1}; u(t_{i-1}; T_0; u_0))$.

Let $\{e_k\}_{k \geq 0}$ be an orthonormal basis in the space $\mathbf{H}$ and define

$$\psi_k(t_i) = (u(t_i; T_0; u_0), e_k)_0.$$
Then \( u(t_i; T_0; u_0) = \sum_{k \geq 0} \psi_k(t_i) e_k \), and the properties of the solution of (3.1) imply that

\[
\sum_{k \geq 0} \psi_k(t_i) e_k = \sum_{k \geq 0} u(t_i; t_{i-1}; e_k) \psi_k(t_{i-1})
\]
or

\[
\psi_k(t_i) = \sum_{l \geq 0} (u(t_i; t_{i-1}; e_l), e_k) \psi_l(t_{i-1})
\]

For a fixed \( K > 0 \) denote by \( \Pi^K \) the projection operator on the span of \( e_0, \ldots, e_K \). Define \( U^K(t_i) \) by

\[
U^K(t_0) = \Pi^K u_0,
\]
\[
U^K(t_i) = \Pi^K u(t_i; t_{i-1}; U^K(t_{i-1})).
\]
The sequence \( \{U^K(t_i)\} \) will be referred to as the \textbf{H-orthogonal projection of the first kind} of the solution \( u \). It follows from the definition that

\[
U^K(t_i) = \sum_{k=0}^{K} \psi^K_k(t_i) e_k,
\]
where

\[
\psi^K_k(t_i) = \sum_{l \geq 0} (u(t_i; t_{i-1}; e_l), e_k) \psi^K_l(t_{i-1})
\]

Introduce the following notation: for \( v \in L_2(\Omega; H) \), \( |||v||| := \sqrt{E ||v||^2} \). Recall that under the assumption of coercivity or dissipativity

\[
|||u(t; T_0; u_0)||| \leq e^{C(t-T_0)} |||u_0|||
\]
for some constant \( C \).

To study the approximation \( U^K(t_i) \), the following result is used.

\textbf{3.3.1. Lemma.} \textit{The map} \( v \mapsto |||v||| \) \textit{defines a norm in} \( L_2(\Omega; H) \).

\textbf{Proof.} It suffices to verify the triangle inequality. For \( v, w \in L_2(\Omega; H) \),

\[
|||v + w|||^2 = E \left( ||v||^2 + ||w||^2 + 2(v, w)_0 \right) \leq E \left( ||v||^2 + ||w||^2 + 2||v||_0 ||w||_0 \right) \leq |||v|||^2 + |||w|||^2 + 2||v|| \cdot ||w|| = (||v|| + ||w||)^2,
\]
and the result follows.

\textbf{□}

\textbf{3.3.2. Theorem.} \textit{Assume that equation} \((3.1)\) \textit{is either coercive or dissipative and the basis} \( \{e_k\} \) \textit{consists of the eigenfunctions of a linear operator} \( \Lambda \) \textit{with the corresponding eigenvalues} \( \lambda_k \) \textit{satisfying} \( \lambda_k \asymp k^\sigma \), \( \sigma > 0 \). \textit{If} \( p \geq 1 \) \textit{is an integer such that} \( p \sigma > 1/2 \), \textit{and} \( u(t_i; T_0; u_0) \) \textit{is in the domain of} \( (\Lambda^*)^p \) \textit{so that} \( |||(\Lambda^*)^p u(t_i; T_0; u_0)||| < \infty \) \textit{for all} \( i = 0, \ldots, M \), \textit{then}

\[
\max_{0 \leq i \leq M} E\|u(t_i; T_0; u_0) - U^K(t_i)\|^2 \leq \max_{0 \leq i \leq M} E\|((\Lambda^*)^p u(t_i; T_0; u_0))_0\|^2 \frac{C e^{C(T-T_0)}}{K^{2p\sigma-1} \Delta^2}.
\]
where $\Delta = \max_{0 \leq i \leq M} \Delta_i$ and $C > 0$ is a constant depending only on $p, \sigma$, and the constant from (3.2).

**Proof.** By the definition of $U^K$ and inequality (3.2),
\[
\|u(t_i; T_0; u_0) - U^K(t_i)\| + \|\Pi K u(t_i; t_{i-1}; u(t_{i-1}; T_0; u_0) - U^K(t_{i-1})\| \leq \|\Pi K u(t_i; t_{i-1}; u(t_{i-1}; T_0; u_0) - U^K(t_{i-1})\| + \]
\[
\|\Pi K u(t_i; t_{i-1}; u(t_{i-1}; T_0; u_0) - U^K(t_{i-1})\| + \]

Next, using the assumptions of the theorem,
\[
|\psi_k(t_i)| = |u(t_i; T_0; u_0), \epsilon_k)| = \frac{1}{\lambda_k^p} |(\Lambda^*)^p u(t_i; T_0; u_0), \epsilon_k) = \ldots
\]
\[
= \frac{1}{\lambda_k^p} |(\Lambda^*)^p u(t_i; T_0; u_0), \epsilon_k) \leq \|((\Lambda^*)^p u(t_i; T_0; u_0)) \| \leq \lambda_k^p
\]

and consequently
\[
\|\Pi K u(t_i; T_0; u_0)\| = \left(\sum_{k > K} \psi_k^2(t_i)\right)^{1/2} \leq \left(\sum_{k > K} \frac{1}{\lambda_k^p}\right)^{1/2} \leq \frac{C}{K^{p-1/2}}.
\]

As a result, if $\epsilon_i = \|u(t_i; T_0; u_0) - U^K(t_i)\|$, then (3.4) and (3.6) imply
\[
\epsilon_i \leq e^{C \Delta_i} \epsilon_{i-1} + \max_{0 \leq i \leq M} \|((\Lambda^*)^p u(t_i; T_0; u_0)) \| \frac{C}{K^{p-1/2}} \leq e^{C \Delta} \epsilon_{i-1} + \]
\[
\max_{0 \leq i \leq M} \|((\Lambda^*)^p u(t_i; T_0; u_0)) \| \frac{C}{K^{p-1/2}} ,
\]

and (3.3) follows from the discrete Gronwall lemma. 

\Box

**3.3.3. Corollary.** If $\max_{0 \leq i \leq M} \mathbb{E}\|((\Lambda^*)^p u(t_i; T_0; u_0)) \| < \infty$ for all $p \geq 1$, then for every $\nu > 0$ there is a constant $C(\nu)$ so that
\[
\mathbb{E}\|u(t_i; T_0; u_0) - U^K(t_i)\|_0^2 \leq e^{C(T - T_0)} C(\nu) K^\nu \Delta^2.
\]

**3.3.4. Remark.** The proof of Theorem 3.3.2 shows that the following more general result is true.

Assume that $\{v(t_i)\}_{0 \leq i \leq M}$ is a sequence of elements from $L_2(\Omega; H)$ with the properties:

1. $v(t_i) = F_i(v(t_{i-1}))$, where $F_i$ is a linear bounded operator on $H$ and
\[
\mathbb{E}\|F_i(v(t_i))\|_0^2 \leq e^{C \Delta_i} \mathbb{E}\|v(t_{i-1})\|_0^2;
\]

2. $\max_{0 \leq i \leq M} \mathbb{E}\|((\Lambda^*)^p v(t_i)) \| < \infty$ for every positive integer $p$.

If $V^K(t_i)$ is defined by
\[
V^K(t_0) = \Pi^K v(t_0),
\]
\[
V^K(t_i) = \Pi^K F_i(V^K(t_{i-1})),
\]

then
then for every $\nu > 0$ there is a constant $C(\nu)$ so that

$$
E\|v(t) - V^K(t)\|_0^2 \leq \frac{e^{\nu(T-T_0)} C(\nu)}{K^\nu \Delta^2}.
$$

(3.8)

This result will be used below in Section 4.3 to study the approximation error for the Zakai equation.

### 3.4 H-orthogonal Projection of the Second Kind (Galerkin Approximation)

The Galerkin approximation was used in [61] to prove the existence and the regularity of the solution of (3.1). Now that the properties of the solution are known, it is possible to use the approximation for computational purposes. In [20], the Galerkin approximation was used to study the filtering equation in a bounded domain. In what follows, the approximation error of the Galerkin approximation will be studied for (3.1).

Assume that the elements of the orthonormal basis $\{e_k\}$ in $H$ belong to $H^1$. Consider the following system of stochastic ordinary differential equations:

$$
du^K(t) = \sum_{n=0}^{K} \langle \mathcal{A}e_n, e_k \rangle_{0,1} u^K_n(t) dt + \sum_{l=1}^{K} \sum_{n=0}^{K} \langle \mathcal{B}_l e_n, e_k \rangle_0 u^K_n(t) dW_l(t), \quad T_0 < t \leq T,\\
u^K(T_0) = (u_0, e_k)_0, \quad k = 0, \ldots, K.
$$

(3.9)

Then the function

$$
u^K(t) = \sum_{k=1}^{K} u^K_k(t) e_k
$$

is called the **Galerkin approximation** or the **H-orthogonal projection of the second kind** of the solution of (3.1). It is proved in the following theorem that

$$
\lim_{K \to \infty} \sup_{T_0 \leq t \leq T} E\|u(t; T_0; u_0) - u^K(t)\|_0^2 = 0,
$$

and the rate of convergence is determined.

#### 3.4.1. Theorem

Let the following conditions be fulfilled:

1. Equation (3.1) is either coercive or dissipative;
2. The basis $\{e_k\}$ consists of the eigenfunctions of a linear operator $\Lambda$ with the corresponding eigenvalues $\lambda_k$ satisfying $\lambda_k > k^\sigma$, $\sigma > 0$;
3. $e_k \in H^1$ and $\|e_k\|_1 \leq Ck^q$, $q \geq 0$;
4. $\sup_{T_0 \leq t \leq T} E\| (\Lambda^*)^p u(t; T_0; u_0) \|_0^2 < \infty$ for some positive integer $p$ so that $\sigma_1 := p\sigma - 2q > 1$.
Then

$$
\sup_{T_0 \leq t \leq T} \mathbf{E}\|u(t; T_0; u_0) - u^K(t)\|_0^2 \leq \sup_{T_0 \leq t \leq T} \mathbf{E}\|(A^* u(t; T_0; u_0))\|_0^2 \frac{C(r + 1)e^{C(T-T_0)}}{K^{2\sigma-1}},
$$

(3.10)

where $C$ is a constant depending only on $p$, $\sigma$, $q$, and the operators $A$ and $B_l$, $l = 1, \ldots, r$.

**Proof.** To simplify the notations, the arguments $T_0$ and $u_0$ will be omitted wherever possible.

If $\psi_k(t) := (u(t), e_n)_0$, then

$$
\mathbf{E}\|u(t) - u^K(t)\|_0^2 = \sum_{k=0}^K \mathbf{E}|\psi_k(t) - u^K_k(t)|^2 + \sum_{k>K} \mathbf{E}|\psi_k(t)|^2.
$$

(3.11)

By (3.5) and assumption 4 of the theorem,

$$
|\psi_k(t)| \leq \frac{\|(A^* u(t))\|_0}{\lambda_k^p}
$$

(3.12)

so that

$$
\sup_{T_0 \leq t \leq T} \sum_{k=0}^K \mathbf{E}|\psi_k(t)|^2 \leq \frac{C}{K^{2\sigma-1}} \mathbf{E}\|(A^* u(t))\|_0^2 \leq \sup_{T_0 \leq t \leq T} \mathbf{E}\|(A^* u(t))\|_0^2 \frac{C}{K^{2\sigma-1}}.
$$

(3.13)

For $0 \leq k \leq K$ define $\delta_k(t) := \psi_k(t) - u^K_k(t)$, so that $\sum_{k=0}^K \mathbf{E}|\psi_k(t) - u^K_k(t)|^2 = \sum_{k=0}^K \mathbf{E}|\delta_k|^2$, and also define

$$
\delta_{1,n}(t) := \sum_{k=K}^n (A e_k, e_n)_0 \psi_k(t), \quad \delta_{2,n}(t) := \sum_{k>K} (B_l e_k, e_n)_0 \psi_k(t).
$$

Both $\delta_{1,n}(t)$ and $\delta_{2,n}(t)$ are well defined due to (3.12) and the assumptions 3 and 4 of the theorem. Then

$$
d\delta_n(t) = \sum_{k=0}^K (A e_k, e_n)_0 \delta_k(t) + \sum_{l=1}^r \sum_{k=0}^K (B_l e_k, e_n)_0 \delta_k(t) dW_l(t) + \\
\delta_{1,n}(t) dt + \sum_{l=1}^r \delta_{2,n}^l dW_l(t), \quad T_0 < t \leq T;
$$

(3.14)

$$
\delta_n(T_0) = 0, \quad 0 \leq n \leq K,
$$

and by the Ito formula,

$$
\sum_{n=0}^K \mathbf{E}|\delta_n(t)|^2 = 2 \int_{T_0}^t \sum_{n=0}^K (A e_k, e_n)_0 \mathbf{E}\delta_n(s)\delta_k(s) ds + \\
2 \sum_{l=1}^r \sum_{n=0}^K \int_{T_0}^t (B_l e_k, e_n)_0 \mathbf{E}\delta_{2,n}(s)\delta_k(s) ds + \\
\sum_{l=1}^r \sum_{n=0}^K \int_{T_0}^t \mathbf{E}\delta_{2,n}^l(s)\delta_k(s) ds + \\
\sum_{l=1}^r \sum_{n=0}^K \int_{T_0}^t \mathbf{E}|\delta_{2,n}^l(s)|^2 ds.
$$

(3.15)
It follows from assumption 1 of the theorem that
\[
2 \int_{T_0}^t \sum_{n=0}^K \langle A e_k, e_n \rangle_{0,1} E \delta_n(s) \delta_k(s) ds + \\
\sum_{l=1}^r \sum_{n=0}^K \int_{T_0}^t E \left( \sum_{k=0}^K (B_i e_k, e_n)_0 \delta_k(s) \right)^2 ds \leq C \sum_{k=0}^K \int_{T_0}^t E(\delta_k(s))^2 ds
\]
(3.16)
(by coercivity or dissipativity inequality) and also, using assumptions 2 and 3,
\[
|\langle A e_k, e_n \rangle_{0,1}| \leq C \|e_k\|_1 \|e_n\|_1 \leq C k^2 n^q, \quad |(B_i e_k, e_n)_0| \leq C \|e_k\|_1 \|e_n\|_0 \leq C k^3,
\]
so that by (3.12),
\[
|\delta_{1,n}(t)| \leq C n^q \left\| (\Lambda^*)^p u(t) \right\|_0, \quad |\delta_{2,n}^l| \leq C \left\| (\Lambda^*)^p u(t) \right\|_0 \frac{(r + 1) C}{K^{q(r-1)}},
\]
After that,
\[
\sum_{n=0}^K \int_{T_0}^t E(\delta_{1,n}(s))^2 ds + \sum_{l=1}^r \sum_{n=0}^K \int_{T_0}^t E(\delta_{2,n}^l(s))^2 ds \leq \\
(T - T_0) \sup_{T_0 \leq t \leq T} E\left\| (\Lambda^*)^p u(t) \right\|_0^2 \frac{(r + 1) C}{K^{2(q-1)}},
\]
(3.17)
and (3.15)-(3.17) and the obvious inequality \(2|ab| \leq a^2 + b^2\) imply
\[
\sum_{n=0}^K E|\delta_n(t)|^2 \leq C \sum_{n=0}^K \int_{T_0}^t E|\delta_n(s)|^2 ds + (T - T_0) \sup_{T_0 \leq t \leq T} E\left\| (\Lambda^*)^p u(t) \right\|_0^2 \frac{(r + 1) C}{K^{2(q-1)}}
\]
so that by the Gronwall inequality
\[
\sup_{T_0 \leq t \leq T} \sum_{n=0}^K E|\delta_n(t)|^2 \leq (T - T_0) \sup_{T_0 \leq t \leq T} E\left\| (\Lambda^*)^p u(t) \right\|_0^2 \frac{(r + 1) C}{K^{2(q-1)}}.
\]
Together with (3.11) and (3.13), the last inequality implies (3.10).

3.4.2. Corollary. If \(\text{sup}_{T_0 \leq t \leq T} E\left\| (\Lambda^*)^p u(t; T_0; u_0) \right\|_0^2 < \infty\) for all positive integers \(p\), then for every \(\nu > 0\) there is a constant \(C(\nu)\) so that
\[
\text{sup}_{T_0 \leq t \leq T_0} E\left\| u(t; T_0; u_0) - u^K(t) \right\|_0^2 \leq \frac{e^{C(T - T_0)} C(\nu)}{K^\nu}.
\]
Chapter 4

Nonlinear Filtering of Diffusion Processes: Spectral Separating Schemes for the Zakai Equation

4.1 Introduction

In a typical filtering model, a non-anticipative functional \( f_t(X) \) of the unobserved signal process \( X = (X(t))_{t \geq 0} \) is estimated from the observations \( Y(s), s \leq t \). The best mean square estimate is known to be the conditional expectation \( \mathbb{E}[f_t(X)|Y(s), s \leq t] \), called the optimal filter. When the observation noise is additive, the Kallianpur-Striebel formula (Kallianpur [33], Liptser and Shiryaev [47]) provides the representation of the optimal filter as follows:

\[
\mathbb{E}[f_t(X)|Y(s), s \leq t] = \frac{\phi_t[f]}{\phi_t[1]},
\]

where \( \phi_t[\cdot] \) is a functional called the unnormalized optimal filter. In the particular case \( f_t(X) = f(X(t)) \), there are two approaches to computing \( \phi_t[f] \).

In the first approach (Lo and Ng [18], Mikulevicius and Rozovskii [55], Ocone [59]), the functional \( \phi_t[f] \) is expanded in a series of multiple integrals with respect to the observation process. This approach can be used to obtain representations of general functionals, but these representations are not recursive in time. In fact, there is no closed form differential equation satisfied by \( \phi_t[f] \).

In the second approach (Kallianpur [33], Liptser and Shiryaev [47], Rozovskii [61]), it is proved that, under certain regularity assumptions, the functional \( \phi_t[f] \) can be written as

\[
\phi_t[f] = \int f(x)p(t,x)dx
\]

(4.1)

for some function \( p(t,x) \), called the unnormalized filtering density (UFD). Even though the computation of \( u(t,x) \) can be organized recursively in time, and there are many numerical algorithms to do this (Budhiraja and Kallianpur [9], Elliott and Glowinski [17], Florchinger and LeGland [18], Ito [31], Lototsky et al. [50], etc.), these algorithms are time consuming because they involve evaluation of \( p(t,x) \) at many spatial points. Moreover, computation of \( \phi_t[f] \) using this approach requires subsequent evaluation of the integral (4.1).

In this chapter, two algorithms are constructed to compute approximations of both the UFD \( p(t,x) \) and the unnormalized optimal filter \( \phi_t[f] \) recursively in time and, in some sense,
independently of each other (meaning that the computations of $\phi_t[f]$ do not require the evaluation of $p(t, x)$ at the points of the spatial domain). The basic assumption is that both the state and the observation processes are stationary diffusions with smooth bounded coefficients so that the unnormalized conditional density satisfies a certain stochastic partial differential equation. The main results concerning this filtering model are summarized in Section 4.2.

One algorithm, called the spectral separating scheme of the first kind, is described in Section 4.3. In this algorithm, the solution of the original equation satisfied by $p(t, x)$ is approximated using the (Cameron-Martin version of the) Wiener chaos decomposition. The result is then approximated further using the H-orthogonal projection of the first kind. The error of the approximation is computed for both the UFD and the unnormalized optimal filter.

The other algorithm, called the spectral separating scheme of the second kind, is described in Section 4.4. In this algorithm, the equation for $p(t, x)$ is first reduced to a system of stochastic ordinary differential equations using the Galerkin approximation and after that the solution of the system is approximated using the Wiener chaos decomposition. The error of the approximation is computed for both the UFD and the unnormalized optimal filter.

The computational aspects of the algorithms are studied in Section 4.5, where both spectral separating schemes are also compared with the splitting-up approximation — an existing scheme for computing an approximation of the UFD.

### 4.2 The Diffusion Filtering Model

Let $(\Omega, \mathcal{F}, P)$ be a complete probability space with independent standard Wiener processes $W = W(t)$ and $V = V(t)$ of dimensions $d_1$ and $r$ respectively. In the diffusion filtering model, the unobserved $d$ - dimensional state (or signal) process $X = X(t)$ and the $r$-dimensional observation process $Y = Y(t)$ are defined by the stochastic ordinary differential equations

$$
\begin{align*}
  dX(t) &= b(X(t))dt + \sigma(X(t))dW(t) + \rho(X(t))dV(t), \\
  dY(t) &= h(X(t))dt + dV(t), \quad 0 < t \leq T; \\
  X(0) &= X_0, \quad Y(0) = 0.
\end{align*}
$$

If $f = f(x)$ is a scalar measurable function on $\mathbb{R}^d$ so that

$$
\sup_{0 \leq t \leq T} |f(X(t))|^2 < \infty,
$$

then the filtering problem for (4.2) is to find the best mean square estimate $\hat{f}_t$ of $f(X(t)), t \leq T$, given the observations $Y(s), 0 < s \leq t$.

#### 4.2.1. Definition

The parameters of the filtering model (4.2) are the functions $b, \sigma, \rho, h, f$, the random variable $X_0$, the dimensions $d$ and $r$ of the state and the observation processes, and the length $T$ of the time interval.

#### 4.2.2. Definition

The filtering model (4.2) is called regular if the following conditions are fulfilled:

- (R1) The functions $b = b(x) \in \mathbb{R}^d, \sigma = \sigma(x) \in \mathbb{R}^{d \times d_1}, \rho = \rho(x) \in \mathbb{R}^{d \times r}$, and $h = h(x) \in \mathbb{R}^r$ are infinitely differentiable and bounded with all the derivatives;
(R2) The random variable $X_0$ and the Wiener processes $W$ and $V$ are independent of one another;

(R3) The random variable $X_0$ has a density $p_0(x)$, $x \in \mathbb{R}^d$, so that the function $p_0 = p_0(x)$ is infinitely differentiable and decays at infinity with all the derivatives faster than any power of $|x|$;

(R4) The function $f = f(x)$ is of polynomial growth, i.e. there exist positive numbers $L$ and $k_0$ so that

$$|f(x)| \leq L(1 + |x|^{k_0}) \text{ for all } x \in \mathbb{R}^d.$$  

4.2.3. Lemma. If the filtering model is regular, then

$$\sup_{0 \leq t \leq T} \mathbb{E}|f(X(t))|^n < \infty$$  

for every positive integer $n$.

Proof. This follows from Theorem 4.6 in [47].

Throughout the rest of the chapter, the filtering model (4.2) will be considered, and the model is assumed to be regular in the sense of Definition 4.2.2. All constants will be denoted by $C$ and are either absolute constants or depend only on the parameters of the model. The value of $C$ can be different in different places and dependence of $C$ on other parameters will be explicitly indicated.

Denote by $\mathcal{F}_t^Y$ the $\sigma$-algebra generated by $Y(s), \ 0 \leq s \leq t$. Then the properties of the conditional expectation imply that the solution of the filtering problem is

$$\hat{f}_t = \mathbb{E}\left(f(X(t)) | \mathcal{F}_t^Y \right).$$

To derive an alternative representation of $\hat{f}_t$, some additional constructions will be necessary.

Define a new probability measure $\tilde{P}$ on $(\Omega, \mathcal{F})$ as follows: for $A \in \mathcal{F}$,

$$\tilde{P}(A) = \int_A Z_t^{-1} dP,$$

where

$$Z_t = \exp \left\{ \int_0^t h^*(X(s)) dY(s) - \frac{1}{2} \int_0^t |h(X(s))|^2 ds \right\}$$

(here and below, if $\zeta \in \mathbb{R}^k$, then $\zeta$ is a column vector, $\zeta^* = (\zeta_1, \ldots, \zeta_k)$, and $|\zeta|^2 = \zeta^* \zeta$).

Since the function $h$ is bounded, the measures $P$ and $\tilde{P}$ are equivalent. The expectation with respect to the measure $\tilde{P}$ will be denoted by $\tilde{E}$.

The following properties of the measure $\tilde{P}$ are well known [33, 61]:
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1. Under the measure \( \mathbf{P} \), the distributions of the Wiener process \( W \) and the random variable \( X_0 \) are unchanged, the observation process \( Y \) is a standard Wiener process, and the state process \( X \) satisfies
\[
dX(t) = b(X(t))dt + \sigma(X(t))dW(t) + \rho(X(t)) (dY(t) - h(X(t))dt), \quad 0 < t \leq T; \\
X(0) = X_0;
\]

2. Under the measure \( \mathbf{P} \), the Wiener processes \( W \) and \( Y \) and the random variable \( X_0 \) are independent of one another;

3. The optimal filter \( \hat{f}_t \) satisfies
\[
\hat{f}_t = \frac{\mathbf{E}[f(X(t))Z_t|\mathcal{F}_t^Y]}{\mathbf{E}[Z_t|\mathcal{F}_t^Y]},
\]

Next, consider the partial differential operators
\[
\mathcal{L} g(x) = \frac{1}{2} \sum_{i,j=1}^{d} (\sigma(x)\sigma^*(x))_{ij} + (\rho(x)\rho^*(x))_{ij} \frac{\partial^2 g(x)}{\partial x_i \partial x_j} + \sum_{i=1}^{d} b_i(x) \frac{\partial g(x)}{\partial x_i};
\]
\[
\mathcal{M}_l g(x) = h_l(x) g(x) + \sum_{i=1}^{d} \rho_{il}(x) \frac{\partial g(x)}{\partial x_i}, \quad l = 1, \ldots, r
\]
and their adjoints
\[
\mathcal{L}^* g(x) = \frac{1}{2} \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} (\sigma(x)\sigma^*(x))_{ij} g(x) + (\rho(x)\rho^*(x))_{ij} g(x) - \sum_{i=1}^{d} \frac{\partial}{\partial x_i} (b_i(x) g(x));
\]
\[
\mathcal{M}^*_l g(x) = h_l(x) g(x) - \sum_{i=1}^{d} \frac{\partial}{\partial x_i} (\rho_{il}(x) g(x)), \quad l = 1, \ldots, r.
\]
The following result is well known [61, Theorem 6.2.1].

4.2.4. **Theorem.** If the filtering model is regular, then there is a random field \( p = p(t,x), \quad t \in [0,T], \quad x \in \mathbb{R}^d \), so that
\[
\mathbf{E}[f(X(t))Z_t|\mathcal{F}_t^Y] = \int_{\mathbb{R}^d} f(x)p(t,x)dx
\]
and \( p(t,x) \) satisfies the stochastic partial differential equation
\[
dp(t,x) = \mathcal{L}^* p(t,x)dt + \sum_{i=1}^{r} \mathcal{M}^*_i p(t,x)dy_i(t), \quad 0 < t \leq T, \quad x \in \mathbb{R}^d; \\
p(0,x) = p_0(x).
\]
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4.2.5. Definition. Equation (4.5) is called the Zakai equation, the random field \( p = p(t,x) \), the unnormalized filtering density (UFD), and the random variable \( \phi_t[f] = \mathbb{E} \left[ f(X(t)) | \mathcal{F}_t \right] \), the unnormalized optimal filter.

It follows from (4.3) and (4.4) that the optimal filter \( \hat{f}_t \) satisfies

\[
\hat{f}_t = \frac{\int_{\mathbb{R}^d} f(x) p(t,x) dx}{\int_{\mathbb{R}^d} p(t,x) dx} = \frac{\phi_t[f]}{\phi_t[1]},
\]

and the filtering problem is solved once the UFD \( p(t,x) \) (or an approximation of \( p(t,x) \)) is computed.

Let \( \mathcal{H}^a \) be the Sobolev space \( W^a_2(\mathbb{R}^d) \) [1, 37, 45, 61]. Under assumption (R1) from Definition 4.2.2, for every \( a \in \mathbb{R} \) the operator \( \mathcal{L}^* \) is linear and bounded from \( \mathcal{H}^a \) to \( \mathcal{H}^{a-2} \) and each operator \( \mathcal{M}_{l}^*; \ l = 1, \ldots, r \), is linear and bounded from \( \mathcal{H}^a \) to \( \mathcal{H}^{a-1} \). The Zakai equation (4.5) will be considered on the probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \), so that \( Y = Y(t) \) is a standard Wiener process on this space. Therefore equation (4.5) is a particular case of the stochastic evolution equation studied in the previous two chapters. Direct computations show that equation (4.5) is (at least) dissipative, and then Theorem 2.2.6 implies that the solution \( p = p(t,x) \) exists, is unique, and

\[
p \in L_2(\Omega \times [0,T]; \mathcal{H}^1) \cap L_2(\Omega; C([0,T]; \mathcal{H}^0))
\]

(with \( \mathcal{H}^0 = L_2(\mathbb{R}^d) \)). In fact, the regularity assumptions (R1) and (R3) imply much higher regularity of the random field \( p \). To state the corresponding result, another definition is necessary.

4.2.6. Definition. For \( q \in \mathbb{R} \), the space \( L_2(q, \mathbb{R}^d) \) is defined by

\[
L_2(q, \mathbb{R}^d) = \left\{ g : \int_{\mathbb{R}^d} (1 + |x|^2)^q |g(x)|^2 dx < \infty \right\}.
\]

The norm \( \| \cdot \|_{0,q} \) in the space \( L_2(q, \mathbb{R}^d) \) is defined by

\[
\|g\|_{0,q} = \left( \int_{\mathbb{R}^d} (1 + |x|^2)^q |g(x)|^2 dx \right)^{1/2}.
\]

The weighted Sobolev space \( \mathcal{H}^n(q) \), \( n = 0, 1, \ldots, \) is the collection of (generalized) functions which belong to the space \( L_2(q, \mathbb{R}^d) \) together with all their generalized derivatives up to order \( n \). For every \( n \) and \( q, \) \( \mathcal{H}^n(q) \) is a separable Hilbert space [61, Theorem 3.4.7]; the norm and the inner product in this space will be denoted by \( \| \cdot \|_{n,q} \) and \( (\cdot, \cdot)_{n,q} \) respectively. If \( u, \ v \in \mathcal{H}^n(q) \), then

\[
(u, v)_{n,q} = \sum_{|\gamma| \leq n} \int_{\mathbb{R}^d} D^\gamma u(x) D^\gamma v(x) (1 + |x|^2)^q dx,
\]

where \( \gamma = (\gamma_1, \ldots, \gamma_d), |\gamma| = \sum_{i=1}^d \gamma_i, D^\gamma = \frac{\partial^{\gamma}}{\partial x_1^{\gamma_1} \cdots \partial x_d^{\gamma_d}}.\)
Clearly, $H^0(q) = L_2(q, \mathbb{R}^d)$ and $H^n(0) = H^n$.

4.2.7. Theorem. If the filtering model is regular, then for every $q \in \mathbb{R}$ and every non-negative integer $n$

$$p \in L_2(\Omega; C([0, T]; H^n(q))$$

and

$$E\|p(t, \cdot)\|_{n,q}^2 \leq e^{C(n,q)t} \|p_0\|_{n,q}^2.$$ 

Proof. This follows from Theorem 4.3.2 in [61].

4.2.8. Corollary. If $\{\Phi_t\}_{t \geq 0}$ is the semigroup generated by the operator $L^*$, then for each $t \geq 0$ the operator $\Phi_t$ is linear and bounded from $H^n(q)$ to $H^n(q)$ and

$$\|\Phi_t g\|_{n,q} \leq e^{C(n,q)t} \|g\|_{n,q}.$$ 

4.3 The Spectral Separating Scheme of the First Kind

Consider the regular filtering model

$$
\begin{align*}
\text{d}X(t) &= b(X(t)) \text{d}t + \sigma(X(t)) \text{d}W(t), \\
\text{d}Y(t) &= h(X(t)) \text{d}t + \text{d}V(t), \quad 0 < t \leq T; \\
X(0) &= X_0, \quad Y(0) = 0, \quad \text{estimate } f(X(t));
\end{align*}
$$

which is a particular case of (4.2) under an additional assumption that $\rho(x) = 0$ for all $x \in \mathbb{R}^d$. This assumption means that the observation noise is independent of the state process. Then the Zakai equation (4.5) becomes

$$
\begin{align*}
\text{d}p(t, x) &= L^* p(t, x) \text{d}t + \sum_{i=1}^r h_i(x) p(t, x) \text{d}Y_i(t), \quad 0 < t \leq T, \quad x \in \mathbb{R}^d; \\
p(0, x) &= p_0(x),
\end{align*}
$$

so that the operators $M_l = h_l(x), \ l = 1, \ldots, r$, commute with each other and are linear and bounded from $H^n(q)$ to $H^n(q)$ for every $q \in \mathbb{R}$ and every non-negative integer $n$.

In this section, a recursive approximation of the solution of (4.7) will be constructed using the Cameron-Martin version of the Wiener chaos decomposition followed by the $H$-orthogonal projection of the first kind. This approach also provides a recursive approximation of the unnormalized optimal filter. The corresponding algorithm is referred to as the spectral separating scheme of the first kind (or $S_\text{I}^0$ for short). Equation (4.7) is considered on the probability space $(\Omega, \mathcal{F}, \mathbf{P})$ so that all error bounds are given in terms of the expectation $\hat{E}$. The properties of the approximation on the original probability space $(\Omega, \mathcal{F}, \mathbf{P})$ are studies below in Section 4.5.
Let \( 0 = t_0 < t_1 \ldots < t_M = T \) be a uniform partition of the interval \([0, T]\) with step \(\Delta\), and define an orthonormal basis \(\{m_k\}\) in \(L_2([0,\Delta])\) by
\[
m_1(s) = \frac{1}{\sqrt{\Delta}}; \quad m_k(s) = \sqrt{\frac{2}{\Delta}} \cos \left( \frac{\pi(k-1)s}{\Delta} \right), \quad k > 1; \quad 0 \leq s \leq \Delta. \tag{4.8}
\]
Recall that \(J\) denotes the collection of \(r\)-dimensional multi-indices, and for \(\alpha \in J\), \(\alpha(i,j)\) stands for the multi-index \(\breve{\alpha} = (\breve{\alpha}_k^i)_{1\leq i \leq r, \; k \geq 1}\) with
\[
\breve{\alpha}_k^i = \begin{cases} \alpha_k^i \\
\max(0, \alpha_k^i - 1) & \text{if } k \neq i \text{ or } l \neq j \text{ or both} \\
\alpha_k^i & \text{if } k = i \text{ and } l = j.
\end{cases}
\]
Also, for \(\alpha \in J\), \(|\alpha| = \sum_{k,l} \alpha_k^i\), \(d(\alpha) = \max\{k : \alpha_k^i > 0 \text{ for some } l\}\), and \(J^N_n = \{\alpha \in J : |\alpha| \leq N, \; d(\alpha) \leq n\}\). Define
\[
\xi_\alpha^i = \frac{1}{\sqrt{\alpha!}} \prod_{k,l} H_{\alpha_k^i} \left( \int_{t_{i-1}}^{t_i} m_k(s - t_{i-1})dY_i(s) \right), \tag{4.9}
\]
where \(H_n(t) = (-1)^n e^{t^2/2} \frac{d^n}{dt^n} e^{-t^2/2}\).

By Corollary 2.4.2, the solution of (4.7) can be written as
\[
p(t_i, x) = \sum_{\alpha \in J} \frac{1}{\sqrt{\alpha!}} \varphi_\alpha(\Delta, x; p(t_{i-1}, \cdot)) \xi_\alpha^i, \quad i = 1, \ldots, M,
\]
where the coefficients \(\varphi_\alpha(\Delta, x; g)\) are the solutions of
\[
\begin{aligned}
\frac{\partial \varphi_\alpha(s, x; g)}{\partial s} &= \mathcal{L} \varphi_\alpha(s, x; g) + \sum_{k,l} \alpha_k^l m_k(s) h_l(x) \varphi_\alpha(k,l)(s, x; g), \quad 0 < s \leq \Delta; \\
\varphi_\alpha(0, x; g) &= g(x) 1_{\{\alpha = 0\}}.
\end{aligned} \tag{4.10}
\]

4.3.1. Lemma. If \(g \in H^n(q)\), then \(\varphi_\alpha(t, \cdot; g) \in H^n(q)\) for every \(t \in [0,\Delta]\) and
\[
\sum_{|\alpha| = k} \frac{\|\varphi_\alpha(t, \cdot; g)\|_{n,q}^2}{\alpha!} \leq C(n,q) t^k \frac{[C(n,q)t]^{k}}{k!} \|g\|_{n,q}^2.
\]

Proof. This follows from Corollaries 2.3.8 and 4.2.8.

\[\square\]

Let \(\{e_\gamma\}_{\gamma \in \Gamma}\) be the Hermite basis in \(\mathbb{R}^d\) so that
\[
e_\gamma(x) = \prod_{i=1}^d e_{\gamma_i}(x_i),
\]
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where
\[ e_n(t) = \frac{(-1)^n}{\sqrt{2^n \pi^{1/2} n!}} e^{i^2/2 \frac{d^n}{dt^n} e^{-it}}. \]

The function \( e_\gamma \) is the eigenfunction of the self-adjoint operator \( \Lambda = -\nabla^2 + (1 + |x|^2) \):
\[ \Lambda e_\gamma = (2|\gamma| + d + 1)e_\gamma, \quad (4.11) \]
where \( \nabla^2 \) is the Laplace operator. The domain of \( \Lambda^k \) (\( k \)-th power of \( \Lambda \)) includes \( \mathbb{H}^{2k}(2k) \). Indeed,
\[ \|\Lambda g\|_{k,k} \leq C(k) (\|g\|_{k+2,k} + \|g\|_{k,k+2}) \leq C(k) \|g\|_{k+2,k+2} \]
and so by induction
\[ \|\Lambda^k g\|_0 \leq C(k)\|g\|_{2k,2k}. \quad (4.12) \]

Define \( f_\gamma, \gamma \in \Gamma \), by
\[ f_\gamma = \int_{\mathbb{R}^d} f(x) e_\gamma(x) dx. \]
The integral is well defined because the function \( f \) is of polynomial growth and \( e_\gamma(x) \) decays exponentially fast as \( |x| \to \infty \).

The following is a representation of the unnormalized optimal filter.

**4.3.2. Theorem.** If the filtering model (4.6) is regular and
\[ \psi_\gamma(t_i) = (p(t_i, \cdot), e_\gamma)_0, \]
then
\[ \phi_{t_i}[f] = \sum_{\gamma \in \Gamma} f_\gamma \psi_\gamma(t_i) \quad (\mathbb{P}-\text{a.s.}) \quad (4.13) \]

**Proof.** By definition,
\[ \phi_{t_i}[f] = \int_{\mathbb{R}^d} f(x) p(t_i, x) dx, \]
and by Theorem 4.2.7,
\[ p(t_i, x) = \sum_{\gamma \in \Gamma} \psi_\gamma(t_i) e_\gamma(x) \quad (\mathbb{P}-\text{a.s.}) \]

Therefore, (4.13) will follow if the series \( \sum_{\gamma \in \Gamma} f_\gamma \psi_\gamma(t_i) \) converges absolutely \( \mathbb{P} \)-a.s. so that it is possible to interchange the order of summation and integration. Since the measures \( \mathbb{P} \) and \( \hat{\mathbb{P}} \) are equivalent, it is sufficient to establish \( \hat{\mathbb{P}} \)-a.s. convergence of the series, which will follow if
\[ \sum_{\gamma \in \Gamma} |f_\gamma| \hat{\mathbb{E}}|\psi_\gamma(t_i)| < \infty. \quad (4.14) \]

By the regularity assumption (R4),
\[ |f_\gamma| \leq L \int_{\mathbb{R}^d} (1 + |x|^{k_0})|e_\gamma(x)| dx \leq C \prod_{i=1}^d \int_{\mathbb{R}} (1 + |x_i|^{2k_0})|e_\gamma(x_i)| dx_i, \]
and it follows from [25, paragraph (21.3.3)] that

\[\int_{\mathbb{R}} (1 + |x_i|^2 \gamma_i) |c_{\gamma_i}(x_i)| dx_i \leq C |\gamma_i|^{(d_\gamma + 1)/4},\]

whence

\[|f_\gamma| \leq C |\gamma|^{(d_\gamma + 1)/d}. \tag{4.15}\]

On the other hand, by (4.11), (4.12), and Theorem 4.2.7, for every \( \nu > 0 \) there is a \( C(\nu) \) so that

\[\mathbb{E}|\psi_\gamma(t_i)| \leq \sqrt{\mathbb{E}|(p(t_i, \cdot), c_\gamma)_0|^2} \leq \frac{C(\nu)}{|\gamma|^\nu}.\]

Combining the last inequality with (4.15) and taking \( \nu \) sufficiently large implies (4.14). \( \square \)

For a positive integer \( \kappa \), the set \( \{ \gamma \in \Gamma : |\gamma| = \sum_{i=1}^d \gamma_i \leq \kappa \} \) will be denoted by \( \Gamma_\kappa \). If \( K_\kappa = |\Gamma_\kappa| \) is the number of elements in \( \Gamma_\kappa \), then \( K_\kappa \) is the number of non-negative integer solutions \( \gamma_1, \ldots, \gamma_d \) of the inequality \( \gamma_1 + \ldots + \gamma_d \leq \kappa \) and is equal to \( (\kappa + d)!/\kappa!d! \) (the proof can be found in [12]).

The approximation \( P_N^{n,\kappa}(t_i, x) \) of \( p(t_i, x) \) is defined by

\[P_N^{n,\kappa}(t_i, x) = \sum_{\gamma \in \Gamma_\kappa} \psi_\gamma(t_i; N, n, \kappa) c_{\gamma}(x),\]

where

\[
\psi_\gamma(t_0; N, n, \kappa) = (p_0, c_\gamma)_0, \quad \gamma \in \Gamma_\kappa, \\
\psi_\gamma(t_{i+1}; N, n, \kappa) = \sum_{\tau \in \Gamma_\kappa} \sum_{\xi \in I_\kappa^\tau} (\varphi_{\tau}(\Delta, \cdot, \xi_\tau), c_\gamma)_0 \psi_\tau(t_i; N, n, \kappa) \xi_\tau.
\]

Also define an approximation \( \tilde{\phi}_{t_i, \kappa}(f) \) of the unnormalized optimal filter \( \phi_t[f] \) by

\[\tilde{\phi}_{t_i, \kappa}(f) = \sum_{\gamma \in \Gamma_\kappa} f_\gamma \psi_\gamma(t_i; N, n, \kappa).\]

**4.3.3. Theorem.** It the model (4.6) is regular, then for every positive integer \( \nu \) there is a constant\(^1\) \( C(\nu) \) so that

\[
\max_{0 \leq i \leq M} \mathbb{E}\|p(t_i, \cdot) - P_N^{n,\kappa}(t_i, \cdot)\|_0^2 \leq \frac{(C\Delta)^N}{(N+1)!} + \frac{C\Delta^2}{n} + \frac{C(\nu)}{\kappa^\nu\Delta^2}, \tag{4.16}
\]

and

\[
\max_{0 \leq i \leq M} \mathbb{E}|\phi_{t_i}[f] - \tilde{\phi}_{t_i, \kappa}[f]|^2 \leq \frac{(C\Delta)^N}{(N+1)!} + \frac{C\Delta^2}{n} + \frac{C(\nu)}{\kappa^\nu\Delta^2}. \tag{4.17}
\]

\(^1\)Recall that all constants are denoted by \( C \) and can depend on the parameters of the model, which include the coefficients of the diffusion equations and the length of the time interval; the value of the constants can be different in different places.
**Proof.** Define operators $F_i$ by

$$F_i(g)(x) = \sum_{\alpha \in J^N_i} \varphi_{\alpha}(\Delta, x; g)\xi^i_{\alpha}, \quad i = 1, \ldots, M,$$

and then the sequence $\{p_N^\alpha(t_i, x)\}_{0 \leq i \leq M}$,

$$p_N^\alpha(t_0, x) = p_0(x), \quad p_N^\alpha(t_{i+1}, x) = F_{i+1}(p_N^\alpha(t_i, \cdot))(x), \quad i = 1, \ldots, M.$$

By Theorem 2.4.3 and Corollary 4.2.8,

$$\max_{0 \leq i \leq M} \|\tilde{E}\|p(t_i, \cdot) - p_N^\alpha(t_i, \cdot)\|_0^2 \leq \frac{\langle C \Delta \rangle^N}{(N + 1)!} + \frac{C \Delta^2}{n}. \quad (4.18)$$

Next, if $\Pi^{K^\alpha}$ is the orthogonal projection on the span of $\{e_\gamma\}_{\gamma \in \Gamma_{\alpha}}$, then

$$P_N^{n, K^\alpha}(t_{i+1}, x) = \Pi^{K^\alpha}F_{i+1}(P_N^{n, \alpha}(t_i, \cdot))(x).$$

By Lemma 4.3.1,

$$\|\tilde{E}\|F_{i+1}(p_N^{\alpha}(t_i, \cdot))\|_0^2 \leq e^{C \Delta} \|\tilde{E}\|p_N^{\alpha}(t_i, \cdot)\|_0^2,$$

and by (4.12) and Lemma 4.3.1,

$$\|\tilde{E}\|\Lambda^k p_N^{\alpha}(t_i, \cdot)\|_0^2 \leq C(k) \|\tilde{E}\|p_N^{\alpha}(t_i, \cdot)\|_0^2 < \infty.$$

Then, according to Remark 3.3.4, for every $\nu > 0$ there is a $C(\nu)$ so that

$$\max_{0 \leq i \leq M} \|\tilde{E}\|p_N^{\alpha}(t_i, \cdot) - P_N^{n, K^\alpha}(t_i, \cdot)\|_0^2 \leq \frac{C(\nu)}{K^\alpha \Delta^2}.$$

Since $K^\alpha \propto \kappa^d$, the last inequality implies

$$\max_{0 \leq i \leq M} \|\tilde{E}\|p_N^{\alpha}(t_i, \cdot) - P_N^{n, K^\alpha}(t_i, \cdot)\|_0^2 \leq \frac{C(\nu)}{K^\alpha \Delta^2}. \quad (4.19)$$

Combining (4.18) and (4.19) results in (4.16).

To prove (4.17) note that the assumption

$$|f(x)| \leq L(1 + |x|^{K^\alpha})$$

implies

$$f \in L_2(-q, \mathbb{R}^d) \quad \text{for every} \quad q > \frac{d + 2k_0}{2}.$$
and then
\[ \mathbf{E}(\phi_{t_i,\xi}[f] - \phi_t[f])^2 = \mathbf{E}(p(t_i, \cdot) - p_N^{n,\kappa}(t_i, \cdot))^2 \leq \|f\|^2_{0,q} \mathbf{E}\|p(t_i, \cdot) - p_N^{n,\kappa}(t_i, \cdot)\|^2_{0,q} \leq 2\|f\|^2_{0,q} \left( \mathbf{E}\|p(t_i, \cdot) - p_N^{n}(t_i, \cdot)\|^2_{0,q} + \right) \]
\[ (4.20) \]
\[ \mathbf{E}\|p_N^{n}(t_i, \cdot) - p_N^{n,\kappa}(t_i, \cdot)\|^2_{0,q}, \]

The regularity assumption (R1) implies that for \( a = 0, 2 \) the operator \( \mathcal{L}^* \) is linear and bounded from \( \mathbf{H}^a(q) \) to \( \mathbf{H}^{a-2}(q) \), the operators \( \mathcal{M}^l, \ l = 1, \ldots, r, \) are linear and bounded from \( \mathbf{H}^a(q) \) to \( \mathbf{H}^a(q) \), and by Corollary 4.2.8 the operator \( \Phi_t \) is linear and bounded from \( \mathbf{H}^a(q) \) to \( \mathbf{H}^a(q) \). Therefore by Theorem 2.1.3,
\[ \max_{0 \leq i \leq M} \mathbf{E}\|p(t_i, \cdot) - p_N^{n}(t_i, \cdot)\|^2_{0,q} \leq \frac{(C\Delta)^N}{(N+1)!} + \frac{C\Delta^2}{n}, \]
and, according to (4.20), inequality (4.17) will follow if for every \( \nu > 0 \) there is a \( C(\nu) \) so that
\[ \mathbf{E}\|p_N^{n}(t_i, \cdot) - p_N^{n,\kappa}(t_i, \cdot)\|^2_{0,q} \leq \frac{C(\nu)}{\kappa^\nu \Delta^2}. \]  
\[ (4.21) \]
To verify (4.21) note that if \( g \in L_2(q, \mathbb{R}^d) \) and \( \beta(x) := (1 + |x|^2)^{\nu/2} \), then
\[ \|g\|^2_{0,q} = \|g \beta\|^2_{0} = \sum_{\gamma} (g, \beta e_{\gamma})_0^2. \]
The properties of \( e_{\gamma} \) imply that
\[ (1 + |x|^2)e_{\gamma}(x) = \sum_{\tau \in \Gamma(\gamma)} C_{\tau}(\gamma)e_{\tau}(x), \]
\[ (4.22) \]
where \( \Gamma(\gamma) \) is a finite subset of \( \Gamma \) with the number of elements bounded from above by a constant independent of \( \gamma \), and \( C_{\tau}(\gamma) \) is a constant with \( |C_{\tau}(\gamma)| \leq C|\tau| \). Indeed, \( (1 + |x|^2)e_{\gamma}(x) = (2|\gamma| + d + 1)e_{\gamma}(x) + \nabla^2 e_{\gamma}(x), e_{\gamma}(x) = \prod_{i=1}^d e_{\gamma_i}(x_i), \) and
\[ \frac{de_{\gamma}(x_i)}{dx_i} = \frac{1}{\sqrt{2}} \left( \sqrt{\gamma_i e_{\gamma_i-1}(x_i)} - \sqrt{\gamma_i + 1}e_{\gamma_i+1}(x_i) \right), \]
\[ (4.23) \]
whence (4.22). 

Since \( q/2 \) is an integer, proceeding by induction results in
\[ \beta(x)e_{\gamma}(x) = \sum_{\tau \in \Gamma(\gamma)} C_{\tau}(\gamma)e_{\tau}(x), \]
where \( \Gamma(\gamma) \) is a finite subset of \( \Gamma \) with the number of elements bounded from above by a constant independent of \( \gamma \), and \( C_{\tau}(\gamma) \) is a constant with \( |C_{\tau}(\gamma)| \leq C|\tau|^{q/2} \). Therefore,
\[ (g, \beta e_{\gamma})_0^2 \leq C \sum_{\tau \in \Gamma(\gamma)} |\tau|^q(g, e_{\gamma})_0^2 \]
and
\[ \|g\|^2_{0,q} \equiv \sum_{\gamma \in \Gamma} (g, \beta e_{\gamma})_0^2 \leq C \sum_{\gamma \in \Gamma} |\gamma|^q(g, e_{\gamma})_0^2. \]
Thus,
\[
\mathbf{E}\|p^n_N(t_i, \cdot) - P^n_{\kappa}(t_i, \cdot)\|_0^2 \leq C \sum_{\gamma \in \Gamma} |\gamma|^q \mathbf{E}(p^n_N(t_i, \cdot) - P^n_{\kappa}(t_i, \cdot), e_\gamma)_0^2 = \\
C \sum_{\gamma \in \Gamma} |\gamma|^q \mathbf{E}(p^n_N(t_i, \cdot) - P^n_{\kappa}(t_i, \cdot), e_\gamma)_0^2 + C \sum_{\gamma \notin \Gamma} |\gamma|^q \mathbf{E}(p^n_N(t_i, \cdot), e_\gamma)_0^2 \leq (4.24)
\]

By (4.19),
\[
\max_{0 \leq i \leq M} \kappa^q \mathbf{E}\|p^n_N(t_i, \cdot) - P^n_{\kappa}(t_i, \cdot)\|_0^2 \leq \frac{C(\nu)}{\kappa^q},
\]
and by Lemma 4.3.1, since \(p^n_N(t_i, \cdot)\) is in the domain of every power of \(\Lambda\),

\[
\mathbf{E}(p^n_N(t_i, \cdot), e_\gamma)_0^2 \leq \frac{C(\nu)}{|\gamma|^q},
\]
so that taking \(\nu\) sufficiently large results in

\[
\max_{0 \leq i \leq M} \sum_{\gamma \notin \Gamma} |\gamma|^q \mathbf{E}(p^n_N(t_i, \cdot), e_\gamma)_0^2 \leq \frac{C(\nu)}{|\gamma|^q}.
\]

After that, (4.21) follows from (4.24), (4.25), and (4.26). This completes the proof of the theorem.

\[\square\]

The algorithm for computing \(P^n_{\kappa}\) and \(\tilde{\phi}_{t_i, \kappa}[f]\) is presented below.

1. **Off line** (before the observations are available):
   - for \(\alpha \in J^N\) and \(\gamma, \tau \in \Gamma\), compute
     \[
     q^\alpha_\gamma = (\varphi(\Delta, \cdot; e_\kappa), e_\gamma)_0, f_\tau = (f, e_\gamma)_0, \text{ and } \psi_\gamma(t_0, N, n, \kappa) = (p_0, e_\gamma)_0;
     \]
   - set \(P_{\kappa}(t_0, x) = \sum_{\gamma \in \Gamma\kappa} \psi_\gamma(t_0; N, n, \kappa)e_\gamma(x)\) and \(\tilde{\phi}_{t_i, \kappa}[f] = \sum_{\gamma \in \Gamma\kappa} f_\gamma \psi_\gamma(t_0; N, n, \kappa)\).

2. **On line**, step \(i\) (as the observations become available): compute
   \[
   \psi_\gamma(t_i; N, n, \kappa) = \sum_{\tau \in \Gamma\kappa} Q_{\gamma\tau}(\xi^i)\psi_\tau(t_{i-1}; N, n, \kappa), \quad \gamma \in \Gamma\kappa, \quad (4.27)
   \]
where
\[
Q_{\gamma\tau}(\xi^i) = \sum_{\alpha \in J^N} q^\alpha_\gamma \xi^i,
\]
then, if necessary, compute
\[
P_{\kappa}(t_i, x) = \sum_{\gamma \in \Gamma\kappa} \psi_\gamma(t_i; N, n, \kappa)e_\gamma(x), \quad (4.28)
\]
\[
\tilde{\phi}_{t_i, \kappa}[f] = \sum_{\gamma \in \Gamma\kappa} f_\gamma \psi_\gamma(t_i; N, n, \kappa), \quad (4.29)
\]
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and
\[ f_{t_i, \kappa} = \frac{\tilde{\phi}_{t_i, \kappa}[f]}{\phi_{t_i, \kappa}[1]}, \] (4.30)

This algorithm will be referred to as the **spectral separating scheme of the first kind** (or \(S_1^3\) for short).

**4.3.4. Remark.** The main advantage of \(S_1^3\) as compared to the existing schemes for solving the Zakai equation is that the time consuming computations, including solving partial differential equations and computing integrals, are performed off line, while the on-line part is relatively simple even when the dimension \(d\) of the state process is large. Here are some other features of the algorithm:

1. The overall amount of the off-line computations does not depend on the number of the on-line time steps;

2. Formulas (4.29) and (4.30) can be used to compute an approximation to \(\hat{f}_{t_i}\) (e.g. conditional moments) without the time consuming computations of \(P_{N, \kappa}^n(t_i, x)\) and the related integrals;

3. Only the coefficients \(\psi_\gamma(t_i; N, n, \kappa)\) must be computed at every time step while the approximate filter \(\tilde{f}_{t_i}\) and/or UFD \(P_{N, \kappa}^n(t_i, x)\) can be computed as needed, e.g. at the final time moment.

4. The on-line part of the algorithm can be easily parallelized.

5. An obvious limitation is that all the parameters of the model must be known in advance. Also, in the above form, the algorithm cannot be used if \(\rho \neq 0\) or the coefficients of the equations (4.6) depend on time or are random.

**4.3.5. Remark.** By Theorem 4.3.3, the algorithm converges in the limit \(\lim_{\Delta \to 0} \lim_{\kappa \to \infty}\) for all positive integers \(N\) and \(n\). If \(n = 1\), then each \(\xi_n\) depends only on the increments \(Y_i(t_i) - Y_i(t_{i-1})\) of the observation process. In this form the algorithm can be used in the model with discrete time observations [52]. The question of approximating the integrals \(\int_{t_{i-1}}^{t_i} m_k(s-t_{i-1})dY_i(s)\) for \(k > 1\) and other computational aspects of the algorithm, including the complexity, are studied in Section 4.5.

**4.4 The Spectral Separating Scheme of the Second Kind**

Consider the regular filtering model
\[
\begin{align*}
    dX(t) &= b(X(t))dt + \sigma(X(t))dW(t) + \rho(X(t))dV(t), \\
    dY(t) &= h(X(t))dt + dV(t), \quad 0 < t \leq T; \\
    X(0) &= X_0, \quad Y(0) = 0, \quad \text{estimate } f(X(t)).
\end{align*}
\] (4.31)
The Zakai equation describing the time evolution of the UFD $p(t, x)$ is

$$
dp(t, x) = \mathcal{L}^* p(t, x) dt + \sum_{i=1}^{r} \mathcal{M}_i^* p(t, x) dY_i(t), \quad 0 < t \leq T, \quad x \in \mathbb{R}^d; \quad p(0, x) = p_0(x),
$$

where

$$
\mathcal{L}^* g(x) = \frac{1}{2} \sum_{i,j=1}^{d} \frac{\partial^2}{\partial x_i \partial x_j} (\sigma(x) \sigma(x)_{i,j} g(x) + (\rho(x) \rho(x))_{i,j} g(x)) - \sum_{i=1}^{d} \frac{\partial}{\partial x_i} (h_i(x) g(x));
$$

$$
\mathcal{M}_i^* g(x) = h_i(x) g(x) - \sum_{i=1}^{d} \frac{\partial}{\partial x_i} (\rho_{i\tau}(x) g(x)), \quad l = 1, \ldots, r.
$$

In this section, a recursive approximation of the solution of (4.32) will be constructed using the Galerkin approximation followed by the Cameron-Martin version of the Wiener chaos decomposition applied to the resulting system of stochastic ordinary differential equations. The idea was first used by Fung [20] to study the Zakai equation in a bounded domain of $\mathbb{R}^d$. This approach also provides a recursive approximation of the unnormalized optimal filter. The corresponding algorithm is referred to as the spectral separating scheme of the second kind (or $S^3$ for short). Equation (4.32) is considered on the probability space $(\Omega, \mathcal{F}, \mathbb{P})$ so that all error bounds are given in terms of the expectation $E$. The properties of the approximation on the original probability space $(\Omega, \mathcal{F}, \mathbb{P})$ are studied below in Section 4.5.

Let $\{e_{\gamma}\}_{\gamma \in \Gamma}$ be the Hermite basis in $\mathbb{R}^d$ so that $e_\gamma$ is the eigenfunction of the self-adjoint operator $\Lambda = -\nabla^2 + (1 + |x|^2)$:

$$
\Lambda e_{\gamma} = (2|\gamma| + d + 1)e_{\gamma},
$$

where $\nabla^2$ is the Laplace operator. For a positive integer $\kappa$ define the set $\Gamma_{\kappa} = \{\gamma \in \Gamma : |\gamma| = \sum_{i=1}^{d} |\gamma_i| \leq \kappa\}$. The number of elements in $\Gamma_{\kappa}$ is denoted by $K_{\kappa}$. Define the matrices $A_{\kappa}^* = (A_{\kappa}^*)_{\gamma, \tau \in \Gamma_{\kappa}}$ and $B_{\kappa}^* = (B_{\kappa}^*)_{\gamma, \tau \in \Gamma_{\kappa}}$, $l = 1, \ldots, r$, by

$$
A_{\kappa}^* = (\mathcal{L}^* e_\tau, e_\gamma)_0, \quad B_{\kappa}^* = (\mathcal{M}_i^* e_\tau, e_\gamma)_0.
$$

Since $e_\gamma \in H^2$ for all $\gamma$, the scalar products are well defined. The Galerkin approximation $p^\kappa(t, x)$ of $p(t, x)$ is given by

$$
p^\kappa(t, x) = \sum_{\gamma \in \Gamma_{\kappa}} p^\kappa(t) e_\gamma(x),
$$

where the vector $p^\kappa(t) = (p^\kappa(t))_{\gamma \in \Gamma_{\kappa}}$ is the solution of the system of stochastic ordinary differential equations

$$
dp^\kappa(t) = A^* p^\kappa(t) dt + \sum_{i=1}^{r} B_i^* p^\kappa(t) dY_i(t)
$$

with the initial condition $p^\kappa(0) = (p_0, e_\gamma)_0$. System (4.33) is a particular case of the stochastic evolution equation studied in Chapters 2 and 3 with the operators $\mathcal{A}$ and $B_l$ linear and bounded in a finite dimensional space. Note that the matrices $B^*_{\kappa}, \ l = 1, \ldots, r$, do not, in general, commute with each other even if $\rho(x) \equiv 0$.
Let \( 0 = t_0 < t_1 \ldots < t_M = T \) be a uniform partition of the interval \([0, T]\) with step \( \Delta \). Define an orthonormal basis \( \{m_k\} \) in \( L_2([0, \Delta]) \) by

\[
m_1(s) = \frac{1}{\sqrt{\Delta}}; \quad m_k(s) = \sqrt{\frac{2}{\Delta}} \cos \left( \frac{\pi(k - 1)s}{\Delta} \right), \quad k > 1; \quad 0 \leq s \leq \Delta,
\]

and

\[
x^i_\omega = \frac{1}{\sqrt{\alpha}} \frac{1}{\Delta} \prod_{k=1}^{i-1} H_{\omega_k} \left( \int_{t_{i-1}}^{t_i} m_k(s - t_{i-1}) dY_i(s) \right),
\]

where \( H_n(t) = (-1)^n e^{t^2/2} \frac{d^n}{dt^n} e^{-t^2/2} \).

By Corollary 2.4.2, the solution of (4.33) can be written as

\[
p^\kappa(t_i) = \sum_{\alpha \in J} \frac{1}{\sqrt{\alpha}} \phi^\kappa(\Delta; \psi(t_{i-1})) x^i_\omega, \quad i = 1, \ldots, M,
\]

where the coefficients \( \phi^\kappa(\Delta; \zeta) \) are the solutions of

\[
\frac{\partial \phi^\kappa(s; \zeta)}{\partial s} = A^\kappa \phi^\kappa(s; \zeta) + \sum_{k,l} \alpha^i_{k,l} m_k(s) B^\kappa_{l} \phi^\kappa_{k,l}(s; \zeta), \quad 0 < s \leq \Delta
\]

\[
\phi^\kappa(0; \zeta) = \zeta 1_{\{\alpha = o\}}, \quad \zeta \in \mathbb{R}^{K_x}.
\]

For fixed positive integers \( N \) and \( n \) define the approximation \( p^{\kappa,n}_N(t_i) \) of \( p^\kappa(t) \) by

\[
p^{\kappa,n}_N(t_0) = p^\kappa(0), \quad p^{\kappa,n}_N(t_i) = \sum_{\alpha \in J_n} \frac{1}{\sqrt{\alpha}} \phi^\kappa(\Delta; p^{\kappa,n}_N(t_{i-1})) x^i_\omega, \quad i = 1, \ldots, M,
\]

and also

\[
p^{\kappa,n}_N(t_i, x) = \sum_{\gamma \in \Gamma_n} p^{\kappa,n}_N(t_i) e_{\gamma}(x),
\]

\[
\phi^{\kappa,n}_N(t_i, f) = \sum_{\gamma \in \Gamma_n} f_\gamma p^{\kappa,n}_N(t_i),
\]

where \( f_\gamma = \int_{\mathbb{R}^d} f(x) e_{\gamma}(x) dx \).

### 4.4.1. Theorem

If the filtering model (4.31) is regular in the sense of Definition 4.2.2 and

\[
C_{\rho} = \max_{i,j} \sup_{x \in \mathbb{R}^d} |p_{ij}(x)|^2,
\]

then for every \( \nu > 0 \) there is a \( C(\nu) \) so that

\[
\max_{0 \leq i \leq M} E \| p(t_i, \cdot) - p^{\kappa,n}_N(t_i, \cdot) \| \leq C(\nu) + \left( \frac{C(1 + C_{\rho} \kappa) \Delta + (\kappa^2 + C_{\rho} \kappa^3) \Delta^2 + (C(1 + C_{\rho} \kappa))^{N+1} \Delta^N}{n^N} \right) e^{C(1+\rho)\nu T}.
\]

(4.34)
and

\[
\max_{0 \leq \ell \leq M} \mathbf{E}|\hat{\phi}_{t_\ell}[f] - \hat{\phi}_{t_\ell}[\hat{f}]|^2 \leq \frac{C(\nu)}{K^{\nu}} + \left( \frac{C(1 + C\rho K)\Delta + (\kappa^2 + C\rho K^3)\Delta^2}{n} + \frac{(C(1 + C\rho K)^{N+1}\Delta^N}{(N + 1)!} \right) \epsilon^{C(1 + C\rho K)T}. \tag{4.35}
\]

**Proof.** To simplify the presentation, denote \(1 + C\rho K\) by \(C\rho\). It follows from (4.23) that \(e_\gamma \in H^1\) and

\[
\|e_\gamma\|_1 \leq C|\gamma|^{1/2}.
\]

Consequently, by Theorem 3.4.1, for ever \(\nu > 0\) there is a \(C(\nu)\) so that

\[
\sup_{0 \leq t \leq T} \mathbf{E}\|p(t, \cdot) - p^K(t, \cdot)\|^2_0 \leq \frac{C(\nu)}{K^{\nu}}. \tag{4.36}
\]

To prove (4.34), it remains to show that

\[
\mathbf{E}|p^K(t) - p^K_{\gamma}(t)|^2 \leq \left( \frac{C\rho \Delta + \kappa^2 C\rho \Delta^2}{n} + \frac{(CC\rho)^{N+1}\Delta^N}{(N + 1)!} \right) \epsilon^{CC\rho T},
\]

and by Theorem 2.4.3 this inequality holds if for every vector \(\zeta \in \mathbb{R}^{K\rho}\),

\[
|A^K\zeta|^2 \leq C\rho^2|\zeta|^2, \tag{4.37}
\]

\[
|B^K\zeta|^2 \leq CC\rho|\zeta|^2, \tag{4.38}
\]

and

\[
|\Phi_\gamma^K\zeta|^2 \leq e^{C|\zeta|^2}, \tag{4.39}
\]

where \(\Phi_\gamma^K = e^{A^Kt}\).

These inequalities are verified below. For the vector \(\zeta, g = g(x)\) denotes the function

\[
g(x) = \sum_{\gamma \in \Gamma_K} \zeta_\gamma e_\gamma(x),
\]

and \(\Pi^{K\rho}\) is the orthogonal projection on the span of \(\{e_\gamma\}_{\gamma \in \Gamma_K}\).

**Proof of (4.37).** By the definition of the matrix \(A^K\),

\[
|A^K\zeta|^2 = \sum_{\gamma \in \Gamma_K} \left( \sum_{\tau \in \Gamma_K} (\mathbf{L}^* e_\tau, e_\gamma)_{0\tau} \right)^2 = \|\Pi^{K\rho} \mathbf{L}^* g\|^2_0 \leq \|\mathbf{L}^* g\|^2_0 \leq C\|g\|^2_2 \leq C\|(1 - \nabla^2)g\|^2_0 \leq C\|\Lambda g\|^2_0 = C\sum_{\gamma \in \Gamma_K} \left( 1 + d + 2|\gamma| \right)^2 |\zeta_\gamma|^2 \leq C\rho^2|\zeta|^2,
\]

whence (4.37).
Proof of (4.38). By the definition of the matrix $B^\kappa_\xi$,
\[ |B^\kappa_\xi \zeta|^2 = \sum_{\gamma \in \Gamma}_\kappa \left( \sum_{\tau \in \Gamma}_\kappa (\mathcal{M}_i^* e_{\tau}, e_{\gamma}) \zeta \right)^2 = \| \Pi^\kappa \mathcal{M}_i^* g \|_0^2 \leq \| \mathcal{M}_i^* g \|_0^2 = \]
\[ C (\mathcal{M}_i \mathcal{M}_i^* g, g)_0 \leq C \| g \|_0^2 + C C_\rho \left( (1 - \nabla^2) g, g \right)_0 \leq C \| g \|_0^2 + C C_\rho (\Lambda g, g)_0 = \]
\[ C \| g \|_0^2 + C C_\rho \sum_{\gamma \in \Gamma}_\kappa (1 + d + 2 |\gamma|) |\zeta_\gamma|^2 \leq C (1 + C_\rho \kappa) |\zeta|^2 , \]
whence (4.38).

Proof of (4.39). The dissipativity of the operator $\mathcal{L}^*$ implies
\[ \sum_{\gamma, \tau \in \Gamma}_\kappa A^\kappa_{\gamma, \tau} \zeta_\gamma \zeta_\tau = (\mathcal{L}^* g, g)_0 \leq C \| g \|_0^2 = C |\zeta|^2 . \]
The vector $v(t) = \Phi^\kappa_\xi \zeta$ is the solution of the ordinary differential equation
\[ dv(t) = A^\kappa v(t) dt , \]
so that
\[ dv(t)^2 = 2 \sum_{\gamma, \tau \in \Gamma}_\kappa A^\kappa_{\gamma, \tau} v_\gamma(t) v_\tau(t) dt \leq C |v(t)|^2 dt , \]
and by the Gronwall lemma,
\[ |v(t)|^2 \leq e^{C t} |v(0)|^2 , \]
whence (4.39).

This completes the proof of (4.34).

To prove (4.35), the same arguments are used as in the proof of (4.17) from Theorem 4.3.3. Choose an even integer $q > k_0 + d/2$ so that
\[ \hat{E} [\hat{\mathcal{P}}_{\gamma, \kappa} [f] - \hat{\mathcal{P}}_\kappa [f]]^2 \leq 2 \| f \|_{0, q}^2 + \hat{E} \| p(t_\gamma, \cdot) - p^\kappa(t_\gamma, \cdot) \|_{0, q}^2 + \]
\[ \hat{E} \| p^\kappa(t_\gamma, \cdot) - p_N^\kappa(t_\gamma, \cdot) \|_{0, q}^2 , \]
Next, by the inequality
\[ \| g \|_{0, q}^2 \leq C \sum_{\gamma \in \Gamma}_\kappa |\gamma|^q (g, e_{\gamma})_0^2 , \]
which was established during the proof of Theorem 4.3.3,
\[ \hat{E} \| p(t_\gamma, \cdot) - p^\kappa(t_\gamma, \cdot) \|_{0, q}^2 \leq C \sum_{\gamma \in \Gamma}_\kappa |\gamma|^q \hat{E} (p(t_\gamma, \cdot) - p^\kappa(t_\gamma, \cdot), e_{\gamma})_0^2 = \]
\[ C \sum_{\gamma \in \Gamma}_\kappa |\gamma|^q \hat{E} [p_\gamma(t_i) - p^\kappa_\gamma(t_i)]^2 + C \sum_{\gamma \in \Gamma}_\kappa |\gamma|^q \hat{E} |p_\gamma(t_i)|^2 \leq \]
\[ C \kappa^q \hat{E} |p(t_i) - p^\kappa(t_i)|^2 + C \sum_{\gamma \in \Gamma}_\kappa |\gamma|^q \hat{E} |p_\gamma(t_i)|^2 . \]
By (4.36),
\[
\max_{0 \leq i \leq M} \kappa^2 \tilde{\mathbf{E}}[p(t_i) - p^\kappa(t_i)]^2 \leq \frac{C(\nu)}{\kappa^\nu},
\]
and since \(p(t_i, \cdot)\) is in the domain of every power of \(\Lambda\),
\[
\tilde{\mathbf{E}}|p_\gamma(t_i)|^2 \leq \frac{C(\nu)}{\gamma\nu},
\]
so that taking \(\nu\) sufficiently large results in
\[
\max_{0 \leq i \leq M} \sum_{\gamma \notin \Gamma} \gamma^2 \tilde{\mathbf{E}}|p_\gamma(t_i)|^2 \leq \frac{C(\nu)}{\gamma\nu}.
\]
(4.43)

After that, (4.41), (4.42), and (4.43) imply
\[
\max_{0 \leq i \leq M} \tilde{\mathbf{E}}\|p(t_i, \cdot) - p^\kappa(t_i, \cdot)\|_{0,q}^2 \leq \frac{C(\nu)}{\kappa^\nu}.
\]

It remains to show that
\[
\max_{0 \leq i \leq M} \tilde{\mathbf{E}}\|p^\kappa(t_i, \cdot) - p_N^\kappa(t_i, \cdot)\|_{0,q}^2 \leq \left( C \frac{C_\kappa \Delta + \kappa^2 C_\kappa \Delta^2}{n} + \frac{(C C_\kappa)^{N+1} \Delta^N}{(N+1)!} \right) e^{CC_\kappa T}.
\]
(4.44)

Since \(\Lambda e_\gamma = (1 + d + 2|\gamma|)e_\gamma := \lambda_\gamma e_\gamma\), inequality (4.40) implies
\[
\tilde{\mathbf{E}}\|p^\kappa(t_i, \cdot) - p_N^\kappa(t_i, \cdot)\|_{0,q}^2 \leq C \sum_{\gamma \in \Gamma} \lambda_\gamma^2 \tilde{\mathbf{E}}|p_\gamma^\kappa - p_N^\kappa_p|^2.
\]

Define the diagonal matrix \(\hat{\Lambda} = (\hat{\Lambda}_{\gamma \gamma})_{\gamma, \tau \in \Gamma} \) by \(\hat{\Lambda}_{\gamma \gamma} = \lambda_\gamma^{\frac{d}{2}}\). Then define the matrices
\[
\hat{A} = \hat{\Lambda} A^\kappa \hat{\Lambda}^{-1}, \quad \hat{B}_t = \hat{\Lambda} B_t^\kappa \hat{\Lambda}^{-1}, \quad \hat{\Phi}_t = e^{\hat{A}t},
\]
and the vectors \(\hat{p}(t) = \hat{\Lambda} p^\kappa(t), \quad \hat{p}_N(t) = \hat{\Lambda} p_N^\kappa(t)\). With these definitions, the vector \(\hat{p}(t)\) is the solution of
\[
d\hat{p}(t) = \hat{A} \hat{p}(t) dt + \sum_{i=1}^n \hat{B}_i \hat{p}(t) dY_i(t)
\]
with the initial condition \(\hat{p}(0) = \lambda_\gamma^{d/2} (p_0, e_\gamma)_0\), and the vector \(\hat{p}_N(t)\) satisfies
\[
\hat{p}_N^\kappa(t_0) = \hat{p}(0), \quad \hat{p}_N^\kappa(t) = \sum_{\alpha \in J^\kappa} \frac{1}{\alpha!} \hat{p}_\alpha^\kappa(\Delta; \hat{p}_N^\kappa(t_{i-1})) \xi\alpha_i, \quad i = 1, \ldots, M.
\]

Direct computations show that the matrices \(\hat{A}, \hat{B}_t, \) and \(\hat{\Phi}_t\) satisfy
\[
|\hat{A}^\kappa\zeta|^2 \leq C \kappa^2 |\zeta|^2, \quad (4.45)
|\hat{B}_t^\kappa\zeta|^2 \leq CC_\kappa |\zeta|^2, \quad (4.46)
\]
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and
\[ |\hat{\Phi}_\tau^\zeta|^2 \leq e^{C_1|\zeta|^2} \] (4.47)
for all \( \zeta \in \mathbb{R}^{K_\kappa} \). One possible way to verify this is by using the calculus of pseudo-differential operators in \( \mathbb{R}^d \) [62, Chapter 4]. The (left) principal symbols of the operators \( L^*_{\xi}, M^*_i, \) and \( \Lambda^{\alpha/2} \) are
\[
a_L(x, \eta) = -\sum_{i,j=1}^d (\sigma(x)\sigma^*(x))_{ij} + (\rho(x)\rho^*(x))_{ij}\eta_i\eta_j, \\
a_i = -\sqrt{-1} \sum_{i=1}^d \rho_i(x)\eta_i, \\
a_{\Lambda} = (1 + |x|^2 + |\eta|^2)^{\alpha/2}.
\]
These symbols determine the continuity properties of the corresponding operators, and it follows from formulas (5.17) and (23.56) in [62] that the operators \( \Lambda^{\alpha/2}L^{*\alpha/2} \) and \( \Lambda^{\alpha/2}M^*_i\Lambda^{-\alpha/2} \) have the same principal symbols as the operators \( L^*_{\xi} \) and \( M^*_i \) respectively. After that, the arguments are the same as in the proof of (4.37)-(4.39). In particular, the operator \( \Lambda^{\alpha/2}L^{*\alpha/2} \) is dissipative (because \( L^*_{\xi} \) is), which implies (4.47). Also,
\[
\hat{A}_\gamma(t) = (\Lambda^{\alpha/2}L^{*\alpha/2}e_\tau, e_\gamma)_0, \quad \hat{B}_i(t) = (\Lambda^{\alpha/2}M^*_i\Lambda^{-\alpha/2}e_\tau, e_\gamma)_0,
\]
so that
\[
|\hat{A}_\zeta|^2 \leq \|\Lambda^{\alpha/2}L^{*\alpha/2}\Lambda^{-\alpha/2}g\|_0^2 \leq C\|\Lambda g\|_0^2 \leq C^2\|\zeta\|^2,
\]
\[
|\hat{B}_\zeta|^2 \leq \Lambda^{\alpha/2}M^{*\alpha/2}L^{-\alpha/2}g\|_0^2 \leq \Lambda^{-\alpha/2}M^*_iL^{\alpha}M^*_i\Lambda^{-\alpha/2}g, g\|_0 \leq CC^2\|\zeta\|^2,
\]
which proves (4.45) and (4.46).

As a result, Theorem 2.4.3 implies
\[
\max_{0 \leq t \leq M} \mathbb{E}|\hat{p}_{\xi}(t) - \hat{p}_N(t)\|^2_{\lambda, q} \leq \left( C\frac{C_\kappa\Delta + (\kappa^2C_\kappa)\Delta^2}{n} + \frac{(CC_\kappa)^{N+1}\Delta^N}{(N+1)!} \right) e^{CC_\kappa T|\hat{p}(0)|^2},
\]
and
\[
|\hat{p}(0)|^2 = \sum_{\gamma \in G_k} \lambda^2_{\gamma}(p_0, e_\tau)^2 \leq \|\Lambda^{\alpha/2}p_0\|^2_0 \leq C,
\]
which proves (4.44) and the theorem as a whole.

Let \( \{\zeta^{\gamma}\}_{\gamma \in \Gamma} \) be the standard unit basis in \( \mathbb{R}^{K_\kappa} \), i.e. \( \zeta^{\tau} = 1 \) if \( \tau = \gamma \) and \( \zeta^{\gamma} = 0 \) otherwise. The vector \( p_{\kappa,n}(t_i) \) can then be written as
\[
p_{\kappa,n}(t_i) = \sum_{\gamma \in \Gamma_k} p_{\kappa,n}^{\gamma}(t_i)\zeta^{\gamma},
\]
and by the recursive definition of \( p_{\kappa,n}^{\gamma}(t_i) \),
\[
p_{\kappa,n}(t_{i+1}) = \sum_{\alpha \in J_n} \varphi^\kappa(\Delta; p_{\kappa,n}^{\gamma}(t_i))\xi^\alpha = \sum_{\gamma \in \Gamma_k} \sum_{\tau \in \Gamma_{\alpha}} \varphi^\kappa(\Delta; \zeta^{\tau})p_{\kappa,n}^{\gamma}(t_i)\zeta^{\tau}
\]
and
so that

\[ p_{N,\gamma}^{\kappa,n}(t_{i+1}) = \sum_{\gamma \in \Gamma_{\kappa}} \sum_{\tau \in \Gamma_{\kappa}} q_{\gamma,\tau}^{\kappa,n} p_{N,\gamma}^{\kappa,n}(t_{i}) \xi_{i}, \tag{4.48} \]

where \( q_{\gamma,\tau}^{\kappa,n} = \varphi_{\alpha,\gamma}(\Delta; \zeta) \) is the component of the vector \( \varphi_{\alpha}(\Delta; \zeta) \) in the direction of the basis vector \( \zeta^{\alpha} \). Formula (4.48) is the foundation of the algorithm for computing \( p_{N}^{\kappa,n}(t) \) and the approximation \( \hat{\phi}_{t_{i},\kappa}[f] \) of the unnormalized optimal filter. The following is the description of the algorithm.

1. **Off line (before the observations are available):**

   for \( \alpha \in J_{N}^{\kappa} \) and \( \gamma, \tau \in \Gamma_{\kappa} \) compute
   \[ q_{\gamma,\tau}^{\kappa,n} = \varphi_{\alpha,\gamma}(\Delta; \zeta^{\tau}), \ \hat{f}_{\gamma} = (f, e_{\gamma})_{0}, \ \text{and} \ p_{N,\gamma}^{\kappa,n}(t_{0}) = (p_{0}, e_{\gamma})_{0}; \]

   set \( p_{N}^{\kappa,n}(t_{0}, x) = \sum_{\gamma \in \Gamma_{\kappa}} p_{N,\gamma}^{\kappa,n}(t_{0}) e_{\gamma}(x) \) and \( \hat{\phi}_{t_{i},\kappa}[f] = \sum_{\gamma \in \Gamma_{\kappa}} f_{\gamma} p_{N,\gamma}^{\kappa,n}(t_{0}) \).

2. **On line, \( i-th \) step (as the observations become available): compute

   \[ p_{N,\gamma}^{\kappa,n}(t_{i}) = \sum_{\tau \in \Gamma_{\kappa}} Q_{\tau,\gamma}^{\kappa,n}(\xi^{i}) p_{N,\gamma}^{\kappa,n}(t_{i-1}), \ \gamma \in \Gamma_{\kappa}, \tag{4.49} \]

   where

   \[ Q_{\tau,\gamma}^{\kappa,n}(\xi^{i}) = \sum_{\alpha \in J_{N}^{\kappa}} q_{\gamma,\tau}^{\kappa,n} \xi^{i}_{\alpha}, \]

   then, if necessary, compute

   \[ p_{N}^{\kappa,n}(t_{i}, x) = \sum_{\gamma \in \Gamma_{\kappa}} p_{N,\gamma}^{\kappa,n}(t_{i}) e_{\gamma}(x), \tag{4.50} \]

   \[ \hat{\phi}_{t_{i},\kappa}[f] = \sum_{\gamma \in \Gamma_{\kappa}} f_{\gamma} p_{N,\gamma}^{\kappa,n}(t_{i}), \tag{4.51} \]

   and

   \[ \hat{f}_{t_{i},\kappa} = \frac{\hat{\phi}_{t_{i},\kappa}[f]}{\hat{\phi}_{t_{i},\kappa}[1]}. \tag{4.52} \]

This algorithm will be referred to as the **spectral separating scheme of the second kind** (or \( S_{2}^{3} \) for short).

**4.4.2. Remark.** The main advantage of \( S_{2}^{3} \) as compared to the existing schemes for solving the Zakai equation is that the time consuming computations, including solving partial differential equations and computing integrals, are performed off line, while the on-line part is relatively simple even when the dimension \( d \) of the state process is large. Here are some other features of the algorithm:

1. The overall amount of the off-line computations does not depend on the number of the on-line time steps;

2. Formulas (4.51) and (4.52) can be used to compute an approximation to \( \hat{f}_{t_{i}} \) (e.g. conditional moments) without the time consuming computations of \( p_{N}^{\kappa,n}(t_{i}, x) \) and the related integrals;
(3) Only the coefficients \( p_N^{i,n}(t_i) \) must be computed at every time step while the approximate filter \( \tilde{f}_{i,k} \) and/or UFD \( p_N^{i,n}(t_i,x) \) can be computed as needed, e.g. at the final time moment.

(4) The on-line part of the algorithm can be easily parallelized.

(5) An obvious limitation is that all the parameters of the model must be known in advance. Unlike \( S_1^2 \), the spectral separating scheme of the second kind can be used when \( \rho \neq 0 \). Still, there is no substantiation of \( S_2^2 \) if the coefficients of the equations (4.31) are random and/or depend on time.

4.4.3. Remark. By Theorem 4.4.1, the algorithm converges in the limit \( \lim_{\kappa \to \infty} \lim_{\Delta \to 0} \) for all positive integers \( N \) and \( n \). If \( n = 1 \), then each \( \xi^i_\alpha \) depends only on the increments \( Y(t_i) - Y(t_{i-1}) \) of the observation process. The question of approximating the integrals

\[
\int_{t_{i-1}}^{t_i} m_k(s-t_{i-1}) dY(s)
\]

for \( k > 1 \) and other computational aspects of the algorithm, including the complexity, are studied in Section 4.5.

4.5 Computational Aspects of the Spectral Separating Schemes

4.5.1 Approximation of the Wiener Integrals

If \( S_1^2 \) or \( S_2^2 \) is used with \( n > 1 \), then the integrals

\[
\xi^i_{k,l} = \int_{t_{i-1}}^{t_i} m_k(s-t_{i-1}) dY(s)
\]

with

\[
m_k(t) = \sqrt{\frac{2}{\Delta}} \cos \left( \frac{\pi(k-1)t}{\Delta} \right), \quad \Delta = t_i - t_{i-1}, \quad 1 < k \leq n,
\]

must be computed approximately. As a result, the random variables

\[
\xi^i_\alpha = \frac{1}{\sqrt{\Omega}} \prod_{k,l} H_{\alpha,k,l}(\xi^i_{k,l})
\]

are also computed with some error. The contribution of this error is studied below.

To approximate \( \xi^i_{k,l} \), the integrals are reduced to the Riemann integrals by integrating by parts and the result is then approximated using the rectangular rule.

If

\[
m'_k(t) = -\sqrt{2\pi(k-1)/\Delta^{3/2}} \sin \left( \frac{\pi(k-1)t}{\Delta} \right),
\]

then

\[
\xi^i_{k,l} = \sqrt{\frac{2}{\Delta}} \left[ (-1)^{k-1} Y(t_i) - Y(t_{i-1}) \right] - \int_{t_{i-1}}^{t_i} m'_k(s-t_{i-1}) Y(s) ds.
\]
Let \( t_{i-1} = t_{i,0} < \ldots < t_{i,L} = t_i \) be a uniform partition of the interval \([t_{i-1}, t_i]\) with step \( \delta \).
Define the approximation \( \tilde{\xi}_{k,l} \) of \( \xi_{k,l} \) by
\[
\tilde{\xi}_{k,l} = \sqrt{\frac{2}{\Delta}} \left( (-1)^{k-1} Y_i(t_i) - Y_i(t_{i-1}) \right) - \delta \sum_{j=0}^{L-1} m'_k(j \Delta) Y_i(t_{i,j})
\]
and also
\[
\tilde{\xi}_\alpha = \frac{1}{\sqrt{\alpha!}} \prod_{k,l} H_{\alpha_k}^i(\tilde{\xi}_{k,l}),
\]
so that
\[
\xi_\alpha - \tilde{\xi}_\alpha = \sum_{k,l} \left( H_{\alpha_k}^i(\xi_{k,l}) - H_{\alpha_k}^i(\tilde{\xi}_{k,l}) \right) P_{k,l}(\xi^i, \tilde{\xi}^i) = \sum_{k,l} (\xi_{k,l} - \tilde{\xi}_{k,l}) P_{k,l}(\xi^i, \tilde{\xi}^i),
\]
where \( P_{k,l}(\xi^i, \tilde{\xi}^i) \) and \( P_{k,l}(\xi^i, \tilde{\xi}^i) \) are polynomials in \( \xi_{k,l} \) and \( \tilde{\xi}_{k,l} \) of degree at most \( |\alpha| \). If \( \alpha \in J_N, \) then
\[
\hat{\mathbb{E}} |\xi_\alpha - \tilde{\xi}_\alpha|^2 \leq C(N,n) \sum_{k,l} \hat{\mathbb{E}} |(\xi_{k,l} - \tilde{\xi}_{k,l}) P_{k,l}(\xi^i, \tilde{\xi}^i)|^2 \leq C(N,n) \max_{k,l} \sqrt{\hat{\mathbb{E}} |\xi_{k,l} - \tilde{\xi}_{k,l}|^4} \max_{k,l} \sqrt{\hat{\mathbb{E}} |P_{k,l}(\xi^i, \tilde{\xi}^i)|^4}, \tag{4.53}
\]
and the degree of \( P_{k,l} \) does not exceed \( N \). To estimate the right hand side of (4.53), the following result is used.

4.5.1. Lemma. Assume that \( f \in C^2([T_0, T_1]) \) is a deterministic function and \( W = W(t) \) is a Wiener process on \((\Omega, \mathcal{F}, P)\). For a uniform partition \( T_0 = t_0 < \ldots < t_L = T_1 \) with step \( \delta \) define
\[
I_f = f(T_1)W(T_1) - f(T_0)W(T_0) - \delta \sum_{i=0}^{L-1} f'(t_i)W(t_i).
\]
Then
\[
\mathbb{E} \left| \int_{T_0}^{T_1} f(t) dW(t) - I_f \right|^4 \leq C(f_1 \delta^2 + T_1^2 f_2 \delta^4) (T_1 - T_0)^4,
\]
where \( f_1 = \max_{T_0 \leq t \leq T_1} |f'(t)|^4, \) \( f_2 = \max_{T_0 \leq t \leq T_1} |f''(t)|^4, \) and \( C \) is an absolute constant.

Proof. Since \( f \) is continuously differentiable,
\[
\int_{T_0}^{T_1} f(t) dW(t) = f(T_1)W(T_1) - f(T_0)W(T_0) - \int_{T_0}^{T_1} f'(t)W(t) dt.
\]
By the Ito formula,
\[
f(t)W(t) = f(t_i)W(t_i) + \int_{t_i}^{t} f''(s)W(s) ds + \int_{t_i}^{t} f'(s)dW(s), \ t_i \leq t \leq t_{i+1}.
\]
Then
\[ \int_{t_i}^{t_{i+1}} f'(t) W(t) dt = \delta f'(t_i) W(t_i) + \zeta_i + \eta_i, \]
where
\[ \zeta_i = \int_{t_i}^{t_{i+1}} \int_{t_i}^{t} f'(s) dW(s) dt, \quad \eta_i = \int_{t_i}^{t_{i+1}} \int_{t_i}^{t} f''(s) W(s) ds dt, \]
so that
\[ E \left| \int_{T_0}^{T_1} f(t) dW(t) - I_f \right|^4 \leq (2L)^3 \left( \sum_{i=0}^{L-1} E|\zeta_i|^4 + \sum_{i=0}^{L-1} E|\eta_i|^4 \right). \] (4.54)

By direct computation,
\[ E|\zeta_i|^4 \leq \delta^3 \int_{t_i}^{t_{i+1}} E \left( \int_{t_i}^{t} f'(s) dW(s) ds \right)^4 dt \leq C \delta^3 \int_{t_i}^{t_{i+1}} \left( E \left( \int_{t_i}^{t} f'(s) dW(s) ds \right)^2 \right)^2 dt \leq C f_1 \delta^6; \] (4.55)
\[ E|\eta_i|^4 \leq \delta^3 \int_{t_i}^{t_{i+1}} (t - t_i)^3 \int_{t_i}^{t} E|f''(s) W(s)|^4 ds dt \leq C f_2 \delta^7 \int_{t_i}^{t_{i+1}} s^2 ds \leq C f_2 \delta^8 T_1^2, \] (4.56)
and since \( L = (T_1 - T_0)/\delta \), the statement of the lemma follows from (4.54)–(4.56).

\[ \square \]

4.5.2. Remark. Higher order approximations that are used for deterministic integrals (trapezoidal rule, Simpson’s rule, etc.) will not improve the asymptotic quality of \( I_f \) because the integrand \( f(t)W(t) \) is not smooth enough.

4.5.3. Theorem. If \( n > 1 \) and \( N > 1 \) are fixed, then
\[ \max_{0 \leq i \leq M} \sqrt{E|\xi_i - \bar{\xi}_i|^2} \leq \frac{C(n, n)}{\Delta^{2N+2}}. \]

Proof. Use inequality (4.53). By the previous lemma, if \( k \leq n \), then
\[ \sqrt{E|\xi_{k,i} - \bar{\xi}_{k,i}|^4} \leq C \left( \frac{n^4 \delta^2}{\Delta^3} + \frac{n^2 \delta}{\Delta} \right) \leq C(n) \frac{\delta}{\Delta^2}. \] (4.57)

Indeed, \( Y_i(t) \) is a Wiener process on \( (\Omega, \mathcal{F}, \mathbb{P}) \), \( T_1 - T_0 = \Delta \),
\[ |m'_{k}(t)|^2 \leq \frac{C n^2}{\Delta^3}, \quad |m''_{k}(t)|^2 \leq \frac{C n^4}{\Delta^5}. \]
Next, with respect to the measure $\tilde{P}$, each of $\xi_{k,l}^i$ is a Gaussian random variable with zero mean and unit variance and $\tilde{\xi}_{k,l}^i$ is a Gaussian random variable with zero mean and variance

$$
\tilde{E}|\tilde{\xi}_{k,l}^i|^2 \leq \frac{C(n)}{\Delta}
$$

so that for every integer $q$

$$
\tilde{E}|\xi_{k,l}^i|^q \leq \left( \tilde{E}|\xi_{k,l}^i|^2 \right)^{1/2} \leq C(q), \quad \tilde{E}|\tilde{\xi}_{k,l}^i|^q \leq \frac{C(n, q)}{\Delta^q}.
$$

Consequently

$$
\sqrt{\tilde{E}|P_{k,l}(\xi_{k,l}^i, \tilde{\xi}_{k,l}^i)|^4} \leq \frac{C(N, n)\delta}{\Delta^{2N}},
$$

which together with (4.57) proves the theorem.

\(\square\)

### 4.5.4. Remark.

The main asymptotic parameters of both $S_1^3$ and $S_2^3$ are $\Delta$ and $\kappa$. Approximation of the Wiener integrals introduces another asymptotic parameter, $\delta$, which depends on $\Delta$, $N$, and $n$. It follows from the discrete Gronwall lemma that if $\xi_{k,l}^i$ is replaced by $\tilde{\xi}_{k,l}^i$, then the error bound in (4.16), (4.17), (4.34), and (4.35) will have an extra term

$$
\frac{C(N, n)\delta}{\Delta^{2N+4}},
$$

and this additional error can be controlled by choosing $\delta$ sufficiently small (after $\Delta$ has been chosen). It is also worth repeating that the approximation of $\xi_{k,l}^i$ can be avoided altogether by choosing $n = 1$, and the asymptotic rate of convergence in $\Delta$ is not affected by this choice of $n$. To simplify the future presentation, the possible error due to the approximation of the Wiener integrals will not be considered.

### 4.5.2 Choosing the Parameters

Both $S_1^3$ and $S_2^3$ have the same asymptotic parameters — $\kappa$ and $\Delta$ — that assure the convergence of the algorithms. Still, all error bounds contain other parameters — $N$, $n$, and $\nu$. It follows from (4.16), (4.17), (4.34), and (4.35) that, as long as $n \geq 1$ and $N \geq 2$, the particular choice of $n$ and $N$ does not change the rate of convergence. The construction of the algorithms also shows that the small values of $N$ and $n$ can improve the numerical stability by reducing the number of terms in the sums. Thus, $N = 2$ and $n = 1$ can be thought of as the typical values of these parameters.

On the other hand, $\nu$ is not used in the construction of the algorithms and the choice of $\nu$ is not so obvious: the larger the $\nu$, the faster the convergence in $\kappa$, but the constant $C(\nu)$ also becomes large. The natural question to ask is the following: given $\varepsilon > 0$, what is the value of $\kappa$ so that

$$
\frac{C(\nu)}{\kappa^{\nu}} \leq \varepsilon
$$

and the growth of $\kappa$ as $\varepsilon \to 0$ is as slow as possible?
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The error bound
\[
\text{err}(\nu, \kappa) = \frac{C(\nu)}{\kappa^\nu}
\]
for every \( \nu > 0 \) \hfill (4.58)

implies that, as \( \varepsilon \to 0 \), \( \kappa(\varepsilon) \) will tend to infinity slower than any power of \( 1/\varepsilon \). The exact growth rate depends on how fast \( C(\nu) \) grows with \( \nu \). Analysis of the proofs of Theorems 4.3.3 and 4.4.1 shows that

\[
C(\nu) = C \max_{0 \leq i \leq M} \mathbb{E} \| A^{\nu+i_0} p(t_i, \cdot) \|^2_0,
\]

where \( \nu_0 \) depends only on the parameters of the model.

To simplify the further analysis, assume that \( r = d = 1 \), \( \rho = 0 \), and the operator \( \mathcal{L} \) is of the form

\[
\mathcal{L} g(x) = a g''(x) + b(x) g'(x),
\]

where \( a > 0 \) is a constant. The Zakai equation becomes

\[
dp(t, x) = (a p_{xx}(t, x) - (b(x)p(t, x))_x) dt + h(x)p(t, x)dY(t). \hfill (4.60)
\]

Assume also that

\[
p_0(x) = \frac{1}{\sqrt{2\pi \sigma}} \exp \left( -\frac{(x - x_0)^2}{2\sigma^2} \right), \hfill (4.61)
\]

and that the derivatives of \( b \) and \( h \) satisfy

\[
\sup_{x \in \mathbb{R}} |b^{(k)}(x)| \leq C^{k+1}k!, \quad \sup_{x \in \mathbb{R}} |h^{(k)}(x)| \leq C^{k+1}k! \hfill (4.62)
\]

(here and below in this subsection, \( g^{(k)} \) denotes the \( k \)th derivative of the function \( g \) with respect to \( x \)).

It follows by induction that

\[
\Lambda^k = \sum_{i=0}^{2k} P_{2k-i}(x) \frac{d^i}{dx^i},
\]

where \( P_{2k-i} \) is a polynomial of degree at most \( 2k - i \) with the coefficients not exceeding \( 4^k(2k)! \). Consequently, \( |P_{2k-i}(x)| \leq 2k \cdot 4^k(2k)! \hfill (1 + x^2)^k \) and

\[
\| \Lambda^k p(t, \cdot) \|^2_0 \leq 2k \sum_{i=0}^{2k} \| P_{2k-i} p^{(k)}(t, \cdot) \|^2_0
\]

\[
\leq C^k k^2((2k)!)^2 \| p(t, \cdot) \|^2_{2k, 2k}. \hfill (4.63)
\]

Next, it follows from equation (4.60) that for every positive \( k, m \)

\[
(1 + x^2)^{m/2} p^{(k)}(t, x) = (1 + x^2)^{m/2} p_0^{(k)}(x) + \int_0^t (1 + x^2)^{m/2} p^{(k+2)}(s, x) ds - \int_0^t (1 + x^2)^{m/2} (b(x)p(s, x))^{(k)} ds + \int_0^t (1 + x^2)^{m/2} (h(x)p(s, x))^{(k)} dY(s). \hfill (4.64)
\]
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Assume that
\[
\sup_{0 \leq t \leq T} \mathbb{E}\|p^{(l)}(t, \cdot)\|_{0,n} \leq e^{C(l+m)^2} B_0(l, n) \tag{4.65}
\]
for all \(l \leq k, n \leq m\) and some constant \(\bar{C}\) independent of \(l, n\), where \(B_0(l, n)\) is a bound on \(\|p^{(l)}_0\|_{0,n}^2\):
\[
\|p^{(l)}_0\|_{0,n}^2 \leq B_0(l, n). 
\]
Standard parabolic estimates imply that (4.65) is true for every fixed \(k, m\); it will be shown by induction that it is possible to find a constant \(\bar{C}\) independent of \(k\) and \(m\) so that (4.65) is true for all \(m\) and \(k\).

By assumption (4.61),
\[
\|p^{(l)}_0\|_{0,n}^2 \leq C^{l+n+1}(l+n)! = B_0(l, n) \leq B_0(k, m). \tag{4.66}
\]
Then (4.64), the Ito formula, and the induction assumption (4.65), together with the bounds (4.62) on the derivatives of \(b\) and \(h\), imply
\[
\mathbb{E}\|p^{(k)}(t, \cdot)\|_{0,m}^2 \leq C_1 k \int_0^t \mathbb{E}\|p^{(k)}(s, \cdot)\|_{0,m}^2 ds + B_0(k, m) \left( 1 + C m^2 \exp \left\{ \bar{C} (k + m - 1)^2 \right\} + \sum_{l=1}^k \left( \frac{(k+1)!}{(k-l)!} \right)^2 C^l \exp \left\{ \bar{C} (k + m - l)^2 \right\} \right), \tag{4.67}
\]
where the constant \(C_1\) is independent of \(k, m\) and can very independently of \(\bar{C}\). Since \(e^{k^2}\) grows faster than \((k!)^n\) for every \(n\), it follows from (4.67) and the Gronwall lemma that
\[
\sup_{0 \leq t \leq T} \mathbb{E}\|p^{(k)}(t, \cdot)\|_{0,m}^2 \leq \exp \left\{ C_1 k + C \ln m + \bar{C} (k + m - 1)^2 \right\} B_0(k, m).
\]
This means that \(\bar{C}\) should satisfy
\[
C_1 k + C \ln m + \bar{C} (k + m - 1)^2 \leq \bar{C} (k + m)^2
\]
or
\[
2\bar{C} (k + m - 1/2) \geq C_1 k + C \ln m. \tag{4.68}
\]
Given \(C_1\) and \(C\), it is clearly possible to choose \(\bar{C}\) so that (4.68) holds for all \(k, m \geq 1\).

Combining (4.63), (4.65), and (4.66) results in
\[
\sup_{0 \leq t \leq T} \|\Lambda^k p(t, \cdot)\|_{0}^2 \leq e^{Ck^2}, \quad k \geq 1.
\]
The computations also show that the slower growth, say \(e^{Ck \ln k}\), cannot be achieved using the above method.

In view of (4.59), the error bound (4.58) can now be written as
\[
\epsilon_{RT} \leq \frac{e^{C(\nu + \nu_k)^2}}{K^\nu}.
\]
Minimizing the expression with respect to \( \nu \) for fixed \( \kappa \) yields

\[
\nu = \frac{\ln \kappa}{2C} - \nu_0.
\]

Then the condition

\[
\text{err}(\nu, \kappa) \leq \varepsilon
\]

implies

\[
\kappa > e^{C(\sqrt{\ln(1/\varepsilon)+\nu_0})} \quad \text{or} \quad \ln \kappa \asymp \sqrt{\ln(1/\varepsilon)}.
\]

Another way to express the result is

\[
\kappa \asymp (1/\varepsilon)^{1/\nu}, \quad \text{where} \quad \nu \asymp \sqrt{\ln(1/\varepsilon)}.
\]

Given \( 0 < \varepsilon \ll 1 \), it is now possible to give the asymptotic values of \( \Delta \) and \( \kappa \) which make the left hand sides of (4.16), (4.17), (4.34), and (4.35) less than \( \varepsilon \). Assume that \( N \geq 2 \) and \( n \geq 1 \) are fixed.

Spectral Separating Scheme of the First Kind: since the left hand side of both (4.16) and (4.17) is bounded by \( C(\nu)/\left(\kappa^2 \Delta^2\right) + C \Delta^2 \),

\[
\Delta \asymp \sqrt{\varepsilon}, \quad \kappa \asymp (1/\varepsilon^2)^{1/\nu}, \quad \text{where} \quad \nu \asymp \sqrt{\ln(1/\varepsilon)};
\]

Spectral Separating Scheme of the Second Kind: assume that \( \rho = 0 \) and \( r > 1 \) so that the left hand side of both (4.34) and (4.35) is bounded by \( C(\nu)/\left(\kappa^\nu\right) + C \kappa^2 \Delta \). Then

\[
\kappa \asymp (1/\varepsilon)^{1/\nu}, \quad \text{where} \quad \nu \asymp \sqrt{\ln(1/\varepsilon)}, \quad \Delta \asymp \varepsilon / \kappa^2.
\]

It is obvious that in the case of \( S^3 \) the required value of \( \Delta \) is smaller than in the case of \( S^1 \), and is smaller yet if \( \rho \neq 0 \). The value of \( \kappa \), on the other hand, can be expected to be larger for \( S^3 \). This means that \( S^1 \) provides better resolution in space and \( S^2 \) in time.

### 4.5.3 Computational Complexity

For fixed \( N \), \( n \), \( \kappa \), and \( \Delta \), one on-line step of either \( S^3 \) or \( S^3 \) includes

1. Computation of the coefficients \( \psi_{\gamma}(t; N, n, \kappa) \) or \( p^{\kappa n}_{N, \gamma} \) for \( \gamma \in \Gamma_\kappa \);
2. Computation of the random variables \( \xi_{\alpha}^i \) for \( \alpha \in J_\kappa^N \);
3. Possible evaluation of the approximate UFD \( P^{n, \kappa}_{N}(t_i, x) \) or \( p^{\kappa n}_{N}(t_i, x) \);
4. Possible computation of the approximate optimal filter.

Computation of the coefficients \( \psi_{\gamma}(t; N, n, \kappa) \) or \( p^{\kappa n}_{N, \gamma} \) for \( \gamma \in \Gamma_\kappa \) involves \( \mid J_\kappa^N \mid \) matrix-vector multiplications and the same number of vector-scalar multiplications. Since the size of each vector is \( K_\kappa = (\kappa+d)!/\kappa!d! \), the total number of operations to compute the coefficients is about \( \mid J_\kappa^N \mid K_\kappa^2 \) flops. Here and below, a flop is a floating point operation consisting of one scalar multiplication and one scalar addition.
Computation of $\xi_n$ is relatively simple. It can be easily parallelized or even implemented on the hardware level, and the number of operations is of order $|J_n^n|$, which is negligible compared to $|J_n^n|K_\kappa^2$.

Evaluation of the approximate UFD requires about $K_\kappa N_s$ flops, where $N_s$ is the number of points on the corresponding spatial grid. Still, all available information about the UFD is contained in the coefficients $\psi_\gamma(t_i; N, n, \kappa)$ or $p_{N, \gamma}^\kappa$ for $\gamma \in \Gamma_\kappa$ and therefore this evaluation can be avoided altogether.

Computation of the approximate optimal filter requires about $K_\kappa$ flops, which is again negligible compared to $|J_n^n|K_\kappa^2$. Thus, one on-line step of either $S_1^3$ or $S_2^3$ requires about $|J_n^n|K_\kappa^2$ flops, and the estimate is quite accurate. This number can be expected to be smaller for $S_2^3$ because the error bound shows that the algorithm requires smaller values of $\kappa$.

Assume now that for fixed $N \geq 2$, $n \geq 1$, and $T > 0$, a prescribed precision is to be achieved at the end of the interval $[0, T]$. As before, the precision is measured by the value $\varepsilon$ of the $\tilde{E}$-expectation of the square of the corresponding difference. Since the number of steps is $M = T/\Delta$, it follows that the total number of on-line operations is $N_{\text{total}} = |J_n^n|K_\kappa^2 T/\Delta$.

If $\rho = 0$ and $r > 1$, then, in the case of $S_1^3$, $\Delta \propto \sqrt{\varepsilon}$, and in the case of $S_2^3$, $\Delta \propto \varepsilon$, while $K_\kappa$ grows slower than any power of $1/\varepsilon$ for both algorithms. This means that, on the fixed time interval, the total number of on-line operations required by $S_2^3$ can be expected to be larger than the corresponding number required by $S_1^3$.

### 4.5.4 Error Bounds on the Original Probability Space

So far the error analysis was carried out on the reference probability space $(\Omega, \mathcal{F}, \tilde{P})$, where

$$\tilde{P}(A) = \int_A Z_T^{-1}dP$$

and

$$Z_T = \exp \left\{ \int_0^T h^*(X(s))dY(s) - \frac{1}{2} \int_0^T |h(X(s))|^2 ds \right\}.$$  

The relation between the expectations $E$ and $\tilde{E}$ is given in the following lemma.

#### 4.5.5. Lemma

If the function $h$ is bounded and $\tilde{E}|\eta|^2 < \infty$, then

$$E|\eta| \leq e^{h_0 T/2} \sqrt{\tilde{E}|\eta|^2},$$

where $h_0 = \sup_{x \in \mathbb{R}^d} |h(x)|^2$.

**Proof.** By the Cauchy - Schwartz inequality,

$$E|\eta| = \tilde{E}|\eta| Z_T \leq \sqrt{\tilde{E} Z_T^2} \sqrt{\tilde{E}|\eta|^2}.$$
Since $Y = Y(t)$ is a standard Wiener process on $(\Omega, \mathcal{F}, \mathbb{P})$,

$$
\mathbb{E}Z^2_T = \mathbb{E} \exp \left\{ 2 \int_0^T h^*(X(t)) dY(t) - \int_0^T |h(X(t))|^2 dt \right\} = 
\mathbb{E} \left( \exp \left\{ \int_0^T |h(X(t))|^2 dt \right\} \exp \left\{ 2 \int_0^T h^*(X(t)) dY(t) - 2 \int_0^T |h(X(t))|^2 dt \right\} \right\} \leq e^{h_0 T},
$$

which completes the proof.

\[\square\]

### 4.5.6. Corollary

Both $S_1^3$ and $S_2^3$ converge in the mean with respect to the measure $\mathbb{P}$.

Even though the UFD $p = p(t, x)$ is non-negative with probability one for all $t \in [0, T]$, $x \in \mathbb{R}^d$, both approximations $p_N^{\kappa}(t, x)$ and $p_\kappa^{N,n}(t, x)$ do not have this property and can be negative with positive probability. As a result, the value of $\hat{\phi}_{t_i, \kappa}[1]$ or $\hat{\phi}_{t_i, \kappa}[1]$ can be zero, which can cause numerical instability when the approximate optimal filter is computed according to (4.30) or (4.52). On the other hand, since the (normalized) optimal filter is given by

$$
\hat{f}_{t_i} = \frac{\phi_{t_i}[f]}{\phi_{t_i}[1]},
$$

very small values of $\phi_{t_i}[1]$ can cause computational problems even if $\phi_{t_i}[1]$ is computed exactly and therefore it is desirable to have $\phi_{t_i}[1] > \epsilon$ for some $\epsilon > 0$. Define

$$
\pi_i^\epsilon = \mathbb{P}(\phi_{t_i}[1] > \epsilon).
$$

The number $\pi_i^\epsilon$ can be viewed as the probability of reliable work of the exact optimal filter.

Let $\hat{\phi}_{t_i}$ be some approximation of the unnormalized optimal filter. Consider

$$
\hat{\pi}_i^\epsilon = \mathbb{P}(\hat{\phi}_{t_i}[1] > \epsilon),
$$

the probability of reliable work of the approximate optimal filter. Elementary computations show that

$$
\hat{\pi}_i^\epsilon \geq \mathbb{P}(\|\phi_{t_i}[1] - \hat{\phi}_{t_i}[1]\| \leq \epsilon, \phi_{t_i}[1] > 2\epsilon) \geq 
\mathbb{P}(\phi_{t_i}[1] > 2\epsilon) - \mathbb{P}(\|\phi_{t_i}[1] - \hat{\phi}_{t_i}[1]\| \geq \epsilon) \geq \pi_2^\epsilon - \frac{\mathbb{E}|\phi_{t_i}[1] - \hat{\phi}_{t_i}[1]|}{\epsilon}.
$$

Consider the approximations $\bar{\phi}_{t_i, \kappa}$ and $\bar{\phi}_{t_i, \kappa}$ that are produced by $S_1^3$ and $S_2^3$ respectively. Assume that for both algorithms $N \geq 2$ and $n \geq 1$ are fixed, $\rho = 0$, $r > 1$, and the random variables $\xi_{t_i}$ are computed exactly. Then by (4.16), (4.34), and Lemma 4.5.5,

$$
\mathbb{E}|\phi_{t_i}[1] - \bar{\phi}_{t_i, \kappa}[1]| \leq \frac{C(\nu)}{\kappa^\nu \Delta} + C\Delta,
$$

$$
\mathbb{E}|\phi_{t_i}[1] - \bar{\phi}_{t_i, \kappa}[1]| \leq \frac{C(\nu)}{\kappa^\nu} + C\kappa\sqrt{\Delta}.
$$
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Inequality (4.69) then implies that for both $S_1^3$ and $S_2^3$ it is possible to choose the parameters $\kappa$ and $\Delta$ so that the probability of the reliable work of the approximate filters is arbitrarily close to the probability of the reliable work of the exact filter.

### 4.5.5 Spectral Separating Schemes vs. Splitting-up Approximation

The splitting-up approximation is one of the well known time discretization algorithms for solving the Zakai equation. Assume that $0 = t_1 < \ldots < t_M = T$ is a uniform partition of the interval $[0, T]$ with step $\Delta$. According to Florchinger and LeGland [18], the solution $p(t, x)$ of

$$d p(t, x) = \mathcal{L}^* p(t, x) dt + \sum_{i=1}^{r} \mathcal{M}_{i}^* p(t, x) dY(t), \quad 0 < t < T, \quad x \in \mathbb{R}^{d};$$

$$p(0, x) = p_0(x)$$

is approximated by

$$p^{\rho-\text{up}}(t_0, x) = p_0(x),$$

$$p^{\rho-\text{up}}(t_{i+1}, x) = \Phi_{\Delta} p^{\rho-\text{up}}(t_i, \eta(x, t_{i+1})) G(x, t_{i+1}),$$

(4.70)

where $x \in \mathbb{R}^{d}, \{\Phi_{t}\}_{t \geq 0}$ is the semigroup generated by the operator $\mathcal{L}^*$,

$$\eta(x, t_{i+1}) = x - \rho(x)(Y(t_{i+1}) - Y(t_i) - h(x) \Delta) + R(x) \Delta,$$

$$R_i(x) = \sum_{k=1}^{r} \sum_{j=1}^{d} \frac{\partial \rho_{jk}(x)}{\partial x_j} \rho_{jk}(x), \quad i = 1, \ldots, d;$$

$$G(x, t_{i+1}) = \exp \left\{ h^*(x)(Y(t_{i+1}) - Y(t_i)) - \frac{1}{2} |h(x)|^2 - A^*(x)(Y(t_{i+1}) - Y(t_i) - h(x) \Delta) + \bar{A}(x) \Delta + A_0(x) \Delta \right\},$$

$$A_k(x) = \sum_{i=1}^{d} \frac{\partial \rho_{ik}(x)}{\partial x_i}, \quad k = 1, \ldots, r,$$

$$\bar{A}(x) = \frac{1}{2} \sum_{k=1}^{r} \sum_{i,j=1}^{d} \frac{\partial \rho_{ik}(x)}{\partial x_j} \frac{\partial \rho_{jk}(x)}{\partial x_i},$$

$$A_0(x) = \sum_{k=1}^{r} \sum_{i,j=1}^{d} \frac{\partial^2 \rho_{ik}(x)}{\partial x_i \partial x_j} \rho_{ij}(x).$$

If $\rho(x) = 0$, then (4.70) becomes

$$p^{\rho-\text{up},0}(t_{i+1}, x) = \Phi_{\Delta} \exp \left\{ h^*(x)(Y(t_{i+1}) - Y(t_i)) - \frac{1}{2} |h(x)|^2 \right\} p^{\rho-\text{up},0}(t_i, x).$$

It is proved in [18] that \footnote{under an additional assumption that $\rho(x) = \text{const}$}

$$\max_{0 \leq i \leq M} \mathbb{E} \| p(t_i, x) - p^{\rho-\text{up}}(t_i, x) \|_0^2 \leq C \Delta$$
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and
\[ \max_{0 \leq i \leq M} \mathbb{E} \| p(t_i, x) - p^{s_p-u_p, 0}(t_i, x) \|^2 \leq C \Delta^2. \]

Therefore the splitting-up approximation has the same rate of convergence, as \( \Delta \to 0 \), as the spectral separating schemes.

The main advantage of the splitting-up approximation is that \( p^{s_p-u_p}(t_{i+1}, x) \) is positive for all \( t \) and \( x \) so that the algorithm is numerically more stable than \( S_1^3 \) or \( S_2^3 \). On the other hand, every on-line step of the splitting-up approximation includes solving the partial differential equation
\[ \frac{\partial u(t, x)}{\partial t} = \mathcal{L}^* u(t, x) \]  
(4.71)
with the initial condition depending on the computations from the previous step. So far, it is practically impossible to solve (4.71) on line if \( d > 3 \) because the required number of operations is too large. If \( N_s \) is the number of the points of the spatial grid, then the realistic lower bound on the number of operations to solve (4.71) is \( N_s (\ln N_s)^{d-1} \). Indeed, assume that the equation is reduced to a system of linear equations, and the system is solved by an iterative procedure without preconditioning. The matrix of the system is of dimension \( N_s \times N_s \), sparse and non-symmetric (since the operator \( \mathcal{L}^* \) is not self-adjoint). Then one iteration requires about \( C_d N_s \) flops, where \( C_d > 1 \) is a constant depending on \( d \) and on the particular numerical algorithm [3], and the total number of iterations is proportional to the condition number of the matrix [65]. For non-symmetric matrices, the condition number is proportional to at least \( (\ln N_s)^{d-1} \) [3, 10]. Thus the total number of operations required to solve the equation is \( C_d N_s (\ln N_s)^{d-1} \). All other computations can be done much faster, and so the total number of on-line operations per step is \( N_{s-p-u_p} > N_s (\ln N_s)^{d-1} \). If \( d = 6 \) and \( N_s = 10^6 \), i.e. only 10 points are taken in each direction, then the result is \( N_{s-p-u_p} > 5 \cdot 10^{11} \).

It is worth mentioning that the theoretical bound on the number of operations required to solve (4.71) using the multi-grid methods is \( C N_s \). On the other hand, according to [3], a working scheme for \( d = 3 \) requires \( C N_s^{1.5} \) operations. Note also that the operator \( \mathcal{L}^* \) is not self-adjoint and need not be uniformly elliptic, which further complicates the problem. Last but not least, the computation of the optimal filter requires the numerical evaluation of the integral
\[ \int_{\mathbb{R}^d} p^{s_p-u_p}(t_i, x) f(x) dx \]
for different functions \( f = f(x) \), and this is also very difficult to do on line if \( d \) is large. In the spectral separating schemes, all these problems are dealt with off line and therefore \( S_1^3 \) and \( S_2^3 \) seem more appropriate for on-line implementation. The first numerical experiments [20] show that the implementation is possible.
The main features of $S_1^3$, $S_2^3$, and the splitting-up approximation are summarized below.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>$S_1^3$ ($\rho = 0, \ r &gt; 1$)</th>
<th>$S_2^3$ ($\rho = 0$)</th>
<th>Splitting-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\kappa$, $\Delta$</td>
<td>$\frac{C(v)}{\kappa^2} + C\Delta$</td>
<td>$\frac{C(v)}{\kappa^2} + C\sqrt{\Delta}$</td>
<td>$C\Delta$</td>
</tr>
<tr>
<td>On-line operations</td>
<td>$</td>
<td>J_N^k</td>
<td>K_k^2$</td>
</tr>
</tbody>
</table>

Numerical values, $\kappa = 10$,
$N_s = 10^d$, $|J_N^k| = 10$

| $d$ | $|J_N^k|$ | $|J_N^k|$ | $N_s (\ln N_s)^{d-1}$ |
|-----|----------|----------|---------------------|
| 3   | $8.2 \cdot 10^5$ | $8.2 \cdot 10^5$ | $> 4.8 \cdot 10^4$ |
| 6   | $6.4 \cdot 10^8$ | $6.4 \cdot 10^8$ | $> 5.0 \cdot 10^{11}$ |
| 9   | $8.5 \cdot 10^{10}$ | $8.5 \cdot 10^{10}$ | $> 3.4 \cdot 10^{19}$ |
Chapter 5

Parameter Estimation for Stochastic Evolution Equations with Non-commuting Operators

5.1 Introduction

In this chapter, a parameter estimation problem is considered for a stochastic partial differential equation

\[ du(t, x) + (A_0 + \theta A_1)u(t, x)dt = dW(t, x), \ 0 < t \leq T \ x \in M; \ u(0, x) = 0, \]  

(5.1)

where \( M \) is a compact smooth \( d \) - dimensional manifold (without boundary), \( A_0, A_1 \) are differential operators on \( M \), \( W = W(t, x) \) is a white noise process modeled by a cylindrical Brownian motion on \( M \), and \( \theta \) is the unknown parameter belonging to an open subset of the real line.

An estimate of \( \theta \) is constructed using the finite dimensional projections of the solution \( u \). Asymptotic properties of the estimate are studied as the dimension \( K \) of the projection tends to infinity while the length \( T \) of the time interval and the amplitude of noise remain constant.

In [27, 28], the maximum likelihood estimate (MLE) of \( \theta \) was studied in the situation when equation (5.1) is considered on a bounded domain in \( \mathbb{R}^d \) with zero boundary conditions and the operators \( A_0, A_1 \) are self-adjoint and elliptic with a common system of eigenfunctions. It was proved that the MLE of \( \theta \) is consistent if and only if

\[ \text{order}(A_1) \geq \frac{1}{2}(\text{order}(A_0 + \theta A_1) - d), \]  

(5.2)

in which case the estimate is also asymptotically normal and asymptotically efficient.

A similar problem was studied in [60], where the observations are in discrete time and the operators are not necessarily self-adjoint but still have a common system of eigenfunctions.

In this chapter, some of the results from [27, 28] are obtained for equation (5.1) under less restrictive assumptions on the operators. The main assumption used here is that the operators \( A_0 \) and \( A_1 \) are of different orders and the operator \( A_0 + \theta A_1 \) is elliptic for all admissible values of \( \theta \). The model is described in Section 5.2 and the main results are presented in Section 5.3. If \( A_1 \) is the leading operator, then the estimate of \( \theta \) is consistent and asymptotically normal (as \( K \to \infty \)). On the other hand, if \( A_0 \) is the leading operator, then the estimate of \( \theta \) is consistent and asymptotically normal if condition (5.2) holds and
operator \( \mathcal{A}_1 \) satisfies a certain non-degeneracy property. In particular, condition (5.2) is necessary for consistency. When (5.2) does not hold, the asymptotic shift of the estimate is computed. The proof of the main theorem about the consistency and asymptotic normality is given in Section 5.5.

In Section 5.4 an example is presented, illustrating how the obtained results can be applied to the estimation of either thermodiffusivity or the cooling coefficient in the heat balance equation with a variable velocity field.

### 5.2 The Setting

Let \( M \) be a \( d \)-dimensional compact orientable \( C^\infty \) manifold with a smooth positive measure \( dx \). If \( \mathcal{L} \) is an elliptic positive definite self-adjoint differential operator of order \( 2m \) on \( M \), then the operator \( \Lambda = (\mathcal{L})^{1/(2m)} \) is elliptic of order 1 and generates the scale \( \{\mathcal{H}^s\}_{s \in \mathbb{R}} \) of Sobolev spaces on \( M \) [40, 62]. All differential operators on \( M \) are assumed to be non-zero with real \( C^\infty(M) \) coefficients, and only real elements of \( \mathcal{H}^s \) will be considered. The variable \( x \) will usually be omitted in the argument of functions defined on \( M \).

In what follows, an alternative characterization of the spaces \( \{\mathcal{H}^s\} \) will be used. By Theorem I.8.3 in [62], the operator \( \mathcal{L} \) has a complete orthonormal system of eigenfunctions \( \{e_k\}_{k \geq 1} \) in the space \( L_2(M, dx) \) of square integrable functions on \( M \). With no loss of generality it can be assumed that each \( e_k(x) \) is real. Then for every \( f \in L_2(M, dx) \) the representation

\[
    f = \sum_{k \geq 1} \psi_k(f) e_k
\]

holds, where

\[
    \psi_k(f) = \int_M f(x) e_k(x) dx.
\]

If \( l_k > 0 \) is the eigenvalue of \( \mathcal{L} \) corresponding to \( e_k \) and \( \lambda_k := l_k^{1/(2m)} \), then, for \( s \geq 0 \), \( \mathcal{H}^s = \{f \in L_2(M, dx) : \sum_{k \geq 1} \lambda_k^{2s} |\psi_k(f)|^2 < \infty\} \) and for \( s < 0 \), \( \mathcal{H}^s \) is the closure of \( L_2(M, dx) \) in the norm \( \|f\|_s = \sqrt{\sum_{k \geq 1} \lambda_k^{2s} |\psi_k(f)|^2} \). As a result, every element \( f \) of the space \( \mathcal{H}^s \), \( s \in \mathbb{R} \), can be identified with a sequence \( \{\psi_k(f)\}_{k \geq 1} \) such that \( \sum_{k \geq 1} \lambda_k^{2s} |\psi_k(f)|^2 < \infty \). The space \( \mathcal{H}^s \), equipped with the inner product

\[
    (f, g)_s = \sum_{k \geq 1} \lambda_k^{2s} \psi_k(f) \psi_k(g), \; f, g \in \mathcal{H}^s,
\]

is a Hilbert space.

A **cylindrical Brownian motion** \( W = (W(t))_{0 \leq t \leq T} \) on \( M \) is defined as follows: for every \( t \in [0, T] \), \( W(t) \) is the element of \( \cup_s \mathcal{H}^s \) such that \( \psi_k(W(t)) = w_k(t) \), where \( \{w_k\}_{k \geq 1} \) is a collection of independent one dimensional Wiener processes on the given probability space \( (\Omega, \mathcal{F}, [\mathcal{F}], P) \) with a right continuous filtration \( [\mathcal{F}] = \{\mathcal{F}_t\}_{0 \leq t \leq T} \). Since by Theorem
II.15.2 in [62] \( \lambda_k \asymp k^{1/d} \), \( k \to \infty \), it follows that \( W(t) \in \mathbf{H}^s \) for every \( s < -d/2 \). Direct computations show that \( W \) is an \( \mathbf{H}^s \) valued Wiener process with the covariance operator \( \Lambda^{2s} \). This definition of \( W \) agrees with the alternative definitions of the cylindrical Brownian motion [57, 63].

Let \( \mathcal{A}, \mathcal{B}, \) and \( \mathcal{N} \) be differential operators on \( M \) of orders \( \text{order}(\mathcal{A}), \text{order}(\mathcal{B}), \) and \( \text{order}(\mathcal{N}) \) respectively. It is assumed that \( \max(\text{order}(\mathcal{A}), \text{order}(\mathcal{B}), \text{order}(\mathcal{N})) < 2m \).

Consider the random field \( u \) defined by the evolution equation

\[
\frac{du(t)}{dt} + [\theta_1(\mathcal{L} + \mathcal{A}) + \theta_2(\mathcal{B} + \mathcal{N})] u(t) = dW(t), \quad 0 < t \leq T, \ u(0) = 0. \tag{5.4}
\]

Here \( \theta_1 > 0, \ \theta_2 \in \mathbb{R} \), and the dependence of \( u \) and \( W \) on \( x \) and \( \omega \) is suppressed.

If the trajectory \( u(t), \ 0 \leq t \leq T, \) is observed, then the following scalar parameter estimation problems can be stated:

1). estimate \( \theta_1 \) assuming that \( \theta_2 \) is known;
2). estimate \( \theta_2 \) assuming that \( \theta_1 \) is known.

5.2.1. Remark. The general model

\[
\frac{du(t)}{dt} + [\theta_1 \mathcal{A}_0 + \theta_2 \mathcal{A}_1 + \mathcal{N}] u(t) = dW(t), \quad 0 < t \leq T, \ u(0) = 0
\]

is reduced to (5.4) if operator \( \theta_1 \mathcal{A}_0 + \theta_2 \mathcal{A}_1 \) is elliptic of order \( 2m \) for all admissible values of parameters \( \theta_1, \ \theta_2 \) and \( \text{order}(\mathcal{A}_0) \neq \text{order}(\mathcal{A}_1) \). For example, if \( \text{order}(\mathcal{A}_1) = 2m \), then \( \mathcal{L} = (\mathcal{A}_1 + \mathcal{A}_1^*)/2 + (c+1)I, \ \mathcal{A} = (\mathcal{A}_1 - \mathcal{A}_1^*)/2 - (c+1)I, \ \mathcal{B} = \mathcal{A}_0, \) where \( c \) is the lower bound on eigenvalues of \( (\mathcal{A}_1 + \mathcal{A}_1^*)/2 \) and \( I \) is the identity operator. Indeed, by Corollary 2.1.1 in [40], if an operator \( \mathcal{P} \) is of even order with real coefficients, then the operator \( \mathcal{P} - \mathcal{P}^* \) is of lower order than \( \mathcal{P} \).

Before discussing possible solutions to the above parameter estimation problems, it seems appropriate to mention the analytical properties of the field \( u \). The following result will be used.

5.2.2. Lemma. If \( \mathcal{P} \) is a differential operator of order \( p \) on \( M \), then for every \( s \in \mathbb{R} \) there are positive constants \( C_1 \) and \( C_2 \), possibly depending on \( s \), so that for every \( f \in C^\infty (M) \),

\[
((\mathcal{L} + \mathcal{P})f, f)_s \geq C_1 \|f\|_{2m}^2 - C_2 \|f\|_s^2. \tag{5.5}
\]

Proof. Clearly, \( ((\mathcal{L} + \mathcal{P})f, f)_s = (\mathcal{L}f, f)_s + (\mathcal{P}f, f)_s. \) By the definition of the norm \( \| \cdot \|_s \),

\[
\|f\|_s^2 = (\Lambda^s f, \Lambda^s f)_0.
\]

\[\text{Notation } a_k \asymp b_k, \ k \to \infty \text{ means}
0 < c_1 \leq \lim\inf_k (a_k/b_k) \leq \lim\sup_k (a_k/b_k) \leq c_2 < \infty. \]
Since \( \mathcal{L} = \Lambda^{2m} \),
\[
(\mathcal{L} f, f)_{s} = \|f\|_{s+m}.
\]
Next,
\[
|(\mathcal{P} f, f)_{s}| = \|\Lambda^{s-m} \mathcal{P} f, \Lambda^{s+m} f)_{0}\| \leq \|f\|_{s+m} \|f\|_{s-m+p}.
\]
If \( p \leq m \), then \( \|f\|_{s-p+m} \leq C \|f\|_{s} \) so that
\[
|(\mathcal{P} f, f)_{s}| \leq C \|f\|_{s+m} \|f\|_{s} \leq C \varepsilon \|f\|_{s+m}^2 + C \varepsilon \|f\|_{s}^2, \varepsilon > 0,
\]
and (5.5) follows if \( \varepsilon \) is sufficiently small.

If \( m < p < 2m \), then use the property of the Hilbert scale [37, Definition III.1.1], according to which
\[
\|f\|_{s-p+m} \leq \|f\|_{s+m} \|f\|_{s}^{p-m},
\]
and also the following inequality
\[
|xy| \leq \varepsilon \frac{|x|^q}{q} + \varepsilon^{-q'/q'} \frac{|y|^{q'}}{q'},
\]
which is valid for every \( \varepsilon > 0 \) and \( q, q' > 1, 1/q + 1/q' = 1 \). Taking \( 1/q = p/(2m) \),
\( 1/q' = 1 - p/(2m) \) results in
\[
|(\mathcal{P} f, f)_{s}| \leq \|f\|_{s+m}^{2/q} \|f\|_{m}^{2/q'} \leq \varepsilon \frac{\|f\|_{s+m}^2}{q} + \varepsilon^{-q'/q'} \frac{\|f\|_{s}^2}{q'},
\]
and (5.5) follows if \( \varepsilon \) is sufficiently small.

\[\square\]

**5.2.3. Remark.** Inequality (5.5) is one of many forms of the Gårding inequality.

**5.2.4. Theorem.** For every \( s < -d/2 \), equation (5.4) has a unique solution \( u = u(t) \) so that
\[
u \in L_2(\Omega \times [0, T]; \mathcal{H}^{s+m}) \cap L_2(\Omega; C([0, T]; \mathcal{H}^{s}))
\]
with
\[
E \sup_{t \in [0, T]} \|u(t)\|_{s}^2 + E \int_0^T \|u(t)\|_{s+m}^2 dt \leq CT \sum_{k \geq 1} \lambda_k^2 \|f\|_{s} < \infty.
\]

**Proof.** By assumption, \( \max(\text{order}(\mathcal{A}), \text{order}(\mathcal{B}), \text{order}(\mathcal{N})) < 2m \) and \( \theta_1 > 0 \). Then Lemma 5.2.2 implies that for every \( s \in \mathbb{R} \) there exist positive constants \( C_1 \) and \( C_2 \) so that for every \( f \in \mathcal{C}^\infty \)
\[
-((\theta_1(\mathcal{L} + \mathcal{A}) + \theta_2 \mathcal{B} + \mathcal{N}) f, f)_{s} \leq -C_1 \|f\|_{s+m}^2 + C_2 \|f\|_{s}^2,
\]
which means that the operator \( -((\theta_1(\mathcal{L} + \mathcal{A}) + \theta_2 \mathcal{B} + \mathcal{N}) f, f)_{s} \) is coercive in every normal triple \( \{\mathcal{H}^{s+m}, \mathcal{H}^{s}, \mathcal{H}^{s-m}\} \). The statement of the theorem now follows if Theorem 2.2.4 is applied
with \( H = \mathcal{H}^{s}, \mathcal{A} = -((\theta_1(\mathcal{L} + \mathcal{A}) + \theta_2 \mathcal{B} + \mathcal{N}), \mathcal{B}_1 = 0, M(t) = W(t) \) (so that \( W \) is an \( \mathcal{H}^{s} \)-valued martingale for every \( s < -d/2 \)).

\[\square\]
5.3 The Estimate and Its Properties

Both parameter estimation problems for (5.4) can be stated as follows: estimate \( \theta \in \Theta \) from the observations of

\[
du(t) + (A_0 + \theta A_1)u(t)dt = dW(t). \tag{5.8}
\]

Indeed, if \( \theta_2 \) is known, then \( A_0 = \theta_2 B + N, \ \theta = \theta_1, \ \Theta = (0, +\infty), \ A_1 = L + A \) and if \( \theta_1 \) is known, then \( A_0 = \theta_1(L + A) + N, \ \theta = \theta_2, \ \Theta = \mathbb{R}, \ A_1 = B \). All main results will be stated in terms of (5.4), and (5.8) will play an auxiliary role.

It is assumed that the observed field \( u \) satisfies (5.8) for some unknown but fixed value \( \theta^0 \) of the parameter \( \theta \). Depending on the circumstances, \( \theta^0 \) can correspond to either \( \theta_1 \) or \( \theta_2 \) in (5.4), the other parameter being fixed and known. Even though the whole random field \( u^\theta(t, x) \) is observed, the estimate of \( \theta^0 \) will be computed using only finite dimensional processes \( \Pi^K u^\theta, \Pi^K A_0 u^\theta, \text{ and } \Pi^K A_1 u^\theta \). The operator \( \Pi^K \) used to construct the estimate is defined as follows: for every \( \mathcal{F}_k(f) \) \( \{\psi_k(f)\}_{k \geq 1} \in \mathbb{H}^s \),

\[
\Pi^K f = \sum_{k=1}^{K} \psi_k(f)\epsilon_k.
\]

By (5.8),

\[
d\Pi^K u^\theta(t) + \Pi^K(A_0 + \theta A_1)u^\theta(t)dt = dW^K(t), \tag{5.9}
\]

where \( W^K(t) = \Pi^K W(t) \). The process \( \Pi^K u^\theta(\mathcal{F}_t)_{0 \leq t \leq T} \) is finite dimensional, continuous in the mean, and Gaussian, but not, in general, a diffusion process because the operators \( A_0 \) and \( A_1 \) need not commute with \( \Pi^K \). Denote by \( P_{\theta,K} \) the measure in \( C([0, T]; \Pi^K(\mathbb{H}^0)) \), generated by the solution of (5.9). The measure \( P_{\theta,K} \) is absolutely continuous with respect to the measure \( P_{\theta,K} \) for all \( \theta \in \Theta \) and \( K \geq 1 \). Indeed, denote by \( \mathcal{F}_t^{K,\theta} \) the \( \sigma \)-algebra generated by \( \Pi^K u^\theta(s), 0 \leq s \leq t, \) and let \( U_t^{\theta,K}(X) \) be the operator from \( C([0, T]; \Pi^K(\mathbb{H}^0)) \) to \( C([0, T]; \Pi^K(\mathbb{H}^0)) \) such that for all \( t \in [0, T] \) and \( \theta \in \Theta \),

\[
U_t^{\theta,K}(\Pi^K u^\theta) = \mathbb{E}\left( \Pi^K(A_0 + \theta A_1)u^\theta \mid \mathcal{F}_t^{K,\theta} \right) \quad (P-a.s.)
\]

Then by Theorem 7.12 in [47] the process \( \Pi^K u^\theta \) satisfies

\[
d\Pi^K u^\theta(t) = U_t^{\theta,K}(\Pi^K u^\theta)dt + dW^{\theta,K}(t), \ \Pi^K u^\theta(0) = 0,
\]

where \( \tilde{W}^{\theta,K}(t) = \sum_{k=1}^{K} \tilde{w}^\theta_k(t)\epsilon_k \) and \( \tilde{w}^\theta_k(t), \ k = 1, \ldots, K, \) are independent one dimensional standard Wiener processes in general different for different \( \theta \). Since \( (\Pi^K(A_0 + \theta A_1)u^\theta, W^K) \) is a Gaussian system for every \( \theta \in \Theta \), it follows from Theorem 7.16 and Lemma 4.10 in [47] that

\[
\frac{dP_{\theta,K}}{dP_{\theta,K}}(\Pi^K u^\theta) = \exp \left\{ \int_0^T \left( U_t^{\theta,K}(\Pi^K u^\theta_0) - U_t^{\theta,K}(\Pi^K u^\theta), d\Pi^K u^\theta(t) \right)_0 - \frac{1}{2} \int_0^T \left( \|U_t^{\theta,K}(\Pi^K u^\theta)\|_0^2 - \|U_t^{\theta,K}(\Pi^K u^\theta_0)\|_0^2 \right) dt \right\}.
\]
By definition, the maximum likelihood estimate (MLE) of $\theta^0$ is then equal to 
\[ \arg\max_{\theta} \left( dP^{\theta,K} / dP^{\theta_0,K} \right) (\Pi^K u^{\theta_0}) \], 
but since, in general, the functional $U_t^{\theta,K}(X)$ is not known explicitly, this estimate cannot be computed. The situation is much simpler if the operators $\mathcal{A}_0$ and $\mathcal{A}_1$ commute with $\Pi^K$ so that $\Pi^K \mathcal{A}_i = \Pi^K \mathcal{A}_i \Pi^K$, $i = 0, 1$, and $U_t^{\theta,K}(X) = \Pi^K (\mathcal{A}_0 + \theta \mathcal{A}_1) X(t)$; in this case, the MLE $\hat{\theta}^K$ of $\theta^0$ is computable and, as shown in [28],
\[ \hat{\theta}^K = \frac{\int_0^T (\Pi^K \mathcal{A}_1 u^{\theta_0}(t), d\Pi^K u^{\theta_0}(t) - \Pi^K \mathcal{A}_0 u^{\theta_0}(t)) dt}{\int_0^T \|\Pi^K \mathcal{A}_1 u^{\theta_0}(t)\|_0^2 dt} \] 
(5.10)

with the convention $0/0 = 0$.

Of course, expression (5.10) is well defined even when the operators $\mathcal{A}_0$ and $\mathcal{A}_1$ do not commute with $\Pi^K$, and if the whole trajectory $u^{\theta_0}$ is observed, then the values of $\Pi^K \mathcal{A}_0 u^{\theta_0}(t)$ and $\Pi^K \mathcal{A}_1 u^{\theta_0}(t)$ can be evaluated, making (5.10) computable. Even though (5.10) is not, in general, the maximum likelihood estimate of $\theta^0$, it looks like a natural estimate to consider.

To simplify the notations, the superscript $\theta_0$ will be omitted wherever possible so that $u(t)$ is the solution of (5.4) or (5.8), corresponding to the true value of the unknown parameter. To study the properties of (5.10), note first of all that for all sufficiently large $K$,
\[ P\{ \int_0^T \|\Pi^K \mathcal{A}_1 u(t)\|_0^2 dt > 0 \} = 1. \] 
(5.11)

Indeed, by assumption, the operator $\mathcal{A}_1$ is not identical zero and therefore neither is $\Pi^K \mathcal{A}_1$ for all sufficiently large $K$. Then (5.11) is a direct consequence of the following result.

**5.3.1. Lemma.** If $\mathcal{P}$ is a differential operator of order $p$ on $M$, then
\[ P\{ \omega : \mathcal{P} u(t) = 0 \text{ for all } t \in [0, T] \} = 0. \] 
(5.12)

**Proof.** On the set $\{ \omega : \mathcal{P} u(t) = 0 \text{ for all } t \in [0, T] \}$,
\[ \int_0^t \mathcal{P}[\theta_1 (\mathcal{L} + \mathcal{A}) + \theta_2 \mathcal{B}] u(s) ds = \mathcal{P} W(t), \ 0 \leq t \leq T, \] 
(5.13)

and consequently, if $r + p + 2m < -d/2$ and $0 \neq f \in \mathcal{H}^r$, then
\[ \int_0^t (\mathcal{P}[\theta_1 (\mathcal{L} + \mathcal{A}) + \theta_2 \mathcal{B}] u(s), f) ds = (W(t), \mathcal{P}^* f)_r. \]

According to (5.6), the left hand side of the last equality is a real valued process having, as a function of $t$, $\mathcal{P}$-a.s. bounded variation. On the other hand,
\[ U(t) = \frac{(W(t), \mathcal{P}^* f)_r}{\|\Lambda^r \mathcal{P}^* f\|_r} \]
is a standard one dimensional Winer process and therefore has unbounded variation, as a function of $t$, with probability 1. This means that equality (5.13) is possible only on a set of $\mathcal{P}$-measure 0.

$\Box$
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It follows from (5.10) and (5.12) that

$$\hat{\theta}^{K} = \theta^{0} + \frac{\int_{0}^{T}(\Pi^{K}A_{1}u(t), dW^{K}(t))_{0}}{\int_{0}^{T} ||\Pi^{K}A_{1}u(t)||_{\theta}^{2}dt} \quad (P-a.s.) \quad (5.14)$$

Representation (5.14) will be used to study the asymptotic properties of $\hat{\theta}^{K}$ as $K \to \infty$. To get a consistent estimate, it is intuitively clear that $\int_{0}^{T} ||\Pi^{K}A_{1}u(t)||_{\theta}^{2}dt$ should tend to infinity as $K \to \infty$, and this requires certain non-degeneracy of the operator $A_{1}$.

5.3.2. Definition. A differential operator $P$ of order $p$ on $M$ is called essentially non-degenerate if

$$||Pf||_{s}^{2} \geq \varepsilon ||f||_{s+p}^{2} - L||f||_{s+p-\delta}^{2} \quad (5.15)$$

for all $f \in C^{\infty}(M)$, $s \in \mathbb{R}$, with some positive constants $\varepsilon$, $L$, $\delta$.

If the operator $P^{*}P$ is elliptic of order $2p$, then, by Lemma 5.2.2, the operator $P$ is essentially non-degenerate because in this case the operator $P^{*}P$ is positive definite and self-adjoint so that the operator $(P^{*}P)^{1/2}$ generates an equivalent scale of Sobolev spaces on $M$. In particular, every elliptic operator satisfies (5.15). Since, by Corollary 2.1.2 in [40], for every differential operator $P$ the operator $P^{*}P - P^{2}$ is of order $2p - 1$, the operator $P$ is essentially non-degenerate if and only if $P^{*}$ is.

Let us now formulate the main result concerning the properties of the estimate (5.14). Recall that the observed field $u$ satisfies

$$du(t) + [\theta_{1}(L + A) + \theta_{2}B + N]u(t)dt = dW(t), \quad 0 < t \leq T; \quad u(0) = 0, \quad (5.16)$$

with one of $\theta_{2} = \theta_{2}^{0}$ or $\theta_{1} = \theta_{1}^{0}$ known. According to (5.14), the estimate of the remaining parameter is given by

$$\hat{\theta}^{K} = \frac{\int_{0}^{T}(\Pi^{K}(L + A)u(t), d\Pi^{K}u(t) - d\Pi^{K}(\theta_{2}^{0}B + N)u(t))_{0}}{\int_{0}^{T} ||\Pi^{K}(L + A)u(t)||_{\theta}^{2}dt}, \quad (5.17)$$

$$\hat{\theta}^{K}_{1} = \frac{\int_{0}^{T}(\Pi^{K}(L + A)u(t), d\Pi^{K}u(t) - d\Pi^{K}(\theta_{2}^{0}B + N)u(t))_{0}}{\int_{0}^{T} ||\Pi^{K}(L + A)u(t)||_{\theta}^{2}dt}, \quad (5.18)$$

5.3.3. Theorem. Assume that equation (5.16) is considered on a compact $d$-dimensional smooth manifold $M$, $\theta_{2}^{0} > 0$, $L$ is a positive definite self-adjoint elliptic operator of order $2m$, and

$$\max(\text{order}(A), \text{order}(B), \text{order}(N)) < 2m.$$ 

In the case $\theta_{2}$ is known, the estimate (5.17) of $\theta_{1}^{0}$ is consistent and asymptotically normal:

$$P = \lim_{K \to \infty} |\hat{\theta}^{K} - \theta_{1}^{0}| = 0;$$

$$\Psi_{K,1}(\theta_{1}^{0} - \hat{\theta}^{K}) \overset{d}{\to} N(0,1),$$
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where $\Psi_{K,1} = \sqrt{\left( T/(2\theta_0^2) \right) \sum_{n=1}^{K} l_n}$. 

In the case $\theta_1$ is known, the estimate (5.18) of $\theta_0^2$ is consistent and asymptotically normal if the operator $B$ is essentially non-degenerate and $\text{order}(B) = b \geq m - d/2$. In that case,

$$P - \lim_{K \to \infty} |\hat{\theta}_2^K - \theta_0^2| = 0;$$

$$\Psi_{K,2}(\theta_0^2 - \hat{\theta}_2^K) \overset{d}{\to} N(0,1),$$

where $\Psi_{K,2} = \sqrt{\sum_{n=1}^{K} l_n^{(b-m)/m}}$. 

The proof of this theorem is rather long and technical and is given below in Section 5.5.

5.3.4. Remark.

1. Since $l_k \propto k^{m/d}$, the rate of convergence for $\hat{\theta}_2^K$ is $\Psi_{K,1} \propto K^{m/d+1/2}$, and for $\hat{\theta}_2^K$, it is

$$\Psi_{K,2} \propto \begin{cases} K^{(b-m)/d+1/2} & \text{if } b > m - d/2, \\ \sqrt{\ln K} & \text{if } b = m - d/2. \end{cases}$$

2. All the statements of the theorem remain true if, instead of differential operators, pseudodifferential operators of class $S_{\rho,\delta}$ are considered with $\rho > \delta$ [40, 62].

5.3.5. Theorem. If $\theta_1^0$ is known and $\text{order}(B) = b < m - d/2$, then the measures generated in $C([0,T]; H^s)$, $s < -d/2$, by the solutions of (5.16) are equivalent for all $\theta_2 \in \mathbb{R}$ and

$$P - \lim_{K \to \infty} \hat{\theta}_2^K = \theta_2^0 + \frac{\int_0^T (Bu(t), dW(t))_0}{\int_0^T \|Bu(t)\|_0^2 dt}. \quad (5.19)$$

Proof. By (5.7),

$$\mathbb{E} \int_0^T \|Bu(t)\|_0^2 dt < \infty \quad (5.20)$$

for all $\theta_2 \in \mathbb{R}$, and therefore the stochastic integral $\int_0^T (Bu(t), dW(t))_0$ is well defined [57, 63]. Then (5.19) follows from (5.18) and the properties of the stochastic integral.

Next, denote by $P_{\theta_2}$ the measure generated in $C([0,T]; H^s)$, $s < -d/2$, by the solution of (5.16) corresponding to the given value of $\theta_2$. Inequality (5.20) implies that

$$\int_0^T \|Bu(t)\|_0^2 dt < \infty \quad (P-\text{a.s.}) \quad (5.21)$$

and therefore by Corollary 1 in [57] the measures $P_{\theta_2}$ are equivalent for all $\theta_2 \in \mathbb{R}$ with the likelihood ratio

$$\frac{dP_{\theta_2}}{dP_{\theta_2}}(u) = \exp \left( (\theta_2 - \theta_2^0) \int_0^T (Bu(t), dW(t))_0 - (1/2)(\theta_2 - \theta_2^0)^2 \int_0^T \|Bu(t)\|_0^2 dt \right), \quad (5.22)$$
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where $u(t)$ is the solution of (5.16) corresponding to $\theta_2^0$. Note that

$$\hat{\theta}_2 = \theta_2^0 + \frac{\int_0^T (B u(t), dW(t))_0}{\int_0^T \|B u(t)\|_0^2 dt}$$

maximizes the likelihood ration (5.22).

If the operators $A, B, N$ have the same eigenfunctions as $L$, then the coefficients $\psi_k(u(t))$ are independent (for different $k$) Ornstein-Uhlenbeck processes and $\Pi^K A u(t) = \Pi^K A\Pi^K u(t)$, with similar relations for $B$ and $N$. As a result, other properties of (5.17) and (5.18) can be established, including strong consistency and asymptotic efficiency [27, 28, 60], and, in the case of the continuous time observations, all estimates are computable explicitly in terms of $\psi_k(u(t)), k = 1, \ldots, K$.

In general, computation of $\hat{\theta}_1^K$ and $\hat{\theta}_2^K$ using (5.17) and (5.18) respectively requires the knowledge of the whole field $u$ rather than its projection. Still, the operators $\Pi^K (L + A), \Pi^K B, \text{ and } \Pi^K N$ have finite dimensional range, which should make the computations feasible. Another option is to replace $u$ by $\Pi^K u$. This can simplify the computations, but the result is, in some sense, even further from the maximum likelihood estimate, because some information is lost, and the asymptotic properties of the resulting estimate are more difficult to study. In general, the construction of the estimate depending only on the projection $\Pi^K u(t)$ is equivalent to the parameter estimation for a partially observed system with observations being given by (5.9). Without special assumptions on the operators $A_0$ and $A_1$, this problem is extremely difficult even in the finite dimensional setting.

### 5.4 An Example

Consider the following stochastic partial differential equation:

$$du(t, x) = (D \nabla^2 u(t, x) - (\bar{v}(x), \nabla) u(t, x) - \lambda u(t, x)) dt + dW(t, x). \quad (5.23)$$

It is called the **heat balance equation** and describes the dynamics of the sea surface temperature anomalies [19]. In (5.23), $x = (x_1, x_2) \in \mathbb{R}^2$,

$$\bar{v}(x) = (v_1(x_1, x_2), v_2(x_1, x_2))$$

is the velocity field of the top layer of the ocean (it is assumed to be known), $D$ is thermaldiffusivity, $\lambda$ is the cooling coefficient. The equation is considered on a rectangle $|x_1| \leq a; |x_2| \leq c$ with periodic boundary conditions $u(t, -a, x_2) = u(t, a, x_2), u(t, x_1, -c) = u(t, x_1, c)$ and zero initial condition. This reduces (5.23) to the general model (5.16) with $M$ being a torus, $d = 2, L = -\Delta = -\partial^2/\partial x_1^2 - \partial^2/\partial x_2^2, A = 0, B = I$ (the identity operator), $N = (\bar{v}, \nabla) = v_1(x_1, x_2)\partial/\partial x_1 + v_2(x_1, x_2)\partial/\partial x_2,$ $\theta_1 = D, \theta_2 = \lambda$. Then order$(L) = 2$ (so that $m = 1$), order$(A) = 0, \text{ order}(B) = 0$ (so that $b = 0$), and order$(N) = 1$. The basis $\{e_k\}_{k \geq 1}$ is the suitably ordered collection of real and imaginary parts of

$$g_{n_1, n_2}(x_1, x_2) = \frac{1}{\sqrt{4ac}} \exp \left\{ \sqrt{-1} \pi (x_1 n_1/a + x_2 n_2/c) \right\}, \quad n_1, n_2 \geq 0.$$
By Theorem 5.3.3, the estimate of $D$ is consistent and asymptotically normal, the rate of convergence is $\Psi_K \asymp K$; the estimate of $\lambda$ is also consistent and asymptotically normal with the rate of convergence $\Psi_K \asymp \sqrt{\ln K}$, since $b = 0 = m - d/2$ and (5.15) holds.

Unlike the case of the commuting operators, the proposed approach allows non-constant velocity field. Still, a significant limitation is that the value of $\tilde{v}(x)$ must be known.

5.5 Proof of Theorem 5.3.3.

Hereafter, $u(t)$ is the solution of (5.16) corresponding to the true value of the parameters ($\theta_1$ and $\theta_2$) and $C$ is a generic constant with possibly different values in different places.

The following result can be found in [27] and is essential for the proof.

5.5.1. Lemma. If $\mathcal{P}$ is a differential operator on $M$ and

$$P = \lim_{K \to \infty} \frac{\int_0^T \| \Pi_K \mathcal{P} u(t) \|^2 dt}{\int_0^T \| \Pi_K \mathcal{P} u(t) \|^2 dt} = 1,$$

(5.24)

then

$$\lim_{K \to \infty} \frac{\int_0^T (\Pi_K \mathcal{P} u(t), dW_K(t))_0 dt}{\sqrt{\int_0^T \| \Pi_K \mathcal{P} u(t) \|^2 dt}} = \mathcal{N}(0, 1)$$

(5.25)

in distribution.

Proof.

If

$$M^K_t := \frac{\int_0^t (\Pi_K \mathcal{P} u(s), dW_K(t))_0 ds}{\sqrt{\int_0^T \| \Pi_K \mathcal{P} u(s) \|^2 ds}},$$

then $(M^K, \mathcal{F}_t)_{0 \leq t \leq T}$ is a continuous square integrable martingale with quadratic characteristic

$$\langle M^K \rangle_t = \frac{\int_0^t \| \Pi_K \mathcal{P} u(s) \|^2 ds}{\int_0^T \| \Pi_K \mathcal{P} u(t) \|^2 dt}.$$  

By assumption, $P = \lim_{K \to \infty} \langle M^K \rangle_T = 1$.

On the other hand, if $(w_1(t), \mathcal{F}_t)_{0 \leq t \leq T}$ is a one dimensional Wiener process (e.g., $w_1(t) = \psi_1(W(t))$) and $M_t := w_1(t)/\sqrt{T}$, then $(M_t, \mathcal{F}_t)_{0 \leq t \leq T}$ is a continuous square integrable martingale, $(M)_T = 1$.

As a result,

$$\lim_{K \to \infty} M^K_T = M_T$$

in distribution by [32, Theorem VIII.4.17] or [46, Theorem 5.5.4(II)]. Since $M_T$ is a Gaussian random variable with zero mean and unit variance, (5.25) follows.

Once (5.24) and (5.25) hold and

$$\lim_{K \to \infty} \mathbb{E} \int_0^T \| \Pi_K \mathcal{P} u \|^2 dt = +\infty,$$
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the convergence
$$
P = \lim_{K \to \infty} \frac{T \mathbb{E}(u, W_K) + dW_K(t)}{\mathbb{E}(u, W_K)^2} = 0 $$
follows. Thus, it suffices to establish (5.24) and compute the asymptotics
of $\mathbb{E} \int_0^T \| \Pi K^p u \|_2^2 dt$ for a suitable operator $\mathcal{P}$.

If $\psi_k(t) := \psi_k(u(t))$, then (5.16) implies
$$d\psi_k(t) = -\theta_0^k \psi_k(t) - \psi_k([(\theta_0^k A + \theta_1^k B + \mathcal{N}) u(t)] dt + dw_k(t), \psi_k(0) = 0.$$  

According to the variation of parameters formula, the solution of this equation is given by
$$\psi_k(t) = \xi_k(t) + \eta_k(t),$$
where
$$\xi_k(t) = \int_0^t e^{-\theta_0^k (t-s)} dw_k(s),$$
$$\eta_k(t) = -\int_0^t e^{-\theta_0^k (t-s)} \psi_k([(\theta_0^k A + \theta_1^k B + \mathcal{N}) u(s))] ds.$$  

If $\xi(t)$ and $\eta(t)$ are the elements of $\cup_n \mathcal{H}^*$ defined by the sequences $\{\xi_k(t)\}_{n \geq 1}$ and $\{\eta_k(t)\}_{n \geq 1}$ respectively, then the solution of (5.16) can be written as $u(t) = \xi(t) + \eta(t)$.

The following technical result will be used in the future.

5.5.2. Lemma. If $a > 0$ and $f(t) \geq 0$, then
$$\int_0^T \left( \int_0^t e^{-a(t-s)} f(s) ds \right)^2 dt \leq \frac{T^2 f^2(t) dt}{a^2}.$$  

Proof. Note that
$$\left( \int_0^t e^{as} f(s) ds \right)^2 = 2 \int_0^t \int_0^t e^{as} e^{au} f(u) f(s) du ds.$$  

If $U := \int_0^T \left( \int_0^t e^{-a(t-s)} f(s) ds \right)^2 dt$, then direct computations yield:

$$U = 2 \int_0^T \int_0^t \int_0^s e^{-a(t-s-v)} f(u) f(s) du ds dt =$$
$$2 \int_0^T \left( \int_0^t e^{-2at} dt \right) e^{au} f(u) du e^{as} f(s) ds =$$
$$\int_0^T \left( \int_0^s a^{-1}(e^{-2as} - e^{2aT}) e^{au} f(u) du \right) e^{as} f(s) ds \leq$$
$$a^{-1} \int_0^T \left( \int_0^s e^{-a(t-s)} f(u) du \right) f(s) ds \leq$$
$$a^{-1} \left( \int_0^T \int_0^s e^{-a(t-s)} f(u) du ds \right)^{1/2} \left( \int_0^T \left( \int_0^s e^{-a(t-s)} f(u) du \right)^2 ds \right)^{1/2} =$$
$$a^{-1} \left( \int_0^T f^2(s) ds \right)^{1/2} U^{1/2},$$
and the result follows.

$\square$
It is shown in the next lemma that, under certain conditions on the operator $\mathcal{P}$, the asymptotics of $\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} u(t) \|_0^2 dt$ is determined by the asymptotics of $\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \xi(t) \|_0^2 dt$.

**5.5.3. Lemma.** If $\mathcal{P}$ is an essentially non-degenerate operator of order $p$ on $M$ and $p \geq m - d/2$, then

$$\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \xi(t) \|_0^2 dt \asymp \sum_{k=1}^N \lambda_k^{(p-m)/m}, \ K \to \infty, \quad (5.26)$$

$$ \lim_{K \to \infty} \frac{\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \eta(t) \|_0^2 dt}{\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \xi(t) \|_0^2 dt} = 0, \quad (5.27)$$

$$ \mathbf{P} = \lim_{K \to \infty} \frac{\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \eta(t) \|_0^2 dt}{\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \xi(t) \|_0^2 dt} = 0, \quad (5.28)$$

$$ \mathbf{P} = \lim_{K \to \infty} \frac{\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \xi(t) \|_0^2 dt}{\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \xi(t) \|_0^2 dt} = 1. \quad (5.29)$$

**Proof.**

*Proof of (5.26).* It follows from the independence of $\xi_k(t)$ for different $k$ that

$$\mathbf{E} \sum_{k=1}^K |\psi_k(\mathcal{P} \xi(t))|^2 = \mathbf{E} \sum_{k=1}^K \left| \sum_{n \geq 1} \xi_n(t)(e_n, \mathcal{P}^* e_k)_0 \right|^2 = \sum_{k=1}^K \sum_{n \geq 1} \frac{1}{2\theta_1^n} (1 - e^{-2\theta_1^n t}) |(e_n, \mathcal{P}^* e_k)_0|^2. $$

Integration yields:

$$\mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \xi(t) \|_0^2 dt = \sum_{k=1}^K \sum_{n \geq 1} \frac{1}{2\theta_1^n} \left( T - \frac{1}{2\theta_1^n} (1 - e^{-2\theta_1^n t}) \right) |(e_n, \mathcal{P}^* e_k)_0|^2. $$

Since $l_k \to \infty$ and only asymptotic behavior, as $K \to \infty$, of all expressions is studied, it can be assumed that $1 - e^{-2\theta_1^n k T} > 0$ for all $k$. Then the last inequality and the definition of the norm $\| \cdot \|_2$ imply

$$\frac{T}{2\theta_1^n} \sum_{k=1}^K \| \mathcal{P}^* e_k \|_2^2 - C \sum_{k=1}^K \| \mathcal{P}^* e_k \|_2^{-2m} \leq \mathbf{E} \int_0^T \| \Pi^K \mathcal{P} \xi(t) \|_0^2 dt \leq \frac{T}{2\theta_1^n} \sum_{k=1}^K \| \mathcal{P}^* e_k \|_2^{-2m}. $$

Since $\mathcal{P}$ satisfies (5.15),

$$\| \mathcal{P}^* \psi_k \|_m^2 \geq \varepsilon \| e_k \|_{p-m}^2 - K \| e_k \|_{p-m-\delta}^2 = \varepsilon \lambda_k^{2(p-m)}(1 - (K/\varepsilon)\lambda_k^{-2\delta}). $$

In addition, $\| \mathcal{P}^* e_k \|_2^2 \leq C \| e_k \|_{2+p}^2$ and $\lambda_k = l_k^{1/(2m)}$. The result (5.26) follows.
Proof of (5.27). By assumptions,
\[ c := \max(\operatorname{order}(\mathcal{A}), \operatorname{order}(\mathcal{B}), \operatorname{order}(\mathcal{N})) < 2m. \]

By Lemma 5.5.2,
\[
\int_0^T |\eta_n(t)|^2 dt \leq \frac{1}{(\theta_1^n)^2} \int_0^T |\psi_n((\theta_1^n \mathcal{A} + \theta_2^n \mathcal{B} + \mathcal{N}) u(t))|^2 dt,
\]
which implies that for every \( r \in \mathbb{R} \),
\[
\sum_{n \geq 1} \lambda_n^{2r} \int_0^T |\psi_n(\mathcal{P} \eta(t))|^2 dt \equiv \int_0^T \|\mathcal{P} \eta(t)\|^2 dt \leq C \int_0^T \|\eta(t)\|_{r + p}^2 dt \equiv \int_0^T \|u(t)\|_{r - 2m + c + p}^2 dt.
\]

If \( c_1 := 2m - c > 0 \) and \( r = -x \) where \( x = \max(0, d/2 + c_1/2 + p + c - 3m) \), then \(-x - 2m + c + p = m - d/2 - c_1/2 \) and, by (5.6), \( E \int_0^T \|u(t)\|^2_{-x - 2m + c + p} < \infty \). As a result, since \( \lambda_k \asymp k^{1/d} \),
\[
E \int_0^T \|\mathcal{P} \eta(t)\|_2^2 dt \leq \sum_{n=1}^{K} \lambda_n^{-2x} E \int_0^T |\psi_n(\mathcal{P} \eta(t))|^2 dt \leq \frac{C K^{2x/d} \sum_{n=1}^{K} \lambda_n^{-2x} E \int_0^T |\psi_n(\mathcal{P} \eta(t))|^2 dt}{\sum_{k=1}^{K} \lambda_k^{2(p-m)}} \to 0 \quad \text{as} \quad K \to \infty,
\]

because if \( p - m = -d/2 \), then \( d/2 + c_1/2 + p + c - 3m = -c_1/2 < 0 \) so that \( x = 0 \), while for \( p - m > d/2 \) the sum \( \sum_{k=1}^{N} \lambda_k^{2(p-m)} \) is of order \( N^{2(p-m)/d+1} \) and \( 2(p-m)/d + 1 > (d + 2(p-m) - c_1/2) = 2x/d \). This proves (5.27). Then (5.28) follows from (5.27) and the Chebychev inequality.

Proof of (5.29). There are two steps in the proof. Writing \( X_K(t) := \|\mathcal{P} \eta(t)\|_2^2 \), the first step is to show that, for all \( t \in [0, T] \),
\[
\text{var}(X_K(t)) \leq C \sum_{k=1}^{K} \lambda_k^{4(p-m)}.
\]

This will imply that (5.29) holds (the second step), i.e. that
\[
P = \lim_{K \to \infty} \frac{\int_0^T X_K(t) dt}{E \int_0^T X_K(t) dt} = 1.
\]

1. If \( X_K^M(t) := \sum_{k=1}^{K} |\sum_{n=1}^{M} \xi_n(t)(\epsilon_n, \mathcal{P}^* \epsilon_k_0)|^2 \), then \( X_K^M(t) \) is a quadratic form of the Gaussian vector \((\xi_1(t), \ldots, \xi_M(t))\). The matrix of the quadratic form is \( A = [A_{n,m}]_{n,m=1,\ldots,M} \) with
\[
A_{n,m'} = \sum_{k=1}^{K} (\epsilon_n, \mathcal{P}^* \epsilon_k_0)(\epsilon_{m'}, \mathcal{P}^* \epsilon_k_0),
\]
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and the covariance matrix of the Gaussian vector is
\[ R = diag \left( \frac{1 - e^{-2\theta^2 l_k t}}{2\theta^2 l_k}, \quad n = 1, \ldots, M \right). \]

It is still assumed that \( 1 - e^{-2\theta^2 l_k t} > 0 \) for all \( k \).

Direct computations yield
\[
\mathbb{E} X^M_K(t) = \sum_{k=1}^{K} \sum_{n=1}^{M} \frac{1}{2\theta^2 l_k} (1 - e^{-2\theta^2 l_k t}) |(\epsilon_n, P^*e_k)_0|^2 = \text{trace}(AR).
\]

Analysis of the proof of (5.26) shows that for every \( t \in [0, T] \) and \( k = 1, \ldots, K \) the series \( \sum_{n \geq 1} \xi_n(t)(\epsilon_n, P^*e_k)_0 \) converges with probability one and in the mean square. Consequently,
\[
\lim_{M \to \infty} X^M_K(t) = X_K(t) \quad (\text{P-a.s.});
\]
\[
\lim_{M \to \infty} \mathbb{E} X^M_K(t) = \sum_{k=1}^{K} \sum_{n \geq 1} \mathbb{E} |\xi_n(t)(\epsilon_n, P^*e_k)_0|^2 = \mathbb{E} X_K(t). \tag{5.31}
\]

Next,
\[
\text{var}(X^M_K(t)) = 2 \text{trace}((AR)^2) \leq C \sum_{n,n'} \frac{1}{l_n l_{n'}} A^2_{nn'} = \sum_{k=1}^{K} \sum_{k'=1}^{K} |(\mathcal{P} e_k, e_{k'})_0|^2 \lambda_k^{4(p-m)} \leq \sum_{k=1}^{K} \|\mathcal{P} e_k\|_0^2 \lambda_k^{4(p-m)} \leq C \sum_{k=1}^{K} \lambda_k^{4(p-m)},
\]
where \( \mathcal{P} := P^* A^{-2m} P^* A^{2(m-p)} \) is a bounded operator in \( H^0 \). After that, inequality (5.30) follows from (5.31) and the Fatou lemma:
\[
\text{var}(X_K(t)) = \mathbb{E} \lim_{M \to \infty} |X^M_K(t)|^2 - |\mathbb{E} \lim_{M \to \infty} X^M_K(t)|^2 = \mathbb{E} \lim_{M \to \infty} |X^M_K(t)|^2 - \lim_{M \to \infty} \mathbb{E} |X^M_K(t)|^2 \leq \liminf_{M \to \infty} \mathbb{E} |X^M_K(t)|^2 \leq \lim_{M \to \infty} \mathbb{E} |X^M_K(t)|^2 \leq C \sum_{k=1}^{K} \lambda_k^{4(p-m)}.
\]

2). If \( Y_K := \int_0^T (X_K(t) - \mathbb{E} X_K(t)) dt / \mathbb{E} \int_0^T X_K(t) dt \) then
\[
\frac{\int_0^T X_K(t) dt}{\mathbb{E} \int_0^T X_K(t) dt} = 1 + Y_K
\]
and
\[
\mathbb{E} Y_K^2 \leq \frac{T \int_0^T \text{var}(X_K(t)) dt}{(\mathbb{E} \int_0^T X_K(t) dt)^2} \leq C \left( \sum_{k=1}^{K} \lambda_k^{4(p-m)} \right) \left( \sum_{k=1}^{K} \lambda_k^{2(p-m)} \right)^2 \to 0 \quad \text{as} \quad K \to \infty.
\]

By the Chebyshev inequality, \( P - \lim_{K \to \infty} Y_K = 0 \), which implies (5.29).
5.5.4. Corollary. If $\mathcal{P}$ is an essentially non-degenerate operator of order $p$ on $M$ and $p \geq m - d/2$, then

$$
E \int_0^T \|\Pi^K \mathcal{P} u(t)\|^2 dt \leq \frac{\varepsilon T}{2\theta_1^0} \sum_{k=1}^K j_k^{(p-m)/m}, \; K \to \infty,
$$

and

$$
\mathcal{P} - \lim_{K \to \infty} \frac{\int_0^T \|\Pi^K \mathcal{P} u(t)\|^2 dt}{E \int_0^T \|\Pi^K \mathcal{P} u(t)\|^2 dt} = 1.
$$

Proof. By the inequality $|2xy| \leq \varepsilon x^2 + \varepsilon^{-1} y^2$, which holds for every $\varepsilon > 0$ and every real $x, y$,

$$(1 - \varepsilon)E \int_0^T \|\Pi^K \mathcal{P} \xi(t)\|^2 dt + (1 - \frac{1}{\varepsilon})E \int_0^T \|\Pi^K \mathcal{P} \eta(t)\|^2 dt \leq E \int_0^T \|\Pi^K \mathcal{P} u(t)\|^2 dt \leq (1 + \varepsilon)E \int_0^T \|\Pi^K \mathcal{P} \xi(t)\|^2 dt + (1 + \frac{1}{\varepsilon})E \int_0^T \|\Pi^K \mathcal{P} \eta(t)\|^2 dt.$$

Since $\varepsilon$ is arbitrary, (5.32) follows from (5.27) and (5.26). After that, (5.33) follows from (5.29).

To prove the first part of Theorem 5.3.3, it now suffices to apply Lemma 5.5.1 and Corollary 5.5.4 with $\mathcal{P} = \mathcal{L} + \mathcal{A}$; the non-degeneracy condition (5.15) holds with $p = 2m, \varepsilon = 1, \delta = m - \text{order}(\mathcal{A})/2$, because

$$\|\mathcal{L} f\|_s = \|f\|_{s+2m}$$

and, since the order of the operator $\mathcal{A}^* \mathcal{L}$ is $4m - 2\delta$,

$$\langle \mathcal{A}^* \mathcal{L} f, f \rangle_s = \langle \Lambda^{-(2m-\delta)} \mathcal{A}^* \mathcal{L} f, \Lambda^{2m-\delta} f \rangle_s \leq \|\Lambda^{-(2m-\delta)} \mathcal{A}^* \mathcal{L} f\|_s \|\Lambda^{2m-\delta} f\|_s \leq C \|f\|^2_{s+2m-\delta}.$$  

Similarly, the second part of the theorem follows with $\mathcal{P} = \mathcal{B}$; now (5.15) is assumed. Analysis of the proof shows that

$$\lim_{K \to \infty} \frac{\Psi_{K,2}^2}{\sum_{k=1}^K j_k^{(p-m)/m}} \geq \frac{\varepsilon T}{2\theta_1^0}.$$

\[\Box\]
Chapter 6

Directions of Future Research

The open questions concerning the Wiener chaos decomposition of the stochastic evolution equations include:

1. Derivation and analysis of the expansion for equations with unbounded diffusion operator (this corresponds to the Zakai equation for the filtering model with correlated noise or unbounded observation function).

2. Derivation and analysis of the expansion for equations with infinite dimensional noise. This expansion can lead to new parameter estimation algorithms.

3. Further analysis of the multiple integral expansion, in particular, derivation of explicit formulas for higher order approximation schemes.

4. Analysis of the filtering equation with unbounded coefficients (in addition to the observation function, this includes unbounded drift and diffusion coefficients in the state equation).

5. Derivation of the filtering algorithms for models other than diffusion.

There are a number of open questions concerning the spectral separating schemes for the diffusion filtering model:

1. Is it possible to modify the algorithms so that the approximate unnormalized filtering density remains non-negative?

2. How to organize the off-line computations and the storage of data?

3. What is the efficient way to perform the on-line computations?

The next obvious step in the investigation of the parameter estimation problem is to consider the multi-dimensional parameter case (with the commuting operators, this problem was studied in [27]). Other directions include nonparametric estimation, nonlinear equations, and partially observed systems. Some problems of target tracking require the solution of the filtering problem with unknown coefficients of the state equation. The corresponding algorithm will have to include efficient on-line procedures for both filtering and estimation.
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