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CON SPECTUS

Electron dynamics at molecular—bulk interfaces play a central role in a number of different fields, including molecular electronics and sensitized semiconductor solar cells. Describing electron behavior in these systems is difficult because it requires a union between disparate interface components, molecules and solid-state materials, that are studied by two different communities, chemists and physicists, respectively. This Account describes recent theoretical efforts to bridge that gap by analyzing systems that serve as good general models of the interfacial electron dynamics. The particular systems that we examine, dyes attached to TiO₂, are especially important since they represent the key component of dye-sensitized semiconductor solar cells, or Grätzel cells. Grätzel cells offer a cheap, efficient alternative to traditional Si-based solar cells. The chromophore—TiO₂ interface is a remarkably good target for theorists because it has already been the subject of many excellent experimental investigations.

The electron dynamics in the chromophore—semiconductor systems are surprisingly rich and involve a great variety of processes as illustrated in the scheme above. The exact rates and branching ratios depend on the system details, including the semiconductor type, its bulk phase, and its exposed surface, the chromophore type, the presence or absence of a chromophore—semiconductor bridge, the alignment of the chromophore and semiconductor energy levels, the surface termination, the active vibrational modes, the solvent, the type of electrolyte, the presence of surface defects, etc. Still, the general principles governing the electron dynamics at the bulk—semiconductor interface can be understood and formulated by considering a few specific examples.

The ultrafast time scale of the electronic and vibrational processes at the molecule—bulk interface make it difficult to invoke traditional theories. Instead, we perform explicit time-domain simulations with an atomistic representation of the interface. This approach most directly mimics the time-resolved experimental data and provides a detailed description of the processes as they occur in real time. The simulations described in this Account take into consideration the chemical structure of the system, determine the role of the vibrational motion and non-adiabatic coupling, uncover a vast variety of electron dynamics scenarios, and ultimately, allow us to establish the basic criteria that provide an understanding of this complicated physical process. The insights attained in the theoretical studies let us formulate a number of practical suggestions for improving the properties of the dye-sensitized semiconductor solar cell and for controlling the electron transfer across molecular—bulk interfaces.
Introduction
The transfer of charge through molecules and solid-state structures has been studied separately for many decades, using a variety of experimental techniques and theoretical models. Electron transfer (ET) across molecular/bulk interfaces, however, has become the subject of active research only much more recently. Many details of the interfacial ET remain unknown and are hard to elucidate. These difficulties trace back to the stark differences between the two components of the interface: molecules, which are studied by chemists, and solid-state materials, which are studied by physicists. Molecules, for example, exhibit discrete, localized electronic states, unique vibrational frequencies, and well-defined, directional bonds. Solid-state materials, on the other hand, possess continuous bands of delocalized electronic and vibrational states, can be doped easily, and form defects that disrupt regular bonding patterns. The surface characteristics of solid-state materials are strongly dependent on surface preparation, temperature, and the presence of solvent and other chemicals. The bulk properties can be further affected by quantum confinement effects that depend on the crystal’s size. The intrinsic difference between the quantum states of molecules and periodic systems, as well as the often disparate sets of theories and experimental tools used by chemists and physicists,1,2 create challenges for the study of the organic–inorganic interface, which plays a key role in many emerging fields.

Designs involving a combination of organic and inorganic components have become increasingly common in recent years, as molecular and solid-state domains have converged, with molecules assembled into ever more complicated mesoscopic structures3 and periodic systems miniaturized on the nanoscale.4,5 For instance, interfaces between solid-state and biological systems are encountered in bioanalytical chemistry,6 biomechanics,7,8 and drug delivery.9 Charge transport across the contacts remains the most important area of study in the burgeoning field of molecular electronics;10 photoinduced electron transfer (ET) at molecular/bulk interfaces constitutes a major focus of research in the chemistry of photoelectrolysis,11 photocatalysis,12 lithography,13 and photography;14 and molecular/bulk interfacial ET is the primary step in photovoltaic devices,15,16 since it allows charge separation upon the absorption of a photon.

A dye coupled to the TiO₂ semiconductor surface is an excellent model for processes that occur in the above fields. This system represents a key part of the Grätzel cell,17 which is one of the most promising and best-studied alternatives to the more costly traditional solar cells made of pure silicon. The conversion of solar energy into an electric current in the Grätzel cell starts with the photoexcitation of the chromophore from its ground state, which is located energetically in the semiconductor band gap, to an excited state that is in resonance with the semiconductor CB. Following a rapid injection into the CB, the electron delocalizes to the bulk and relaxes down in energy to the CB edge. The delocalized electron can return to the semiconductor surface, particularly in the presence of defects in the surface structure and bonding, which create trap states. A photoexcited electron that is close to the surface can be lost by recombination with the positive charge created on the chromophore, by the photoexcitation, or by transfer to an electrolyte molecule. The electrolyte is present in the Grätzel cell in order to regenerate the neutral chromophore by a separate ET event from the electrolyte to the chromophore ground state.

FIGURE 1. Energy diagram of the electronic states participating in the excited electron dynamics at the chromophore–semiconductor interface. The chromophore is excited from its ground state to an excited state that is in resonance with the semiconductor CB. Following a rapid injection into the CB, the electron delocalizes to the bulk and relaxes down in energy to the CB edge. The delocalized electron can return to the semiconductor surface, particularly in the presence of defects in the surface structure and bonding, which create trap states. A photoexcited electron that is close to the surface can be lost by recombination with the positive charge created on the chromophore, by the photoexcitation, or by transfer to an electrolyte molecule. The electrolyte is present in the Grätzel cell in order to regenerate the neutral chromophore by a separate ET event from the electrolyte to the chromophore ground state.
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hole that exists in the chromophore ground state, thus short-circuiting the cell. Successful cell operation relies on the injected electron's traveling through the semiconductor to an electrode. Having carried a load, the electron makes its way to the other electrode and reacts with an electrolyte. Once the electrolyte molecule approaches the chromophore, the electron is transferred to the chromophore ground state, and the neutral chromophore is regenerated, \( \tau_{\text{regen}} \). By accepting the surface electron, the electrolyte can also short-circuit the cell, \( \tau_{\text{electr}} \). This paper considers all of the above processes, each of which occurs at the chromophore–semiconductor interface.

The interfacial processes influence the efficiency of the cell\(^1\) and, therefore, are an object of active investigation, both experimental\(^2-15,17,19-30\) and theoretical.\(^16,31-43\) Two different strategies are used for modeling the interfacial ET in real-time. In one type of study, a simplified model of the interface allows theorists to describe the coupled electron-vibrational dynamics fully quantum-mechanically, to vary the model parameters systematically, and to investigate the influence of various interface characteristics on the ET.\(^31-35\) The other type of study uses an explicit atomistic representation of the interface combined with quantum-classical or semiclassical electron vibrational dynamics.\(^16,36-43\) Atomistic simulations treat the interface in realistic detail, including the time-dependent geometric and electronic structure of the chromophore, the surface, and the electrolyte. The same approach considers the binding and chemical bonding between the subsystems, the many-body electronic and electron-vibrational coupling, the solvent, the temperature, and other factors. The discussion presented below deals primarily with the atomistic description of the interface and characterizes its properties and the ET dynamics at the \textit{ab initio} level.

**Interface Geometry**

The geometric structure of the chromophore–semiconductor interface governs its electronic properties and the ensuing ET dynamics. The properties of the individual constituents of the interface are fairly well understood, although the different communities that discuss them use different terminologies.\(^1,2\) Chemists concern themselves with dyes, physicists with semiconductors. This discrepancy means that an accurate description of the overall interface remains a challenge. One has to choose a model that combines the periodic properties of the semiconductor with the local molecular structure. A combined model must avoid an unphysical redistribution of charge and spin between the two components, provide stable binding in both chemisorption and physisorption regimes, and be internally consistent in general.

The TiO\(_2\) semiconductor has a long history in photoelectrochemistry.\(^12\) With few exceptions, the majority of the experimental studies of the interfacial ET in the dye-sensitized TiO\(_2\) systems are carried out with TiO\(_2\) particles that are a mixture of the rutile and anatase crystal forms of TiO\(_2\) with a variety of exposed surfaces.\(^44\) Bare TiO\(_2\) surfaces, Figure 2, are highly chemically reactive and will interact with those substances that are present in solution and in air. Under high vacuum, the surface will reconstruct in order to saturate the dangling bonds as much as possible. Water adsorbs on TiO\(_2\) both dissociatively and in the molecular form, as depicted schematically in Figure 3, depending on the type of the surface, the presence of defects, the coverage level, the temperature, and other factors.\(^16,44\) In the absence of efficient hydrogen bonding or other specific interactions, larger molecules containing hydroxyl groups, such as alcohol solvents or sensitizer chro-
Chromophores, can be expected to adsorb dissociatively. Chromophore molecules that provide multiple binding groups, such as alizarin with its two hydroxyls, can span more than one Ti atom, Figure 3. In many cases, it is correct to assume that the chromophore geometry is not altered by the bonding. In some cases, particularly those involving bidentate binding, the chromophore may be somewhat distorted in order to provide a better match with the surface geometry. The redox mediator does not permanently bind to the semiconductor surface, since it shuttles between the surface and the counter electrode.

**Electronic Structure of Interface**

Understanding the electronic properties of the interface is a key prerequisite for studying the electron dynamics. In order to characterize the ET rates and mechanisms, one needs to understand the energy alignment and electronic coupling between the chromophore and semiconductor states. This means developing the static electronic structure picture and considering the coupling of the electronic states that is caused by the vibrational motions at finite temperatures. Electronic structure calculations indicate that the CB of TiO₂ is created by the d-orbitals of the titanium atoms. The gap between the valence and conduction bands of bulk TiO₂ is 3.2 eV, with the bottom of the CB about 4.5 eV below the vacuum level. The surface induces substantial changes in the bulk electronic structure; localized surface states appear both within the bands and in the gap, and the dangling bonds of an unsaturated surface introduce gap states that can lower the gap energy to a few tenths of an electronvolt. Surface reconstruction partially reopens the gap. Saturation of the surface by chemical bonding of water and other species brings the gap closer to the bulk value.

The chromophores that are used in the chromophore-sensitized TiO₂ photovoltaic cell harvest visible light and are selected to match the semiconductor energy levels and to be photochemically and thermally stable. They fall into two broad categories: purely organic conjugated molecules, such as alizarin, Figure 3, and transition-metal/ligand complexes. In the complexes, the photoactive ligands are smaller organic conjugated molecules. The photoexcited states formed by the π*-orbitals of the conjugated systems are similar in both chromophore types. The ground state of the purely organic chromophores is also a π-state, but the ground state of the transition metal chromophores is localized on the n-orbitals occupied by the metal’s lone electron pairs. The photoexcitation of a transition metal chromophore gives an intramolecular charge transfer of the n–π* type. The minor differences between the photoexcited states of the organic and transition metal chromophores result from the larger excited state delocalization in the purely organic chromophores, as well as from the positive charge on the transition metal that slows down the transfer of the electron into the semiconductor. Additional complications with the transition metal chromophores arise from the strong spin–orbit coupling that provides a high probability of intersystem crossing from the photoexcited singlet into a lower energy triplet state, which may lie below the semiconductor CB and slow down the electron injection.

The thermal energy of atomic motion can have a dramatic effect on the geometric and electronic structure of the interface. The binding energy of water and electrolyte molecules to the surface may be weaker than \( k_B T \), and a structure that is stable at 0 K can be substantially perturbed at a finite temperature. Thermal fluctuations in the atomic coordinates influence the electronic energy levels, primarily those of the localized states of the chromophore and the electrolyte, Figure 5. The fluctuation of the molecular states closer and farther away from the CB edge, as well as between the regions of higher and lower CB state density, affects the ET reaction rates and mechanisms and creates an inhomogeneous distribution of initial conditions. The low-frequency motions mod-

---

**FIGURE 4.** The simulation cell and spatial densities of the electronic states that participate in the photoexcited electron dynamics: (a) alizarin ground state; (b) alizarin photoexcited state; (c) TiO₂ CB state; (d) I₂ singly occupied state. The atoms are denoted as follows: Ti, big light gray; O, red; C, dark gray; I, big purple; H, small blue. The semiconductor surface is terminated by a layer of dissociatively adsorbed water. One of the water molecules is replaced by alizarin. The I₂⁻ species replaces an OH⁻ group.
ulate the relative positions of the energy levels, while the higher frequencies determine the electron–phonon coupling that drives the photoexcited electron dynamics.

**Injection from Chromophore to Semiconductor**

In order to illustrate the features of the electron injection process that become apparent from the time-domain *ab initio* simulations, we consider the alizarin–TiO$_2$ system that has been studied experimentally$^{26–28}$ and is shown in Figure 4. The chromophore photoexcited state is energetically close to the TiO$_2$ CB edge, Figure 5. Efficient injection at the band edge produces nontrivial dynamical effects and avoids the voltage loss associated with the relaxation of electrons that are injected higher in the CB. The results of the simulations$^{40–43}$ agree well with the experimental time scales$^{27,28}$ and indicate that the photoinduced ET from a molecular donor to the semiconductor substrate can involve a variety of processes and different ET mechanisms.

Thermal fluctuations of atomic coordinates produce a distribution of the photoexcited state localizations and energies, Figure 5, creating an inhomogeneous ensemble of initial conditions for the electron injection. In some instances, the photoexcited state is well localized on the chromophore. In other cases, over half of the photoexcited state density is on the semiconductor. As a result, on average the electron is 30% delocalized onto the semiconductor. Therefore, the ET coordinate shown in Figure 6 is advanced beyond zero at the initial time. The rest of the injection process takes about 10 fs.

The ultrafast electron injection timescale makes it difficult$^{21}$ to invoke traditional ET descriptions, such as the Marcus model,$^{15,24}$ which assume that vibrational energy redistribution occurs faster than the electron dynamics. This fact creates the need for the explicit time-domain simulations. The language of ET theories can still be applied to the interfacial electron injection. In particular, one can distinguish between the adiabatic and nonadiabatic (NA) transfer mechanisms.$^{16,24}$ Either mechanism can, in principle, explain the ultrafast injection. However, the two mechanisms have drastically different implications for the variation of the interface conductance and solar cell voltage with the system properties. In the adiabatic mechanism, the coupling between the dye and the semiconductor is large, and ET occurs through a transition state (TS) along the reaction coordinate that involves a concerted motion of nuclei, see the inset in Figure 6. A small TS barrier gives fast adiabatic ET. Since the adiabatic mechanism relies on strong chromophore coupling to one or a few semiconductor states, the injection can occur close to the edge of the CB, where the density of states (DOS) is low. As a result, energy and voltage may be saved by avoiding the relaxation inside the CB that is inevitable if the electron is injected high into the CB. NA effects decrease the amount of ET that happens at the TS but open up a new channel involving direct transitions from the dye into the semiconductor that can occur at any nuclear configuration. The NA injection rate is proportional to the acceptor DOS,$^{15}$ hence, efficient NA injection is possible only high into the CB, resulting in voltage loss. On the other hand, the weak chromophore–semiconductor coupling that is responsible for the NA injection reduces the rate of transfer of the injected electron back onto the chromophore, improving the overall current. The different dependence of the
photovoltaic current and voltage on the chromophore–semiconductor coupling creates a delicate balance that allows for a variety of optimization possibilities.

**Delocalization into Semiconductor Bulk**

Following the photoexcitation and injection across the chromophore–semiconductor interface, the electron evolves inside the semiconductor both spatially and energetically. The TiO$_2$ surface state that accepts the injected electron is localized within the first few surface layers.$^{40,41}$ In some cases,$^{38,39}$ a single Ti atom can constitute 20% of the acceptor state density. Simulations$^{41}$ indicate that the electron leaves the surface region and delocalizes into the semiconductor bulk on a 100 fs time scale, in agreement with the available experimental data.$^{48}$ The ET from the surface to the bulk occurs in a sequence of NA electronic transitions starting at the surface state. Generally, the delocalization process is not uniform in space but rather exhibits preferential directions, which depend on the symmetry of the photoexcited state.$^{36}$

**Relaxation to the Bottom of the Conduction Band**

Simultaneously with the delocalization, the injected electron loses its energy to phonons and relaxes to the bottom of the CB. The relaxation time scale is largely independent of how high in the CB the electron has been injected, Figure 7, indicating that transfers between energetically separated states make a strong contribution to the movement of the electron downward through the band. As much as half an electron-volt of energy can be lost in a single hop, see inset in Figure 7a. Still, the majority of the hops induce only small energy changes, as emphasized by the exponential decay of the probability distribution. The energy flow between the electronic and vibrational degrees of freedom of the semiconductor is not unidirectional. Occasionally, phonons can impart some energy onto the electron. The likelihood of a gain in the electron energy is, however, significantly smaller than the likelihood of an energy loss, especially for large energy hops. The relaxation creates a quasi-equilibrium distribution of state populations near the bottom of the CB.

**Back-Transfer to Chromophore**

Due to the high surface area of chromophore-sensitized TiO$_2$, an electron delocalized in bulk TiO$_2$ has a high probability of finding a surface. Once at the surface, the electron will interact with those chromophores that are still positively charged after the injection and with the electrolyte that has approached the surface. Surface structural defects, such as missing atoms, edges, and unsaturated bonds, support trap states with energies below the CB edge. If the electron finds a trap, it will remain at the surface for a long time, increasing the probability of its recombination with the chromophore or electrolyte. Assuming that the electron is trapped inside the first five surface layers, as represented by the simulation cell in Figure 4, the simulation shows$^{43}$ that the back-transfer to the ground state of alizarin is 2 orders of magnitude slower than the injection$^{41}$ and occurs on a picosecond time scale, Figure 8. The result is in agreement with the experimental data.$^{26,28}$

The recombination of the electron with the chromophore takes place via a NA electronic transition in which a large amount of energy is exchanged between the electron and the phonons. Simulations show that the transition is most efficiently facilitated by the mid-range frequency vibrational modes of the chromophore.$^{43}$ These modes couple to the electronic states and provide a good match between the electronic and vibrational quanta of energy that are exchanged during the transition. The high-frequency modes that involve the light hydrogen atoms of the C–H chromophore bonds and the O–H groups terminating the semiconductor surface do not take part in the electron back-transfer, since the chromophore and semiconductor electronic states that are engaged in the transition are localized on the heavy atoms.
Electron Loss to Electrolyte

The I$_2$/$I_3^-$ redox pair is the most typical Grätzel cell mediator. It acts according to the following mechanism.$^{49}$

\[
\begin{align*}
I_3^- & \Leftrightarrow I_2 + I^- \\
I_2 + e^{-} & \Rightarrow I_2^- \\
2I_2^- & \xrightarrow{k_{disp}} I_3^- + I^- \\
I_2^- + e^{-} & \xrightarrow{k_{ET}} 2I^- 
\end{align*}
\]

The $I_2^-$ radical anion can both donate an electron to the positively charged chromophore and accept an electron from the semiconductor. In order to preserve the overall electroneutrality, $I_2^-$ replaces an OH$^-$ group at the surface, Figure 4. However, it is too large to fit into the space vacated by OH$^-$. Instead, it interacts most strongly with the positively charged surface hydrogens and hovers close to the surface. The $I_2^-$–TiO$_2$ interaction is sufficiently strong to overcome thermal kinetic energy and maintain surface binding at room temperature. Even though both iodine atoms in the electrolyte molecule have partial negative charges, one of the atoms makes a closer approach to the surface. The diatomic molecule becomes polarized by the surface interaction and hovers close to the surface. The $I_2^-$–TiO$_2$ interaction is sufficiently strong to overcome thermal kinetic energy and maintain surface binding at room temperature. The ET from $I_2^-$ to alizarin is nonexponential and is strongly modulated by the orientation and distance between the two species.

Transfer from Electrolyte to Chromophore

In the Grätzel cell, the positive charge created on the chromophore by the photoinduced electron injection into the TiO$_2$ surface is quenched with the negative charge that is brought to the chromophore by the redox mediator. The two species are charged oppositely, and thus they attract each other electrostatically. Since the chromophore is chemically bonded to the semiconductor, the electrolyte–chromophore interaction occurs near the surface, Figure 4. The rate of the ET between $I_2^-$ and alizarin is determined by the electron donor–acceptor coupling, which must be substantially weaker for the spatially separated molecules than for the alizarin–TiO$_2$ surface donor–acceptor pair, which is chemically bound. Indeed, the nonexponential rise of the occupation of the alizarin ground state seen in Figure 8 indicates that the ET strongly depends on the chromophore–mediator distance. The step in the state occupations seen in the figure is related to the slow-frequency wagging motions of alizarin and $I_2^-$ relative to the surface.$^{43}$ These motions bring the two species alternatively closer to and farther from each other. An additional channel for ET from $I_2^-$ to alizarin is provided by the binding of both species to the TiO$_2$ surface. Electronic structure calculations support the existence of the through-bond coupling channel by showing increased delocalization of the $I_2^-$ state density onto the surface in the combined system.$^{43}$

Summary of the Photoexcited Electron Kinetics

The variety of pathways that are available to the electrons at the chromophore–semiconductor interface are summarized in Figure 9. The time scales reported in the figure are based on the alizarin–TiO$_2$ system, Figure 4, studied by a combination
The details of the interfacial electron dynamics described in experimental \(^{26–28}\) and theoretical \(^{40–43,52,53}\) techniques. Other systems can be characterized by the same kinetic scheme with somewhat different time constants. It should be emphasized that the results have been obtained for the situation in which the electrolyte molecule has diffused into a close proximity to the surface.

Comparing the relevant time scales, one concludes that in the absence of trap states, the majority of the injected electrons move away from the surface. However, if the electron is trapped near the surface or repeatedly returns to the surface in a system with a large surface area, it can return to the chromophore and fill in the ground state vacancy. In photovoltaic applications, the relaxation of the electron inside the CB is responsible for voltage loss, and the electron’s return to the chromophore decreases solar cell current. The current is also decreased by ET from the semiconductor surface onto the electrolyte. The simulations indicate that if the electrolyte molecules are allowed to chemisorb onto the surface, the photovoltaic device will be very inefficient.

All processes considered in Figure 9 occur by the NA mechanism, Figure 6, involving quantum-mechanical transitions or tunneling between electronic states. The electron injection is the only possible exception. If the chromophore is bound to the semiconductor by a short bridge, the injection happens by the adiabatic mechanism, facilitated by a concerted classical-mechanical motion of chromophore and semiconductor atoms.

**Concluding Remarks**

The details of the interfacial electron dynamics described in this Account have become available through recent theoretical advances in NA molecular dynamics. \(^{53–55}\) Time-resolved simulations are of particular value for elucidating the ultrafast ET processes that show a variety of individual events with well-defined dynamical signatures, such as the rise and fall of intermediate state populations, large transient fluctuations from the average behavior, time dependence of the quantum transition rates, and local vibrational heating and cooling. An *ab initio* description of the interface creates an intuitive picture that appeals to chemists and creates a clear understanding of the effects of atomic structure, binding, chemical functionalization, and electronic interactions that occur through bonds and through space. Time-resolved *ab initio* simulations are still rare and are computationally demanding. The field is rapidly progressing, and state-of-the-art techniques for the dynamics simulations are being actively developed. As the theoretical research advances, larger systems and longer time scales will become accessible, allowing one to probe more examples and finer details of chemical dynamics.
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