1. Introduction

The design and investigation of organic nonlinear optical (NLO) materials are driven by applications in a great variety of optical devices including, for example, fiber-optic transmission lines and amplifiers, electrical-to-optical signal transducers for cable television, diode lasers, high-density memories, flat panel displays and biomedical voltage sensors.\[1–16\] The improvement of existing organic NLO materials and the design of novel materials involve two major steps on both microscopic and macroscopic levels:

First, molecular or macromolecular structures are constructed based on organic, \(\pi\)-conjugated chromophores, enhanced with various donor and acceptor moieties.\[17\] The chromophore fragments are then introduced into polymers either as guests, side groups, or main chain segments. Individual chromophores are chemically bonded into well-defined structures, such as cone supramolecules and dendrimers,\[15,16,18,19\] in which dipole moments and NLO effects add up with the number of connected chromophores. The microscopic NLO fragments can be additionally enhanced with cross-linkable groups that, at moderately high temperatures or by the application of light, interact and form stable, cross-linked polymeric networks.\[15,20,21\]

Second, the microscopic NLO elements are organized on a macroscopic level to exhibit the desired NLO properties. In many cases, in order to be optically active on the macroscopic scale, materials must be polarized by a particular spatial ordering of the microscopic structural elements. For instance, the desired spatial order can be achieved in Langmuir–Blodgett films and self-assembled superlattices.\[22–26\] More generally, and often most efficiently, the microscopic molecular NLO elements are designed to possess large dipole moments that are ordered by an external field.\[27–33\]

The current Minireview follows our earlier work\[19,34–37\] and, using the existing theories of dipolar ordering, describes the key factors that determine the efficiency of poling in the formation of macroscopic polarization in NLO materials.

This Minireview is organized in the following way: Section 2 considers the poling process in more detail, focusing on general strategies. The poling efficiency for systems of noninteracting dipoles corresponding to the low chromophore concentration limit is investigated. The resulting macroscopic polarization and electro-optic (EO) coefficient are shown to depend strongly on the space of available dipole orientations. The anisotropic nature of the dipole–dipole interaction is illustrated by the dipole correlation function. The effect of the chromophore shape on the dipole–dipole interaction and the resulting spatial and orientation order is discussed.

Section 3 describes the Ising model for the dipole–dipole interaction. The thermodynamic states in the system of Ising dipoles are investigated, and equations for the phase transition lines are given. The EO coefficient is calculated as a function of the external and microscopic parameters. Section 4 carries out a similar analysis for the isotropic dipole–dipole interaction model. The effect of the macroscopic shape of the sample on poling efficiency is illustrated with both Ising and isotropic models. The theoretical results and predicted dependencies of the EO coefficient on the experimentally variable parameters are discussed and compared with the experimental data for four chromophore types in Section 5. The Minireview concludes with a summary of the key results.

2. Strategies for Improved Poling Efficiency

The first molecular hyperpolarizability \(\beta\) is responsible for the Pockels effect that allows the refraction index of a material to be controlled by applying a weak external electric field. The
Pockels effect is a second-order NLO phenomenon where the two fields are the optical and control fields. If chromophores are placed randomly in the bulk, the average over chromophore orientations results in cancellation of the even-order polarization effects, including the Pockels effect, even though the chromophores themselves have no center of symmetry. Only a noncentrosymmetric ordering of chromophores translates large hyperpolarizabilities of individual molecules into a macroscopic EO response of a molecular ensemble.

Dipole moments of the chromophores used in the EO materials based on the Pockels effect are of the order of 10–15 Debye and point in the direction of the longest molecular axis. The chromophore molecules are dissolved in a melted polymer matrix at temperatures T above the polymer glass transition temperature $T_g$, $T > T_g$. The macroscopic order in the molecular ensemble is achieved by applying an external electric field $E$. The alignment is preserved by lowering $T$ below $T_g$ or by chemical cross-linking of the chromophore–polymer mixture. Note that the values of the chromophore dipoles are assumed constant during the poling process, independent of the applied field.

The polymer medium containing dipolar chromophores creates thermal noise that acts to destroy the order produced by the poling field. In addition, polymers interact with chromophores by chemical, van der Waals and other interactions. Local anisotropy in the chromophore–polymer interaction restricts the space of states available to chromophore dipoles. For instance, chemical bonding between chromophores and polymers may favor certain directions of the chromophore axis. Short-range repulsive chromophore–polymer and chromophore–chromophore interactions may create liquid-crystalline local order leading to correlations in orientations, or in both orientations and positions of chromophore molecules.

If chromophores are unconstrained by chromophore–polymer interactions, the chromophore dipole moments can take all possible orientations in the three-dimensional space, Figure 1. The Hamiltonian of the interaction between the chromophore dipole and the poling field $\vec{E}$ is $H_b = -\mu_0 \vec{E} \cdot \vec{e}$, where $\vec{e}$ is the polymer dielectric constant. The dipole order parameter $\sigma$ determines polarization per chromophore $p_z = \mu \sigma$ and is defined by the thermodynamic average given in Equation (1):

$$\sigma = \langle \mu_z \rangle / \mu = (e' \cosh e' - \sinh e') / e' \sinh e'$$

where $\mu$ is the magnitude of the molecular dipole moment, $e = \mu E / k_B T$ is the dipole-field interaction energy $\mu E$ in units of thermal energy $k_B T$, $e' = e / e$ is the dipole-field interaction attenuated by the polymer dielectric constant $e$, and $k_B$ is the Boltzmann constant. It follows from Equation (1) that $\sigma = 0$ when $e = 0$ and that $\sigma \to 1$ as $e \to \infty$.

Chromophores can be chemically bonded to polymer chains and remain roughly perpendicular to the chain. Rotational flexibility of polymer chains, for example, by rotation around single carbon–carbon bonds allows chromophore dipoles to rotate in the plane perpendicular to the chain. Spin-coating of polymer films places such polymer chains perpendicular to the poling field. Then, the thermodynamic average, Equation (1), equals Equation (2):

$$\sigma = l_n(e') / l_0(e')$$  

(2)

where $l_n(e')$ is the modified Bessel function of order $n$.

Finally, liquid-crystalline local chromophore order can be created by chromophore–chromophore and chromophore–polymer hard-core repulsive and van der Waals interactions, restricting the space of states available to dipoles to only two states, up and down. The two state space leads to an Ising model, Equation (3):

$$\sigma = \tanh e'$$

(3)

Figure 1 illustrates the states accessible by chromophore dipoles for unconstrained chromophores, chromophores chemically bonded to spin-coated polymer chains, and chromophores in liquid-crystalline phases. Figure 2 shows the dependence of the polarization per chromophore $p_z = \mu \sigma$ on the strength of the poling field $E$ in these three cases. Restriction of the state space to fewer dimensions increases the macroscopic polarization.

**Figure 1.** Allowed states of chromophore dipoles in (a) Ising, (b) planar, and (c) isotropic dipole models. The poling field is applied along the z-axis. The dipole moment, bold arrow, has only two states in the Ising model, pointing either up or down. The dipole can freely rotate within a plane in the planar model and within the three-dimensional space in the isotropic model.

**Figure 2.** Macroscopic polarization $p_z / \mu D$ per chromophore in a system of non-interacting chromophore dipoles subject to a poling field and thermal disorder as a function of the field strength $E$. Curves 1, 2, and 3 correspond to the Ising, planar, and isotropic models. For a given field strength, the polarization is larger if the space of dipole states is smaller. The data are presented for $\mu = 1 D$, $T = 373 K$, $E = 100 V \mu m^{-1}$, $e = 1$. **
Next, consider the magnitude of the EO coefficient for the isotropic, planar, and Ising models. A general expression for the EO coefficient $r_{33}$ is given by Equation (4):

$$ r(x) = x \cos^3 \theta $$  \hspace{1cm} (4) 

where the angle $\theta$ describes the deviation of the chromophore dipole from the direction of the poling field, and $x = N/N_0$ is the reduced chromophore concentration defined by the ratio of the number of molecules per unit volume to $N_0 = 10^{20}$ cm$^{-3}$. For a system of noninteracting dipoles, the thermodynamic average $\langle \cos^3 \theta \rangle$ is independent of $x$, and $r$ is a linear function of concentration $x$ with a proportionality coefficient that depends on the dipole-field interaction strength $e$ and orientations available to the dipole. The EO coefficients of the systems of noninteracting dipoles in the Ising, planar, and isotropic models are given in Equations (5a), (5b), and (5c), respectively:

$$ r_1(x) = x \tan \theta $$ \hspace{1cm} (5a)

$$ r_2(x) = x [3l_1(e') + l_3(e')] / 4l_0(e') $$ \hspace{1cm} (5b)

$$ r_3(x) = x [e'(6 + e^2) \coth e' - 3(2 + e^2)] / e^3 $$ \hspace{1cm} (5c)

Figure 3 illustrates the dependence of the EO coefficients $r$, given by Equation (5), on the chromophore concentration $x$. Similarly to the macroscopic polarization of Figure 2, the EO coefficient is greatest in the Ising system and smallest in the isotropic system. It is important to note that for typical values of the chromophore dipole, $\mu \approx 10$ D, electric field $E \approx 100$–300 V cm$^{-1}$ and temperature $T \approx 375$ K, the ratio $\mu E/k_B T \approx 1$, indicating that the dipole-field interaction is strong and cannot be treated as a linear perturbation.

The experimental data$^{[11,14]}$ for various types of chromophores as a function of chromophore concentration exhibit a linear regime only at relatively low concentrations. With increasing concentration, the $r(x)$ values become smaller than those predicted by the noninteracting dipole model. Further concentration increase results in a maximum and subsequent decline in the EO coefficient. The deviation of $r(x)$ from linearity occurs due to dipole–dipole interaction between chromophores.

The dipole–dipole interaction is spatially anisotropic and contains a component that orders adjacent dipoles antiparallel. In order to illustrate this effect, consider the Hamiltonian of two interacting dipole moments $\mu_1$ and $\mu_2$ located a distance $r$ from each other. Within the two-state Ising model, the dipole–dipole interaction Hamiltonian takes the form $H_{dd} = \mu_1\mu_2(1-3\cos^2 \theta)/(4\pi\epsilon_0 r^3)$, where $e_0$ is the permittivity of free space, $\theta$ is the angle between the Ising axis and the radius vector $\mathbf{r}$, and $\mu_{1\perp}, \mu_{1\parallel}$ are the projections of the dipole moment on the Ising axis that can take the two values $\pm \mu$. It is straightforward to compute the thermally averaged correlation between the moments $\langle \mu_1 \mu_2 \rangle$ as a function of the angle $\theta$: $\langle \mu_1 \mu_2 \rangle = -\mu^2 \coth[(1-3\cos^2 \theta)\sigma]$, where $\sigma = \mu^2/(4\pi\epsilon_0 r^3)$. If Equation (6a) holds:

$$ |\cos \theta| > 1/\sqrt{3} \text{ or } \theta < \Theta_0 = 54.74^\circ \text{ and } \theta > \pi - \Theta_0 $$ \hspace{1cm} (6a) 

the adjacent dipoles point, on average, in the same direction and $\langle \mu_1 \mu_2 \rangle > 0$. On the contrary, if Equation (6b) is true:

$$ |\cos \theta| < 1/\sqrt{3} \text{ or } \pi - \Theta_0 > \theta > \Theta_0 $$ \hspace{1cm} (6b) 

the dipoles point in the opposite directions and $\langle \mu_1 \mu_2 \rangle < 0$.

Figure 4a shows the dependence of the correlation function $k = \langle \mu_1 \mu_2 \rangle/\mu^2$ on the angle $\theta$ for various values of the dipole–dipole interaction strength parameter $\alpha$. The latter depends on the interchromophore distance $r$ and, therefore, changes with chromophore concentration $x$. Chromophore dipoles that are located at angles $\Theta_0$ relative to a selected dipole will be parallel to it. Chromophore dipoles located at angles defined in Equation (6b) will be antiparallel to the selected dipole, Figure 4b. These results hold with numerical modifications for the three-dimensional isotropic and two-dimensional planar models of interacting dipoles.

The shape of the chromophore molecule plays an important role in defining the interaction between the chromophore dipoles. Molecular shapes regulate nearest-neighbor chromophore arrangements and determine states available to the chromophore dipole. Elongated molecules interacting via short-ranged excluded volume and Gay–Berne forces$^{[38]}$ tend to produce liquid-crystalline local structures, where the long molecular axes are aligned, and the intermolecular distances are significantly shorter perpendicular to the molecular axes than along the molecular axes. This type of nearest-neighbor structure favors antiparallel dipole–dipole correlations that can produce centro-symmetric chromophore dimers$^{[35,39]}$. At the same time, spherical and, even better, oblate- and disk-shaped molecules favor parallel correlations of dipoles and are considered best candidates for ferroelectric states$^{[40–42]}$.

The significance of the spatial arrangement of dipole carriers in the resulting macroscopic state of interacting dipoles was first demonstrated by Mullinger and Tisza$^{[41]}$ who showed that the most stable state of isotropic dipoles arranged on a cubic
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**Figure 3.** EO coefficient of a system of noninteracting dipoles as a function of chromophore number density, Equation (5). The EO coefficient is largest with Ising dipoles, curve 1, and decreases for planar, curve 2, and isotropic, curve 3, dipoles. The parameters are the same as in Figure 2.
The Ising model describes the ordering of chromophore dipoles in the cases where molecular dipoles are allowed only two orientations, for instance, due to a pre-existing liquid-crystalline spatial chromophore order or when chromophores align parallel to polymer chains. Chromophore alignment along a preferred direction is best described by node anisotropy $D$ with the Hamiltonian $H_{\text{d}} = -D\langle \mu_i^2 \rangle$. Comparison of the thermodynamic average $\langle \mu_i^2 \rangle$ computed using this Hamiltonian with the averages $\langle \mu_i^2 \rangle = \langle \mu_i^2 \rangle$ indicates whether the Ising model is suitable. The average of $\langle \mu_i^2 \rangle$ must be much greater than the average of $\langle \mu_i^2 \rangle, \langle \mu_i^2 \rangle$. This condition is satisfied when $D\mu_i^2/k_BT > 4$.

The short-ranged excluded volume and Gay–Berne forces between chromophores or chromophores and polymers are much stronger than the long-ranged dipole–dipole forces and can produce nematic or smectic chromophore order.[46] The node anisotropy $D$ is proportional to the Gay–Berne interaction strength. The dipole–dipole interaction in the presence of an existing orientation and spatial chromophore order is allowed with only two dipole orientations, parallel and antiparallel to the polymer chain or the nematic phase axis.

The Ising dipole–dipole interaction Hamiltonian in a uniform poling field is given by Equation (7):

$$H_{\text{d}} = \frac{\mu^2}{8\pi\epsilon_0\mu_i} \sum_{l,m} \left( 1 - \frac{3r_{lm}}{r_{lm}} \right) \frac{\mu_l\mu_m - \mu E}{\epsilon} \sum_j H_{ij}$$

where $r_{lm}$ is the radius vector between dipoles $l, m$, and $r_{lm}$ is its projection on the Ising axis. Chromophore molecules are located at random in a nematic state. For simplicity, in order to avoid additional averaging over positions of chromophore molecules, it is assumed that the molecules are distributed on a simple cubic lattice with the lattice constant $a = N_0^{-1/3} x^{-1/3}$.

The electrostatic order in the above model is investigated in the self-consistent field approximation that reduces the many-body problem to a one-particle description.[46,48] The number of one-particle Hamiltonians is determined by the number of dipolar sublattices required to describe a given thermodynamic state. In particular, a single sublattice describes the paraelectric (PE) state, whereas the AFE state requires two sublattices. The dipole moments of the chromophores in each sublattice interact with the effective field $E_{\text{eff}}$ comprised of the following four contributions: the external field, the local field $E_\perp$, the Lorentz field $E_\parallel$, and the depolarization field $E_\parallel$. The separation of the fields acting on the selected dipole is general for mean-field models.[46] Summation on a lattice is replaced by integration over the volume of the sample. A formal replacement of summation to integration diverges at the origin. In order to avoid the divergence, the summation is carried out explicitly over a small volume of the sample around the selected dipole. The explicit summation over the small volume gives the local field $E_\perp$. The shape of the small volume is arbitrary, but spherical is most conveniently chosen, the so-called Lorentz sphere. The external field polarizes the bulk material and generates surface charges both at the macroscopic boundary of the lattice is antiferroelectric (AFE), whereas the ground state of dipoles on volume-centered and face-centered lattices is ferroelectric. The analysis summarized in Equations (6a) and (6b) agrees with these results. The present study focuses on the experimental work carried out with elongated chromophores[15,11,14] that facilitate chemical generation of large molecular dipoles. It is expected that increases in chromophore concentration will emphasize the AFE correlations between chromophore dipoles, resulting in AFE states at high chromophore concentrations.

Last but not the least, it is important to note that the macroscopic polarization achieved by poling strongly depends on the macroscopic shape of poled samples. The electric field generated by chromophore dipoles is long-ranged. Chromophore dipoles aligned by the poling field create a depolarization field that opposes the poling field. The depolarization field is generated at the sample boundary and, therefore, depends on the sample shape.[10,11] The magnitude of the depolarization field is proportional to the macroscopic polarization created in the sample and, therefore, is proportional to the concentration of chromophore dipoles.

The current work investigates the effect of the dipole–dipole interaction on the macroscopic polarization for the Ising and isotropic models using a self-consistent mean-field approach. As discussed above, the choice of these models was motivated by the spatial orientations available to individual chromophore dipoles.

### 3. The Ising Model

The Ising model is described by the Ising Hamiltonian $H_{\text{d}} = -J\sum_{<ij>} \sigma_i \sigma_j$, where $J$ is the coupling constant, $\sigma_i$ is the Ising spin at site $i$, and the sum is over nearest-neighbor pairs. The Ising model is best suited for systems with two states, such as magnetic spins or electrical dipoles.

**Figure 4.**

- **a)** Dimensionless correlation function $k = \langle \mu_1 \mu_2 \rangle / \mu_0^2$ between two dipoles as a function of the angle $\Theta$ between the Ising axis and the radius vector connecting the two dipoles. The data are given for three values of the parameter $\alpha = \mu / (4\pi\epsilon_0\mu_i^2)$ reflecting the dipole–dipole interaction strength, $\alpha = 1, 2, 3$ as corresponding to curves 1, 2, and 3 in the figure. Dipole moments placed above each other favor ferroelectric alignment, whereas dipoles placed laterally prefer antiferroelectric alignment.
- **b)** The transition between the two alignments occurs at $\Theta = 54.74^\circ$ in the Ising model.
sample and on the Lorentz sphere producing $\vec{E}_d$ and $\vec{E}_v$. $\vec{E}_d$ depends on the macroscopic shape of the sample described by a rotation ellipsoid that can be prolate or oblate, as characterized by the depolarization factor $n$ ranging from 0 for needle, 1/3 for sphere, to 1 for slab.

At low chromophore concentrations, high poling fields, or high temperatures, a uniform system of chromophore dipoles arranged on a cubic lattice exists in a PE state. All dipoles are thermodynamically equivalent. The Hamiltonian describing a selected dipole located at zero takes the simple form of Equation (8):

$$H = -\mu_0 \mu \vec{E}_{eff} / e = -\mu_0 \mu (E - (n-1/3)\mu x / \varepsilon_0) / e$$

The value $\sigma = \langle \mu_0 \rangle$ is thermodynamically averaged with the Hamiltonian in Equation (8), and characterizes polarization of a single dipole. A straightforward computation gives Equation (9):

$$\sigma = \tanh[\pi(n-1/3)\eta x / e]$$

where $\eta = \mu^2 N_0 / (\pi^2 \varepsilon_0 k_B T)$.

The dependence of $\sigma$ on the chromophore concentration $x$ appears in Equation (9) due to the concentration dependence of the depolarization field. The dashed lines in Figure 5 show the dependence of $p_z = \mu x$ on $x$ obtained by the numerical solution of Equation (9) for samples of several shapes. The lines in Figure 5 clearly demonstrate the influence of the macroscopic sample shape on the magnitude of dipolar polarization.

The normalized value of the EO coefficient for this model is given by Equation (10):

$$r = \sigma / x$$

The concentration dependence $r(x)$ follows from Equations (10) and (9). An analytic dependence of $r$ on $x$ can be obtained in the high-temperature limit $\mu E_{eff} < k_B T$ that gives Equation (11):

$$r = x(1 + 2\pi \eta x / 3e)^{-1} e / e$$

It follows from Equation (11) that $r$ is independent of $x$ at high concentrations. Whether or not the concentration independent regime is achieved depends on the stability of the PE state with respect to the AFE phase transition.

The AFE state is the ground state of a cubic lattice of dipoles. The PE state becomes more favorable only due to the polarizing action of the poling field. Increasing dipole concentration emphasizes the AFE component of the dipole–dipole interaction relative to the dipole–poling field interaction, and the dipole system spontaneously transforms into the AFE state.

In contrast to the PE state, the ensemble averaged value of the dipole moment in any lattice site does not vanish in the AFE state even in the absence of the field, but the macroscopic polarization of the whole sample is zero, since the sub-lattices of the AFE state are polarized in opposite directions.

The Hamiltonian in Equation (7) produces an AFE state with dipoles forming ferroelectric chains that are ordered antiferroelectrically with respect to each other, as illustrated in Figure 6a. Similarly to antiferromagnetics, this order can be described by two effective fields, Equation (12):

$$E_{eff} = E - (n-1/3)N_0 \mu x / \varepsilon_0 - (1)^k N_0 (\sigma_1 - \sigma_2) / (\pi \varepsilon_0)$$

where $k = 1, 2$ and $\sigma_1, \sigma_2$ and $\sigma$ are given by Equations (13a)–(13c):

$$\sigma_1 = \langle \mu_{1z} \rangle$$

$$\sigma_2 = \langle \mu_{2z} \rangle$$

$$\sigma = (\sigma_1 + \sigma_2) / 2$$

Figure 5. Polarization in the system of dipoles in the PE state computed per chromophore as a function of chromophore concentration. The dashed lines represent the Ising model, and the solid lines represent the isotropic model. The data for each model are considered for three shapes of the macroscopic sample: plate, sphere, and needle with $n = 1, 1/3$, and 0 from bottom to top, respectively. Equations (9) and (17). The polarization is independent from the chromophore concentration in spherically shaped samples ($n = 1/3$), grows with concentration in samples elongated along the poling field ($n < 1/3$), and decreases in oblate samples ($n > 1/3$). The polarization is significantly higher in the Ising model than in the isotropic model. This advantage of the Ising model is rapidly lost in plate shaped samples (lower dashed line). The parameters are the same as in Figure 2.

Figure 6. Structures of the AFE states in the systems of dipolar chromophores subject to a poling field in the $z$ direction for a) the Ising model and b) the isotropic model.
Equations (13a)–(13c) describe both the AFE and PE states considered above. The PE state is obtained by setting $a_1 = a_2$. The system in Equations (13) is conveniently written in terms of the polarization variable $a$ and the AFE order parameter $l = (a_1 - a_2)/2$. Equations (14a) and (14b):

$$\sigma = \sqrt{1 + P - 2c\coth(4\pi\eta/e)}$$

(14a)

$$e = \pi(n-1/3)\eta\sigma - 2\eta x + 0.5\sigma[n(1 + l)/(1 - l)]$$

(14b)

The variables $\sigma$ and $l$ change within the (0,1) range. The regions of the PE and AFE states are separated in the $(x,e)$ plane by a line of second-order phase transitions. The equation for the phase transition line is obtained from Equation (14) in the limit $l\to 0$, Equations (15a) and (15b):

$$\sigma = \sqrt{1 - e/2\pi x}$$

(15a)

$$e = \pi(n-1/3)\eta\sigma - 0.5\sigma[n(1 + l)/(1 - l)]$$

(15b)

It follows from Equation (15) that the smallest chromophore concentration at which the phase transition occurs equals $x_c = 0.5\pi/\eta$ and corresponds to $e = 0$. An important conclusion follows from Equation (15): The line of the PE to AFE phase transitions depends on the macroscopic shape of the sample. The dashed lines in Figure 7 show the phase transition lines, Equation (15) in the $(x,e)$ plane for the needle ($n=0$), sphere ($n=1/3$), and slab ($n=1$). Figure 7 shows that the AFE region rapidly decreases with increasing $n$. Strictly speaking, the dashed lines describe the region where the PE state becomes unstable and only the AFE state can exist. Complications arise since both first- and second-order phase transitions are possible. A more detailed discussion of the types of phase transitions observed in the Ising model can be found in ref. [36].

The solution of Equations (9) and (14) for the PE and AFE phases for a fixed value of $E$ gives $p_p$ and $r = \pi x$ as functions of $x$ depicted by the dashed lines in Figures 8 and 9. The data over the whole concentration range show that larger poling fields $E$ result in larger $p_p$ and $r$. As the concentration increases, the polarization per chromophore $p_p$ decreases, both in the PE and AFE states, while the EO coefficient $r$ increases in the PE state and sharply declines in the AFE state. Quantitatively, the Ising model is valid only under the assumption that forces stronger than the dipole–dipole interaction force create local liquid-crystalline-like chromophore order, and that the dipole–dipole interaction structure develops in the presence of the spatial order. If the forces creating the spa-
tial order are not strong enough to dominate the dipole–dipole interaction, the two-state Ising space of dipole orientations should be extended.

4. The Isotropic Model

Systems of dipolar chromophores that can take arbitrary orientations in three dimensions, Figure 1c, are described by a complete dipole–dipole Hamiltonian, Equation (16):

\[ H = \frac{\mu^2}{8\pi\varepsilon_0 \varepsilon} \sum_{\gamma=\pm} x^\gamma \left( \sum_{m=0}^3 \left( \sigma_m^x \cdot \sigma_m^x \right) - 3 \sum_{m=0}^3 \left( \sigma_m^x \cdot \sigma_m^y \right) \right) + \frac{\mu E}{\varepsilon} \sum_r \sigma_r^x \]

(16)

In contrast to the Ising model, the dipole moments of the AFE sublattices in the isotropic model can orient at any angle to the poling field. A nonzero angle between the dipole moments and the field lowers the thermodynamic potential of the Hamiltonian given by Equation (16). The dipole moments of the AFE sublattices are localized in the \( (z,x) \) plane and are symmetric with respect to the \( z \) axis, with which they form angles \( \pm \theta \). Dipole moments along the \( y \) axis point in the same direction forming ferroelectric chains. The AFE state of the isotropic model is depicted in Figure 6b and, similarly to the Ising model, is described by two self-consistent effective fields that act on the dipoles of each sublattice.

In the PE state, it is \( \theta = 0 \), and the two effective fields become equivalent. The average \( z \) projection of the dipole moment in this state is given by Equation (17):

\[ \sigma = (\gamma - \tanh \gamma)^\gamma \tanh \gamma, \quad \gamma = \left[ e^{-(n-1/3)x} \eta \right]/\varepsilon \]

(17)

In the AFE state, the sublattices are polarized at an angle to the external field, Equation (18):

\[ \cos \theta = \frac{e}{2\alpha x}[1 + (n-1/3)\pi/2]^{-1} \]

(18)

The average projection of the chromophore dipole on the direction of the sublattice polarization is given by Equation (19):

\[ \sigma = (\gamma - \tanh \gamma)^\gamma \tanh \gamma, \quad \gamma = 2\eta x/\varepsilon \]

(19)

It follows from Equation (19) that \( \sigma \) in the AFE state of the isotropic model is independent of both the external field and the macroscopic shape of the sample.

Within the space of the external parameters, the regions of PE and AFE states are separated by a second-order phase transition surface in the space of chromophore concentration, poling field strength, macroscopic sample shape, temperature, chromophore dipole, polymer dielectric constant, and other system parameters. The equation for the phase transition surface can be easily found by approaching the phase transition from the AFE side and setting \( \theta = 0 \), Equation (20):

\[ x = \frac{e \gamma^2 \tanh \gamma}{2\eta(\gamma - \tanh \gamma)^\gamma}, \quad \gamma = \frac{e}{1 + \pi(n-1/3)/2} \]

(20)

Similar to the Ising model, the phase transition lines obtained with the isotropic model in the concentration-field coordinates depend on the macroscopic sample shape. Independent of the shape, the lines start at the point \( (x = 1.5e/\eta, e = 0) \). The critical concentration is three times larger in the isotropic model than in the Ising model. At moderate poling fields, extending to larger fields for slab-shaped samples with \( n = 1 \), the phase transition occurs at higher chromophore concentrations for the isotropic model than for the Ising model: solid and dashed lines in Figure 7, respectively.

Next, consider the expressions for the polarization \( p_z \) and EO coefficient \( r(x) \) in the isotropic model. The polarization in the PE state equals \( p_z = \alpha \eta \sigma \) with \( \alpha \) defined in Equation (17). The corresponding expression for the ordered AFE state is Equation (21):

\[ p_z = \frac{\mu e}{2\eta x[1 + \pi(n-1/3)/2]} \]

(21)

The solid lines in Figure 8 show the functional dependence of \( p_z \) on \( x \). At small chromophore concentrations, \( x < 1 \), \( p_z \) is much greater in the Ising model than in the isotropic model, but this advantage is rapidly lost with increasing concentration.

The concentration dependence of the EO coefficient \( r(x) \) in the PE and AFE states is given respectively by Equations (22a) and (22b):

\[ r(x) = x \left( 2\alpha x^2 + 2\gamma \right)/\gamma^2 \]

(22a)

with \( \alpha \) and \( \gamma \) from Equation (17)

\[ r(x) = x \cos \theta \left( 2\alpha x^2 + 2\gamma \cos^2 \theta + 3(\gamma - 3\alpha) \sin^2 \theta \right)/\gamma^2 \]

(22b)

with \( \alpha \), \( \gamma \), and \( \theta \) from Equations (18) and (19). The behavior of \( r(x) \) with varying concentration \( x \) is illustrated in Figure 9 by the solid lines. At the phase transition point, \( r(x) \) is maximized. The maximum values of \( r \) are smaller in the isotropic model than in the Ising model. The maxima in the isotropic model are shifted to higher chromophore concentrations.

The influence of the macroscopic shape of the sample during poling on \( r(x) \) is illustrated in Figure 10 by thick and thin lines for spherical and plate samples, respectively. The data are shown for several values of the poling field. The maximum achievable EO coefficients are over two-fold larger for spherical samples than for plate samples. Figure 10 illustrates that a favorable choice of sample shape for poling can lead to a substantially better EO response of the final material. The most common poling of films is least favorable. The best EO response will be achieved when poling is carried out with samples elongated in the direction the poling field.
5. Discussion and Comparison with Experiment

The theoretical models for the dependence of the EO coefficient on chromophore loading are compared with the experimental data for the four well-studied guest–host systems, the CLD-H, FTC-H, GLD-H, and ISX chromophores, Figure 11. The dipole moments of these quasilinear molecules equal 13.47, 12.19, 13.88, and 8.0 D [10–14] respectively. The focus is on the concentration dependence of the EO coefficient \( r \), and the data are given in a normalized form, similar to the experimental data [10–14]. The chromophores were dissolved in a melted polymer at 100°C, spin-coated into a film and poled by an electric field of \( E = 100 \text{ V} \mu\text{m}^{-1} \) between plate electrodes, corresponding to a sample shape depolarization parameter \( n = 1 \). The dielectric constant of the polymer matrix \( \varepsilon \) was of the order of two. This value was slightly adjusted to better match the theoretical and experimental maxima in the EO coefficient. Larger values of \( \varepsilon \) shift the EO maximum to higher chromophore concentrations.

Figure 11a compares the normalized \( r \) of the CLD-H chromophore system obtained theoretically and experimentally. Good agreement is observed between the theoretical and experimental results. Figure 11b-d show similar comparisons for the FTC-H, GLD-H, and ISX chromophores, respectively.

**Figure 10.** EO coefficient as a function of chromophore concentration in the isotropic model for three values of \( E \): 1) 100 V\( \mu \text{m}^{-1} \); 2) 200 V\( \mu \text{m}^{-1} \); 3) 300 V\( \mu \text{m}^{-1} \). The bold solid lines correspond to spherical samples; the thin solid lines represent plate samples. Poling of spherical samples is more efficient. \( \mu = 10 \text{ D}, T = 373 \text{ K}, \varepsilon = 1 \). For clarity, and to avoid data overlap, the maxima for the plate were shifted by choosing \( \varepsilon = 1.5 \).

**Figure 11.** Comparison of the computed normalized EO coefficient with the experimental data for a) CLD, b) FTC, c) GLD, and d) ISX chromophores. Circles represent the experimental data, solid lines correspond to the isotropic model, and the dashed line is computed with the Ising model. The isotropic model shows excellent agreement with the experimental data, whereas the Ising model underestimates the AFE phase-transition concentrations. The data are shown for a poling field of 100 V\( \mu \text{m}^{-1} \), poling temperature \( T = 373 \text{ K} \), and plate-shaped samples with \( n = 1 \). The dipole moments were taken from refs. [10–14]. a) \( \mu = 13.47 \text{ D}, \varepsilon = 2.82 \); b) \( \mu = 12.19 \text{ D}, \varepsilon = 1.0 \); c) \( \mu = 13.88 \text{ D}, \varepsilon = 1.7 \); d) \( \mu = 8.0 \text{ D}, \varepsilon = 1.3 \).
agreement is observed with the isotropic model. The Ising model reproduces the overall shape of the experimental data and can be shifted to match the experimental maximum by a significant increase of $\varepsilon$.[9] Similar discrepancies between the peaks of the experimental data and the Ising curves were observed with the other systems, while the isotropic model remains in good agreement with experiment. An agreement between the Ising model and experiment can also be achieved if the dipole axis is tilted at an angle to the longest molecular axis.[10] Computational studies of a variety of chromophores confirmed this possibility.[11] Although agreement between the experimental data and the Ising model can be achieved by adjusting a single parameter—either the polymer dielectric constant[12] or the angle of the chromophore dipole[13]—for clarity only the isotropic model results are presented for the FTC-H, GLD-H, and ISX chromophore systems, Figures 11b, 11c, and 11d. Good agreement between theory and experiment was seen in all cases.

The comparison between the experimental and theoretical data indicates that models of dipolar systems invoking a phase transition between the PE and AFE states produce a successful quantitative description of the EO coefficient and its dependence on chromophore loading. The maximum of the EO coefficient is achieved at the phase transition point. At low chromophore concentrations, the system of dipoles exists in the PE state, and the EO coefficient grows with concentration. Increasing the chromophore loading favors AFE correlations between dipoles and ultimately results in the AFE phase transition. Once the system switches into the AFE state, the dipolar polarization and the EO coefficient rapidly decay even in strong poling fields.

6. Conclusions

A systematic analysis of the factors that determine the magnitude of the EO coefficient in polymeric NLO materials has been presented. The EO coefficient not only defines the quality of the material for specific EO devices, but characterizes the potential of the material for other NLO applications as well.

The theoretical analysis shows that large values of the EO coefficient can be obtained in systems, where the space of orientations available to chromophore dipoles is significantly restricted. Any constraint that aligns chromophore dipoles in the preferred direction favors efficient poling and, therefore, leads to larger EO coefficients. For instance, the maximum values of the EO coefficient achievable for Ising dipoles are about twice as high as those achievable for isotropic dipoles.

The shape of the chromophore molecule is another important characteristic that can be tuned to produce local chromophore arrangements favoring ferroelectric correlations between chromophore dipoles. In particular, poling best aligns oblate ellipsoid chromophores with dipole moments pointing along the shortest ellipsoid axis.

The macroscopic shape of the chromophore–polymer sample subjected to the external poling field substantially alters the magnitudes of the electric polarization and EO coefficient due to the long range of the dipole–dipole interaction. Rod-shaped samples with the poling field directed along the rod axis produce the best EO coefficients. Most experimental poling procedures are applied to polymer films, which are least favorable for poling. Poling of samples elongated in the poling field direction, for example in cylindrical pores, would be more efficient.

Larger values of chromophore dipoles allow for better poling. Chemical bonding of several chromophores into a block with a large total dipole increases the EO coefficient. This effect is observed in dendrimers,[27] as elucidated in ref.[19].

Two models have been considered in detail. The Ising model allows for only two orientations of chromophore dipoles, whereas the isotropic model considers all possible angular orientations. Both models predict phase transitions into AFE states with increasing chromophore concentration. The AFE phase transition results in a sharp decline of the EO response. The phase transition occurs at higher chromophore concentrations in the isotropic model than in the Ising model. The maximum values in the EO coefficient are twice as high in the Ising model as they are in the isotropic model, and occur at half the chromophore loading. The experimental data for the systems considered in this study are best described with the isotropic dipole model.
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