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ABSTRACT: In our previous work [J. Chem. Theory Comput. 2013, 9, 4959], we introduced the PYXAID program, developed for the purpose of performing nonadiabatic molecular dynamics simulations in large-scale condensed matter systems. The methodological aspects and the basic capabilities of the program have been extensively discussed. In the present work, we perform a thorough investigation of advanced capabilities of the program, namely, the advanced integration techniques for the time-dependent Schrödinger equation (TD-SE), the decoherence corrections via decoherence-induced surface hopping, the use of multiexciton basis configurations, and the direct simulation of photoexcitation via explicit light–matter interaction. We demonstrate the importance of the mentioned features by studying the electronic dynamics in a variety of systems. In particular, we demonstrate that the advanced integration techniques for solving TD-SE may lead to a significant speedup of the calculations and provide more stable solutions. We show that decoherence is necessary for an accurate description of slow relaxation processes such as electron–hole recombination in solid C60. By using multiexciton configurations and direct, nonperturbative treatment of field–matter interactions, we found nontrivial optimality conditions for the multiple exciton generation in a small silicon cluster.

1. INTRODUCTION

The dynamics of excited states has been a subject of multiple studies for many years.1,2 Such great interest is associated with the vital role of charge transport and energy relaxation in essentially all molecular and solid state systems, spanning a wide range of objects, from biological systems to diverse synthetic materials. Biological examples include light-harvesting antennas in photosynthetic complexes,3–5 made materials are exemplified by organic molecular dyes6–10 and crystals,11–23 retinal chromophores in eye receptors,8–10 and nucleotide base pairs in DNA.11–13 Man-made materials are exemplified by organic molecular dyes14–18 and crystals,19–23 inorganic quantum dots24–29 and crystals,30–35 and a variety of hybrid structures36–39 that all can be used for photovoltaic and photocatalytic applications.20,40–42 The interest in the dynamics of the electronic degrees of freedom and its enormous practical implications drives the demand for accurate, efficient, and convenient tools for modeling of charge transfer and energy relaxation processes.

A number of programs capable of performing such a task have been reported, including Newton-X43,44 MOLPRO45,46 MINDO,47,48 CPMD49,50 and Octopus,51,52 each with its own advantages and limitations. In our recent work,54 we have presented the PYXAID program (Python EExtension for Ab Initio Dynamics) for nonadiabatic molecular dynamics (NA-MD). We extensively discussed the general workflow and basic capabilities of the PYXAID program, along with the related theoretical background. In the present work, we demonstrate the advanced capabilities of the program and the benchmark calculations to showcase the role and importance of a proper simulation setup, including utilization of different algorithms for integrating the time-dependent Schrödinger equation (TD-SE), incorporation of decoherence corrections, explicit treatment of the field–matter interaction, and the use of multiple exciton basis states. We demonstrate these methodologies by application to important problems, studied recently by experimentalists.

The paper is organized as follows. In section 2, we discuss the importance of each methodological aspect that constitutes the advanced capabilities of the PYXAID package. We provide a detailed formulation of the corresponding methodologies. Namely, subsection 2.1 presents the integration algorithms for the TD-SE; subsection 2.2 describes the decoherence corrections via the decoherence induced surface hopping (DISH) algorithm; subsection 2.3 discusses the explicit treatment of the field–matter interaction in electronic nonadiabatic dynamics.

In section 3, we present the results of our simulations of the electronic dynamics in a number of systems. Subsection 3.1
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discusses the roles of integrators and basis size in solving the TD-SE, as applied to hot electron relaxation in solid pentacene. Subsection 3.2 highlights the role of decoherence effects, as exemplified by slow nonexponential relaxation dynamics of the lowest energy excitons in solid fullerene. In subsection 3.3, we study various ways of multiple exciton generation in a small silicon cluster. This example demonstrates both the explicit field-matter interaction and the use of multiple exciton (singly and doubly excited) basis states. Section 4 concludes the work by summarizing the most important findings—both from the theoretical point of view and from the perspective of materials and applications.

2. THEORETICAL METHODOLOGY

2.1. Integration Schemes for the TD-SE. An accurate and fast solution of the TD-SE

$$\frac{d}{dt} \tilde{c}(t) = H(t) \tilde{c}(t) \tag{1}$$

is one of the key requirements for any trajectory surface hopping (TSH) algorithm, such as the fewest switches surface hopping (FSSH) method, developed by Tully.\textsuperscript{56} In eq 1, $\tilde{c}(t) = (c_0(t), c_1(t), \ldots , c_n(t))^T$ is a time-dependent vector of amplitudes of adiabatic states in the expansion of the wave function describing the system of interest, $H(t)$ is an $n \times n$ electronic Hamiltonian matrix, which may be explicitly time-dependent. Most often, $H(t)$ is dependent on time parametrically, through the dependence on evolving nuclear coordinates. As a consequence, there are two integration time steps, $dt_{el}$ and $dt_{nucl}$ corresponding to the fast electronic and slow nuclear time scales. In the classical path approximation (CPA), $dt_{nucl}$ is used to precompute a molecular dynamics trajectory. It is also convenient to abbreviate all quantities in terms of the two time scales—nuclear time $t_{nucl}$ defined as the time offset between the current time and the start of the whole simulation, and the electronic time $t_{el}$ defined as the time offset between the current time and the last nuclear time step. The number of electronic time steps per one nuclear step is $n_{el} = (dt_{nucl})/(dt_{el})$.

The second-order finite difference method (Euler scheme) with interpolation of the Hamiltonian is the simplest possible algorithm for solving the TD-SE, eq 1. It is defined by

$$H_{int}(t_{nucl}^i; t_{el}) = H(t_{nucl}^i) + \frac{H(t_{nucl} + dt_{nucl}) - H(t_{nucl})}{dt_{nucl}} t_{el} \tag{2a}$$

$$\tilde{c}(t_{nucl}^i; t_{el} + dt_{el}) = \tilde{c}(t_{nucl}^i; t_{el}) - \frac{2i\cdot dt_{el}}{\hbar} H_{int}(t_{nucl}^i; t_{el}) \tilde{c}(t) \tag{2b}$$

$$\tilde{c}(0; t_{el}) = \tilde{c}(0; 0) - \frac{i\cdot dt_{el}}{\hbar} H_{int}(0; 0) \tilde{c}(0, 0) \tag{2c}$$

The integration steps above include the Hamiltonian interpolation step (eq 2a) and the propagation of the coefficients $\tilde{c}$ (eqs 2b and 2c). This algorithm is invoked by setting the parameter to 10.

A slight modification of the algorithm described by eq 2 is obtained by using the symmetric difference to approximate the slope of the Hamiltonian:

$$H_{int}(t_{nucl}; t_{el}) = H(t_{nucl}) + \frac{H(t_{nucl} + dt_{nucl}) - H(t_{nucl})}{dt_{nucl}} t_{el}, t_{nucl} = 0 \tag{3a}$$

$$H_{int}(t_{nucl}; t_{el}) = H(t_{nucl}) + \frac{H(t_{nucl} + dt_{nucl}) - H(t_{nucl} - dt_{nucl})}{2dt_{nucl}} t_{el}, t_{nucl} > 0 \tag{3b}$$

$$\tilde{c}(t_{nucl}; t_{el} + dt_{el}) = \tilde{c}(t_{nucl}; t_{el} - dt_{el}) - \frac{2i\cdot dt_{el}}{\hbar} \tilde{c}(t_{nucl}; t_{el}) \tag{3c}$$

$$\tilde{c}(0; dt_{el}) = \tilde{c}(0; 0) - \frac{i\cdot dt_{el}}{\hbar} H_{int}(0; 0) \tilde{c}(0, 0) \tag{3d}$$

This algorithm is invoked by setting the parameter to 11.

Although the leapfrog schemes, eqs 2 and 3, are sufficiently stable and accurate $O(dt)$, they require small electronic time steps, normally 1–10 attoseconds. Larger integration steps lead to instabilities and divergences and therefore cannot be used for practical calculations. In addition, the norm of the wave function given by the sum of squares of the amplitudes $\sum c_i^2$, is not strictly conserved. In the long run, or when a large integration time step is used, this may lead to an unphysical solution, misrepresented the electronic evolution.

Utilization of non-Markovian TSH methods, such as DISH, provides another reason for having efficient and stable integration schemes. As will be discussed in section 2.2, unlike FSSH–CPA, DISH requires integration of eq 1 for each stochastic realization of the surface hopping trajectory. Because the typical number of such stochastic realizations needed for statistically converged results varies from 100 to many thousands, the integration of the TD-SE may become the bottleneck of the calculations. Keeping in mind that FSSH or DISH may be combined with on-the-fly electronic structure calculations, one may see that the algorithms allowing utilization of large integration time steps are highly desirable. Among the options for such integrators is the one based on analytic integration of eq 1. Assuming that the Hamiltonian matrix is slowly varying on the time scale of the nuclear integration time step, one can use its average value over such an interval (or the value at the midpoint) to integrate eq 1 exactly:

$$\tilde{c}(t_{nucl}; t_{el}) = \exp\left(-\frac{i\cdot dt_{el}}{\hbar} \tilde{H}(t_{nucl})\right) \tilde{c}(t_{nucl}, 0) \tag{4}$$

where the Hamiltonian $\tilde{H}(t) = \tilde{H}(t_{nucl})$ is constant at each time interval $t \in (t_{nucl} + dt_{nucl}, t_{nucl} + 2dt_{nucl})$.

To evaluate the matrix exponent in eq 4, the Hamiltonian is diagonalized by solving the eigenvalue problem:

$$\tilde{H} \tilde{u} = \tilde{u} \tilde{E} \Rightarrow \tilde{H} = \tilde{u} \tilde{E} \tilde{u}^+ \tag{5}$$

where $\tilde{E}$ is the diagonal matrix of eigenvalues and $\tilde{u}$ is the matrix of eigenvectors. This can be done in an efficient manner, because the Hamiltonian is Hermitian. Using the orthonormality of the eigenvectors, $\tilde{u}^+ \tilde{u} = \tilde{I}$, and the Taylor series representation of the exponential function, one can compute
The matrix $\tilde{E}$ is diagonal, and therefore, its exponential, \( \exp(\tilde{E}) \), can be easily evaluated as \( \exp(\tilde{E}) = \exp(\tilde{E}_i) \). This algorithm is invoked by setting the parameter \(" \text{namd}\_\text{algo} \"\) to 2. As it follows from eq 4, the evolution of the electronic coefficients \( \tilde{z}(t) \) based on such an integration scheme is time-reversible and norm-conserving. This means that the electronic integration time step, \( dt_{\text{el}} \), may decrease due to the necessity of matrix diagonalization at every nuclear time step. To alleviate this problem, we developed the TD-SE solution scheme based on the Liouville formalism followed by the Trotter factorization \(57,58\) of the evolution operator. The equations of motion, eq 1, correspond to the Liouville operator:

\[
\begin{align*}
\partial_t \psi \cdot \hat{H} & = \{\hat{H}, \psi\} \\
\partial_t \psi \cdot \hat{E} & = \{\hat{E}, \psi\}
\end{align*}
\]

which can be factorized in a symmetric way:

\[
\exp(i\hat{L} dt_{\text{el}}) = \exp\left( \sum_{i=0}^{N-1} i L_{i}^{(1)} \frac{dt_{\text{el}}}{2} \right) \exp\left( \sum_{i=0}^{N-1} i L_{i}^{(2)} \frac{dt_{\text{el}}}{2} \right)
\]

\[
\exp(i\hat{L}_{01}^{(2)} dt_{\text{el}}) = \exp\left( \sum_{i=0}^{N-1} i L_{i}^{(1)} \frac{dt_{\text{el}}}{2} \right) \exp\left( \sum_{i=0}^{N-1} i L_{i}^{(2)} \frac{dt_{\text{el}}}{2} \right)
\]

\[
\exp(i\hat{L}_{02}^{(2)} dt_{\text{el}}) = \exp\left( \sum_{i=0}^{N-1} i L_{i}^{(1)} \frac{dt_{\text{el}}}{2} \right) \exp\left( \sum_{i=0}^{N-1} i L_{i}^{(2)} \frac{dt_{\text{el}}}{2} \right)
\]

\[
\exp(i\hat{L}_{12}^{(2)} dt_{\text{el}}) = \exp\left( \sum_{i=0}^{N-1} i L_{i}^{(1)} \frac{dt_{\text{el}}}{2} \right) \exp\left( \sum_{i=0}^{N-1} i L_{i}^{(2)} \frac{dt_{\text{el}}}{2} \right)
\]

The action of the operators \( \exp(iL_{i}^{(1)} dt) \) and \( \exp(iL_{j}^{(2)} dt) \) is given by (see detailed derivation in section A of the Supporting Information):

\[
\exp(iL_{i}^{(1)} dt) = \exp\left( \sum_{j=0}^{N-1} i L_{j}^{(1)} \frac{dt_{\text{el}}}{2} \right) \psi_{i} \rightarrow \exp(iL_{i}^{(1)} dt) \psi_{i}
\]

\[
\exp(iL_{j}^{(2)} dt) = \exp\left( \sum_{k=0}^{N-1} i L_{k}^{(2)} \frac{dt_{\text{el}}}{2} \right) \psi_{j} \rightarrow \exp(iL_{j}^{(2)} dt) \psi_{j}
\]

\[
\exp(iL_{i}^{(1)} dt) = \exp\left( \sum_{j=0}^{N-1} i L_{j}^{(1)} \frac{dt_{\text{el}}}{2} \right) \psi_{i} \rightarrow \exp(iL_{i}^{(1)} dt) \psi_{i}
\]

\[
\exp(iL_{j}^{(2)} dt) = \exp\left( \sum_{k=0}^{N-1} i L_{k}^{(2)} \frac{dt_{\text{el}}}{2} \right) \psi_{j} \rightarrow \exp(iL_{j}^{(2)} dt) \psi_{j}
\]

The last equalities in eqs 9c and 9d are specific for the Hamiltonian expressed in an adiabatic basis. The quantities \( E_{i} \) and \( d_{ij} \) are the energies of the adiabatic states and the nonadiabatic couplings (NAC), respectively. We refer the reader to our earlier work for a more detailed discussion of these quantities.\(^{54}\)

As seen from eq 9, the operators of the first type, \( \exp(iL_{i}^{(1)} dt) \), simply propagate the phase of each electronic state, while the operators of the second type, \( \exp(iL_{j}^{(2)} dt) \), describe population transfer between each pair of electronic state. Each of these operators is unitary, and, thus, their action conserves the sum of the norms of the amplitudes they act on. As a result, the norm of the wave function is also conserved exactly. Similarly to the analytic solution presented above, the form of eq 9 allows one to use sufficiently large electronic time steps. The symmetric splitting scheme, eq 8, makes the propagator time-reversible, which is a desired property of integrators because it complies with the symmetry of the space–time continuum. The main advantage of this algorithm in comparison to the one based on the analytic solution, eq 4, is that no matrix diagonalization is required. All operations are explicit and numerically efficient, allowing a large number of basis states to be used. The algorithm described above is invoked by setting the parameter \(" \text{namd}\_\text{algo} \"\) to 0.

2.2. Loss of Coherence in the Electronic Subsystem—Decoherence Induced Surface Hopping. The approximations leading to the TSH methods reduce the exact TD-SE for the joint electronic–nuclear wave function to the TD-SE for the electronic amplitudes only, eq 1, joint with classical equations of motion for nuclear degrees of freedom.\(^2\) The reduction transforms a nuclear wavepacket into a classical phase-space point. Nuclear wave functions are no longer available, even though they enter expressions for transitions rates, for instance, the Franck–Condon factor in Fermi’s golden rule. In a fully quantum treatment, the evolution of the electronic subsystem is obtained by integrating out the nuclear degrees of freedom. The integration over the diverging nuclear wavepackets (Figure 1) causes a loss of coherence in the electronic subsystem: A superposition of several electronic states becomes a statistical mixture. Decoherence causes the electronic wave function to collapse to adiabatic states. Equivalently, decoherence makes the off-diagonal elements of the electronic density matrix decay to zero. The quantum Zeno effect\(^{59–63}\) illustrates the strong influence of decoherence on quantum transitions. By treating
nuclear motions classically, the FSSH approach excludes decoherence effects.

The decoherence time is given by the time-scale of divergence of the nuclear wavepackets (Figure 1). It is related directly to the phonon-induced pure-dephasing time that appears in the optical response theory.\(^{64-67}\) The inverse of the pure-dephasing time determines single-particle (homogeneous) spectral linewidths, and therefore, it is accessible experimentally. The pure-dephasing time can be computed within the scope of the optical response theory, from the autocorrelation function of the electronic energy gap fluctuating along the MD trajectory due to nuclear motions. Alternatively, the decoherence time can be obtained from the wavepacket description (Figure 1), assuming, for instance, that each nuclear degree of freedom is a Gaussian wavepacket with the width given by the thermal de Broglie wavelength.\(^{68-71}\)

Decoherence effects should be included in the NA-MD simulation, if the decoherence time is shorter than the time of coherent electronic transition. For instance, decoherence can be ignored during the rapid relaxation along the quasi-continuous manifold of excited electronic states in nanoscale systems. Such a relaxation process can be modeled successfully by the quantum-classical FSSH scheme.\(^{24,72}\) In contrast, decoherence effects are very important for slow electron–hole recombination across the band gap.\(^{25,73}\) A straightforward quantum-classical treatment overestimates the recombination rate by several orders of magnitude.

The nature of the electronic states manifold over which electronic transitions of interest take place provides an indication for the need of a decoherence correction. Well separated energy levels and localized states suggest that decoherence effects should be taken into account. This situation is very common for molecules, quantum-confined systems (e.g., quantum dots, nanotubes), and some condensed matter materials. On the contrary, materials with wide, dispersed electronic band structure, such as metals and most of the solid state semiconductors, can be well described by the fully coherent FSSH or even with the mean-field techniques. A high density of states in such systems will facilitate fast intrinsic electronic transitions, and decoherence effects will play no practical role.

Decoherence induces stochastic collapse of the wave function to adiabatic states. According to the standard rules of quantum mechanics, the probability to collapse to the eigenstate \(i\) is determined by the square of the coefficient in the expansion of the TD wave function in the eigenstate basis, \(|c_i|^2\). In this interpretation, decoherence is qualitatively similar to surface hopping,\(^{74}\) leading to the DISH scheme.\(^{55}\) A wide variety of methods to include decoherence effects into quantum-classical NA-MD simulations have been proposed.\(^{66,69-71,75-81}\) Most methods introduce decoherence as a correction to the surface hopping scheme. By interpreting decoherence in the stochastic way, DISH realizes a surface hopping algorithm that uses standard probabilistic interpretation of quantum mechanics and obviates the need for additional, ad hoc prescriptions for surface hopping probabilities. The PYXAID program implements the DISH algorithm\(^{55}\) and adapts it to the CPA implementation of the NA-MD.

Surface hops happen in the DISH method as a result of decoherence in the electronic subsystem. When the semiclassical nuclear wavepacket associated with a given electronic state \(i\) moves sufficiently far away from the wavepackets correlated with the other states (Figure 1), the system must decide whether to hop to state \(i\) or to remain in the superposition of the remaining states. The DISH algorithm can be summarized in the following sequence of steps:

1. Propagate all states coherently by solving the TD-SE, eq 13, until a decoherence event takes place. State \(i\) decoheres from all other states, when the following condition is met:

\[
\tau_i(t) > \tau(t)
\]  

(10a)

Here, \(\tau_i\) and \(\tau\) are the physical time, set equal to 0 at the beginning of the NA-MD simulation; \(\tau_i\) is the time since the last decoherence event for state \(i\), and \(\tau(t)\) is the decoherence time for state \(i\), defined as

\[
\frac{1}{\tau(t)} = \sum_{j \neq i} \left| c_j(t) \right|^2 \tau_{ij}
\]  

(10b)

where \(\tau_{ij}\) are the decoherence rates between pairs of electronic states. Note that the decoherence time of eq 10b is time-dependent, because of the time-dependence of the amplitudes \(c_i(t)\). Therefore, the quantum dynamics in DISH depends on history and is non-Markovian.

2. At the decoherence event, either the wave function collapses onto the decohered state \(i\) with the probability defined by the state amplitude, \(|c_i(t)|^2\), or the decohered state is projected out by setting \(c_i(t) = 0\) and renormalizing the resulting wave function, represented by the set of coefficients \(\{c_j(t)\}, j \neq i\). The time \(\tau_i\) in eq 10a, is reset to 0.

3. The trajectory must hop to a new state in two situations.

(a) If the wave function collapses to state \(i\), and state \(i\) is different from the state associated with the nuclear trajectory, the trajectory hops to state \(i\). (b) If state \(i\) is projected out while the nuclear trajectory was associated with this state, the trajectory hops to a state \(j \neq i\), with the probability given by \(|c_j(t)|^2\).

4. In the original DISH scheme,\(^{58}\) the velocity is rescaled after the hop, as in the FSSH. If the rescaling cannot be achieved, the hop is rejected. Decoherence still occurs; however, the wave function is projected on the subspace complementary to that described in step 3. Under the CPA, to maintain the detailed balance, the probability of the hops upward in energy are scaled by the Boltzmann factor:

\[
\exp \left( - \frac{E_i - E_j}{k_B T} \right), \quad E_i - E_j > 0
\]  

(10c)
In the present implementation, the decoherence rates $r_{ij}$ entering eq 10b are precomputed before the NA-MD simulation are started, using the optical response theory.62 We choose the optical response formalism among many other methods of computing the decoherence rates, because it requires no adjustable parameters, provides robust results, and can be tested experimentally by comparison with pure-dephasing times and homogeneous optical linewidths. Further, the optical response formalism fits well with the CPA: the dephasing rates are obtained along the CPA trajectory that is used later to carry out the NA-MD.

The transition probabilities in the FSSH–CPA scheme depend on the solution of the TD-SE, eq 1, while the latter is driven by the classical path and is independent of the hopping events. Consequently, the TD-SE is solved only once in the FSSH–CPA. This is not the case with the DISH–CPA, in which a wave function collapse affects further TD-SE solution. Therefore, the TD-SE must be solved for every realization of the stochastic process in the DISH–CPA. The CPU time required to solve the TD-SE scales linearly with the number of realizations of the stochastic process in the DISH–CPA, while it is virtually independent of the number of realizations of the stochastic process in the FSSH–CPA. The additional computational expense depends on the number of configurations in the many-particle basis. For instance, solution of the TD-SE constitutes the CPU bottleneck in the simulations of multiple exciton generation and recombination, involving hundreds of thousands of configurations.83,84 Studies of charge-phonon relaxation,24,25 charge transfer,85–88 and electron–hole recombination72 require a small number of configurations, and the majority of the CPU time is spent solving the time-independent SE to obtain the adiabatic basis state and NAC. The computational expenses of the FSSH and DISH without the CPA are approximately equivalent.

2.3. Explicit Field–Matter Interaction. Field–matter interaction is a central part of many applications and is a subject of many studies. For example, no reasonable description of the photoinduced voltage in nanoscale materials would be possible without taking such terms into account explicitly.89,90 Simulation of direct photoexcitation may be inevitable for rigorous description of the charge carrier dynamics in dye-sensitized solar cells.2 For example, Labat et al.17,18 studied photoinduced electron injection from a dye to a semiconducting substrate by manually adding electrons to the system and examining the charge density distribution. Although such an approach does not account for detailed time evolution of charge distribution, it does not make any assumption on the nature of the initially prepared excited state. With explicit description of the field–matter interaction, one may study hidden details of the photoexcitation dynamics. In particular, such an approach may be crucial for estimation of the power conversion efficiencies of dye-sensitized solar cells, because there is always an opportunity for smaller quantum yields or involvement of a direct charge transfer mechanism.90–92

Finally, among the most promising complex photovoltaic systems are those based on junctions of several materials, each of which can absorb photons of different energy—so-called Z-schemes.93–96 The detailed understanding of complex correlated dynamics of the charge carriers produced in each part of such systems will require explicit treatment of the light–matter interaction in each component of the Z-scheme. Thus, the capability of simulating direct photoexcitation or charge transfer is of great importance. Below, we outline the theoretical methodology implemented in the PYXAID for such a type of calculations.

The classical Hamiltonian of a charged particle in the presence of the electromagnetic field $(\vec{E}, \vec{B})$ is given by

$$ H = \frac{1}{2m}(\vec{\ddot{q}} - q\vec{A}(\vec{r}, t))^2 + q\varphi(\vec{r}, t) $$

(11)

where $q$, $m$, $\vec{p}$, and $\vec{r}$ denote the charge, mass, momentum, and position of the particle, respectively. The vector $\vec{A}(\vec{r}, t)$ and scalar $\varphi(\vec{r}, t)$ potentials are related to the electromagnetic field components $(\vec{E}, \vec{B})$ as

$$ \vec{E}(\vec{r}, t) = -\nabla \varphi(\vec{r}, t) - \frac{\partial \vec{A}(\vec{r}, t)}{\partial t} $$

(12a)

$$ \vec{B}(\vec{r}, t) = \nabla \times \vec{A}(\vec{r}, t) $$

(12b)

The field–matter interaction Hamiltonian is then given by

$$ H' = -\frac{q}{m} \vec{A}(\vec{r}, t) \vec{p} $$

(13a)

Here, we assumed the Coulomb gauge: $(\vec{V} \cdot \vec{A}(\vec{r}, t)) = 0 \Leftrightarrow \varphi(\vec{r}, t) = 0$. Using the correspondence principle of quantum mechanics, the plane-wave representation of the electronic states and the dipole approximation, eq 13a, can be simplified to a more common form (see details of derivation in section B of the Supporting Information):

$$ H'_{ij} = \frac{2\hbar \mu}{m_i} \sum_k \vec{A}_k(t) \vec{\mu}_{i,k} \cos(\omega_t t) $$

(13b)

where

$$ \vec{\mu}_{i,k} \approx \vec{\mu}_i \equiv \sum_G c^*_{iG} \cdot \vec{G} $$

(14)

is the transition dipole moment for transition between electronic states $i$ and $j$.

In our implementation, the quantity, eq 14, is precomputed along the MD trajectory, similarly to the NACs. As with the NACs, it only parametrically depends on nuclear coordinates. The files containing the matrices composed of the elements in eq 14 are called Hprime_. In the case when only the gamma point is used, the symmetry of the wave function coefficients, $c_{iG} = c_{i,-G}^*$, implies that such matrices are purely imaginary. The transition dipole moments (purely real) can be computed using the following relation:

$$ M_{ij} \equiv \langle \psi_f | \vec{\mu}_f \psi_i \rangle = -\frac{\hbar}{m_i} \frac{\mu_{ij}}{E_f - E_i} $$

(15)

The final component that completes the definition of the simulation setup with the explicit light–matter interaction is the light (e.g., laser) pulse envelope function $\vec{A}_i(t)$. In the current version of the program, two types of pulse envelopes (modulation protocols) are implemented, including the step-function protocol:

$$ A(t) = \begin{cases} A, & t \in \left[ T_m - \frac{T}{2}, T_m + \frac{T}{2} \right] \\ 0, & \text{otherwise} \end{cases} $$

(16a)

and the sawtooth protocol:
The quantities $T_m$, $T$, and $A$ are the parameters of the protocols, namely, the center of the pulse in time, the pulse duration, and the maximal amplitude of the envelope function, respectively. The plots of $(\epsilon \hbar / m_v) A(t)$ as a function of time are shown in Figure 2 for the two envelope protocols.

The magnitude of parameter $A$ that determines the field strength is related to the experimental parameters, such as fluence $F$ (measured in J/m$^2$) or intensity $I$ (measured in W/m$^2$).

The detailed derivation of such relations and some numerical estimates are given in Supporting Information, section C.

3. RESULTS AND DISCUSSIONS

3.1. Effects of Integrator Scheme, Basis Size, and Integration Time Step. Solution of the TD-SE is one of the central procedures of the NA-MD. It can be performed in a variety of ways. In this section, we benchmark the quality and performance characteristics of the integration schemes (integrators) discussed in section 2.1. The performance of a particular integration scheme is closely related to the basis set size and to the integration time step. The time consumed for solving the TD-SE increases as either the size of the basis set increases or as...
the integration time step decreases. It is reasonable to expect that as the integration time step decreases, the accuracy and stability of any integration method increases. One may also expect that larger basis sets may require smaller integration time steps or more advanced methodology for correct description of the dynamics. The purpose of this section is to give quantitative estimates of the relationships outlined above.

To test the four integrators discussed in section 2.1, we compute the relaxation dynamics in crystalline pentacene with the initial excited state prepared ca. 2.0 eV above the CB minimum. For the details of the ground state molecular dynamics sampling, we refer the reader to our previous work, as we use the same precomputed data as in that study. The results of our calculations employing different integrators and different integration step sizes for the system with the basis set of 79 states are presented in Figure 3.

For a sufficiently small integration time step of 0.01 fs, all integrators are stable and produce identical relaxation dynamics profiles (Figure 3, panels a–c). Both the Trotter splitting method, 0, and the exact method, 2, can employ electronic integration time steps of any sufficiently large magnitude, as large as the nuclear integration time step. This is because these integrators are stable by construction. Our calculations support the above statement, indeed: the TD-SE solution is stable even if a 1 fs electronic integration time step is used, as shown in Figure 3 (panels d and f). At the same time, as it is expected, the finite difference methods, 10 and 11, become unstable for such large time discretization intervals, as manifested in the ultrafast relaxation to the lowest energy level (Figure 3e). The difference in stability of the integrators becomes notable as the integration time step, the basis size, or both get larger. The information about stability is summarized in Table 1 for two additional basis set sizes.

**Table 1. Performance and Stability Characteristics of the Tested Integration Schemes under Different Conditions**

<table>
<thead>
<tr>
<th>integration time step, fs</th>
<th>integrator 0</th>
<th>integrator 10</th>
<th>integrator 11</th>
<th>integrator 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>7 basis states</td>
<td>261 basis states</td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>4.9</td>
<td>4.0</td>
<td>4.0</td>
<td>138.2</td>
</tr>
<tr>
<td>0.1</td>
<td>3.9</td>
<td>unstable</td>
<td>unstable</td>
<td>17.1</td>
</tr>
<tr>
<td>1.0</td>
<td>3.6</td>
<td>unstable</td>
<td>unstable</td>
<td>4.8</td>
</tr>
<tr>
<td></td>
<td>1946.1</td>
<td>1874.6</td>
<td>1874.6</td>
<td>n/a</td>
</tr>
<tr>
<td>0.01</td>
<td>820.2</td>
<td>unstable</td>
<td>unstable</td>
<td>n/a</td>
</tr>
<tr>
<td>1.0</td>
<td>746.7</td>
<td>unstable</td>
<td>unstable</td>
<td>n/a</td>
</tr>
</tbody>
</table>

“The performance is measured in ms of wall time per one stochastic realization of 1 ps trajectory per initial condition.

To estimate the performance of the implemented integration schemes for the conditions under which they are stable, we present the wall time required for the corresponding calculations. The scheme based on Trotter factorization (scheme 0) is most robust and efficient. For the smallest integration time-step tested (dt_elec = 0.01 fs), the wall time is practically the same as for the finite-difference methods. As the integration time step gets larger, the methods 0 and 2 remain stable, in contrast to the finite difference methods. At the same time, integration method 2 is significantly slower than method 0. Keeping in mind that the latter gives the accuracy of the exact method even for large integration time steps, it can be considered as the method of choice.

One may find that the acceleration associated with the use of large integration time steps is notably smaller than what is expected from the linear scaling. This is because the reported wall time includes some internal processing procedures, which are slower than the integration itself. Thus, the linear scaling is hidden. The linear scaling is clearly observed when the integration phase of the calculations becomes slower than the other procedures, as is the case for integrator 2 or when larger basis sizes are used.

The efficiency benchmarks presented in Table 1 are obtained for the FSSH method without decoherence. When the decoherence effects are treated with the DISH scheme (as explained in section 2.2), the computational efforts scale with the number of stochastic realizations of the SH algorithm. This means that for each trajectory, the TD-SE needs to be integrated independently, which eventually increases the workload on the integration scheme and makes it crucial to use a robust and efficient scheme. As it is suggested by Table 1, the use of the integrator 0 may have a significant positive impact on productivity of the NA-MD with the DISH.

The effect of the basis set size used in the NA-MD calculation on the details of the relaxation kinetics is illustrated in Figure 4. We consider the relaxation dynamics in pentacene with the fixed integration scheme (params[“integrator”] = 0) and time-step (params[“dt_elec”] = 0.1 fs). The manifold of the basis configurations consists of the ground state configuration and all possible single excitations from the VB levels to the CB levels in the active space, as shown in Figure 4a. The initial excitation is the same for all three tested basis sizes and corresponds to the HOMO → LUMO+5 transition, also shown in Figure 4a. One can see that a minimalistic basis of seven configurations provides a qualitatively correct description of the relaxation dynamics, although the resolution is relatively poor (Figure 4b). The situation changes with the larger basis set of 79 states (Figure 4c)—one can observe that two intermediate bands are transiently populated, one at 3.5–4 eV and the other at 3–3.5 eV, before the electron relaxes to the LUMO (the excited state with the lowest energy, ~2.5 eV). The addition of a larger number of unoccupied orbitals does not affect the resulting dynamics (Figure 4d), pointing to convergence with respect to the basis set size. Thus, one can conclude that even minimalistic models employing a few states may capture essential dynamics of the relaxation process. The choice of an active space must be physically justified and should include KS orbitals that are expected to participate in a given process.

Generation of a large number of basis configurations may seem a tedious job if done manually. As it has been mentioned before, one of the key features of our program is a capability to define any complex input structure in a convenient programmatic way, facilitated by the easiness of the Python language used as the main interface language between the program and the user. We have provided the lazy module, with the help of which the user can generate all singly and doubly excited configurations between given KS levels. Alternatively, the user can choose to script all necessary basis configurations him- or herself.

3.2. Effect of Decoherence. Relaxation dynamics in many materials may often exhibit non-Markovian properties, most often manifested by nonexponential kinetics. Examples include multieponential or stretched-exponential dynamics and a commonly encountered initial Gaussian decay. Nonexponential kinetics may be associated with the presence of localized electronic states. Localization may occur in space or energy, with the two often correlated to each other. Decoherence is
especially important for localized states: as the difference in the energy and/or probability density of a pair of states increases, the evolution of the nuclear wave functions that correspond to such electronic states becomes more divergent. On the contrary, for closely spaced electronic states (both in energy and in space), coherent dynamics becomes predominant.\textsuperscript{4,6,100,101} Most of the time, electronic states in solids are delocalized and, therefore, may exhibit coherent dynamics. In such cases, mean-field theories and the original, fully coherent FSSH procedure are well-grounded.\textsuperscript{102,103} However, solid-state materials may also have strongly localized states, such as those of impurities or defects. Solid C\textsubscript{60} is remarkable in this respect due to its intrinsic electronic structure that shows the presence of localized states, manifesting crystalline C\textsubscript{60} as an intrinsically molecular system.\textsuperscript{104–106} The presence of localized states makes the decoherence effects extremely important. In particular, these
Effects are among the major factors leading to the non-Markovian dynamics. To demonstrate the importance of decoherence effects and to test our implementation of the DISH scheme that takes such effects into account, we consider the relaxation of the first excited state of the crystalline C₆₀. Experimentally, this process is known to be relatively slow—the longest component of the multi-exponential fit gives a time scale on the order of 100 ps.

The simulation cell used in our calculations contains two C₆₀ molecules and is shown in Figure 5. The geometry and unit cell optimization, ground state molecular dynamics, and other electronic structure calculations have been performed using the Quantum Espresso package. For all calculations we utilize the PBE functional and the plane-wave representation of the electronic Kohn–Sham orbitals. Core electrons are taken into account with the help of the ultrasoft atomic pseudopotentials. We utilize a converged plane-wave basis with a kinetic energy cutoff of 40 Ry. We sample the first Brillouin zone with the Γ point only, because the zone is small and the occupied states have little dispersion.

We utilize a converged plane-wave basis with a kinetic energy cutoff of 40 Ry. We sample the first Brillouin zone with the Γ point only, because the zone is small and the occupied states have little dispersion. Ground state molecular dynamics trajectories are sampled from the NVT ensemble using the Verlet scheme combined with the Andersen thermostat. A 10 ps trajectory is obtained with the integration time step of 1 fs and the Andersen thermostat collision frequency of 25 ps⁻¹.

The experimental value for the HOMO–LUMO gap varies in the range from 1.6 to 2.0 eV. Our value, ca. 0.8 eV, computed at the PBE level (Figure 6a) is notably reduced and can be increased with the help of more accurate electronic structure calculations. For the purposes of the nonadiabatic dynamics simulation, we correct the energies of the virtual orbitals by a rigid shift, to match the experimental band gap. Such a technique is known as the "scissor operator" method and has been used to correct the self-interaction error of pure DFT functionals in many systems.

Although it is often required to adjust energy levels, the methodology based on pure density functionals allows one to perform the computations of relatively long MD trajectories. Most importantly, the qualitative picture of the electronic transitions is not affected severely, in comparison to what more accurate DFT or ab initio methods would predict, because the latter would only affect the tails of the wave functions and their energies, rather than the overlaps of the closely spaced orbitals. Thus, for the intramolecular energy relaxation and short-range intermolecular charge transfer processes, the nonadiabatic transitions rates are adequately described by the generalized gradient approximations (GGA), such as the PBE functional.

In our studies of the nonadiabatic dynamics in solid C₆₀, we are interested in relaxation of the first (electron–hole recombination) and second (intraband relaxation) electronic excited states. Experimental studies indicate that the lowest energy singlet excited state of the C₆₀ corresponds to the HOMO–LUMO transition. Density of states (DOS) presented in Figure 6a clearly shows that both HOMO and LUMO bands are formed by small sets of KS orbitals with close energy. Thus, the first excited state, denoted by EX1 in further discussions, can be represented by a mix of Slater determinants in which an electron is promoted from one of the KS orbitals of the HOMO band to one of the KS orbitals of the LUMO band. The average transition rate between

![Figure 6. (a) Density of states of crystalline fullerene, computed at the PBE level. The arrows indicate initially excited levels (bands) considered in the NA-MD simulations. (b) The 2 ps evolution of the lowest energy configurations in the first (red) and second (blue) excited state bands. Panels c and d illustrate the localized nature of the two lowest-energy virtual KS orbitals in the LUMO band.](ds.doi.org/10.1021/ct400934c)
the two groups of orbitals corresponds to the experimentally measured relaxation rate of the first excited state. For simplicity of analysis, we consider only the highest energy KS orbitals of the HOMO band and all KS orbitals of the LUMO (red arrow, EX1) band.

In this work, we also study the relaxation dynamics of the second excited state of solid C_{60}. This excited state is described similarly to the EX1, except we consider all KS orbitals of the LUMO+1 band (denoted by EX2, blue arrow) instead of the LUMO band. With such a description of the first two excited states of the C_{60} and with our “scissor operator” correction of the KS energy levels, the energy of the configurations from the first group (first excited state, EX1) is computed to be in the 1.6 to 2.0 eV range. The energy of the configurations from the second group (second excited state, EX2) lies in the 2.3−2.8 eV range; both are in agreement with experimental data. A typical time evolution of the lowest-energy configurations that belong to the EX1 and EX2 groups is shown in Figure 6b.

For each initial excitation level, we consider 10 initial molecular geometries, and for each of them, we compute 250 independent realizations of the stochastic FSSH and DISH processes. Therefore, the total number of evolutions is 2500, which provides good convergence of the statistical quantities computed. Each electronic evolution is integrated for 2 ps with the time step of 1 fs using the Liouville-based integrator described in section 2.1.

The relaxation dynamics computed with the fully coherent FSSH scheme for each of the two initial excitations considered is presented in Figure 7. The depopulation times obtained from the fit to the exponential part of the relaxation kinetics are 4.5 ps and 225 fs for the first excited (EX1, Figure 7a) and second excited (EX2, Figure 7b) states, respectively. These relaxation rates are significantly overestimated, by a factor of 5−20, compared to the experimental values.

We also compute the relaxation dynamics starting with the same initial excited states, while incorporating the decoherence effects via the DISH scheme, as explained in section 2.2. The results are presented in Figure 8. One can see that decoherence slows down the relaxation processes significantly. In particular, single exponential fits of the starting excited state population give the time scales of 148 ps and 970 fs for the first and second excited states, respectively. These time scales agree much better with the experimentally obtained results. Namely, the lowest energy exciton annihilation (LUMO to HOMO transition) in solid C_{60} completes on the time scale of >100 ps. The intraband relaxation (LUMO+1 to LUMO) in water-dispersed C_{60} nanoparticles proceeds on the 1 ps time scale. Our calculations are in excellent agreement with both experimental results.

To summarize this section, we have shown that decoherence may play a very important role in charge and energy transfer kinetics. Most of the time, it will slow down the processes by...
several orders of magnitude. Considering this effect allows us to reproduce the experimentally measured relaxation time scales.

3.3. Multie excitonic Basis States and Field–Matter Interaction. In the discussions presented above, as well as in our earlier work,[54] we have been dealing with excited states formed by promotion of an electron or a hole. At the same time, the basis states were not single KS orbitals, but rather Slater determinants constructed from them. Such a construction is very appealing, because it is very common in ab initio theories and is very flexible, allowing for more than one electron to be promoted from occupied to virtual KS levels. The latter capability is referred to here as the use of multie excitonic states. A multie excitonic state is understood as a Slater determinant with more than one excited configuration as intermediates in electronic dynamics. Singlet fission and charge transfer dynamics in organic photovoltaic materials constitute notable examples.21 In this respect, such an approach will resemble that previously used by other authors.124 Correlated dynamics of electrons and holes presents another important application of multie excitonic states. For instance, electrons and holes can exchange energy by an Auger-type process.125 Although only one electron is excited in this case, it may be crucial to consider all possible intermediate states, some of which may be not directly connected with each other by single particle transitions.

To illustrate the capabilities of the PYXAID program related to the use of multie excitonic configurations and to the explicit treatment of the field–matter interaction at the photoexcitation stage, we apply the program to study multie exciton generation (MEG) in a small silicon cluster. MEG has been observed experimentally in a variety of materials, especially in semiconductor quantum dots.28,126,127 Among the most established mechanisms of exciton multiplication is the so-called impact ionization—the process inverse to the Auger recombination. We consider the Si6 cluster, containing a magic number of atoms. Experimental28 and previous theoretical162–64 studies of the MEG in Si quantum dots provide an excellent basis for verifying the validity of our calculations.

The DOS (Figure 9a) and the absorption spectrum (Figure 9b) of the Si6 cluster are computed with the PYXAID code using output of the QE package, as described in detail earlier.54 The computed DFT band gap of ca. 2.2 eV is in good agreement with the values reported previously.82,84,129 It is slightly larger than that of bigger size QDs, because the quantum confinement effects become stronger for smaller systems. The optical gap is in the same 2.2–2.5 eV range, corresponding to the ordinary HOMO → LUMO excitation scheme. The HOMO–LUMO excitation leads to the standard one-electron-per-one-photon generation scheme and does not result in charge carrier multiplication. For the latter to occur, a photon with energy at least twice that of the band gap should be absorbed.28 From the electronic absorption spectrum (Figure 9b), one can observe that the oscillator strength is very large starting at photon energies of ca. 6.0 eV, corresponding to more than two band gaps. Yet, there are weak transitions that can be induced by photons with smaller energies.

The nature of the MEG process dictates the choice of the basis states, which must include both singly (SE) and doubly (DE) excited configurations. The number of possible single configurations grows as \( N_{\text{occ}} \times N_{\text{virt}} \) where \( N_{\text{occ}} \) and \( N_{\text{virt}} \) are the numbers of the occupied and virtual orbitals included in the active space, respectively. The number of doubly excited configurations grows even faster, as \( (N_{\text{occ}} \times N_{\text{virt}})^2 \). Thus, even relatively small numbers for \( N_{\text{occ}} \) and \( N_{\text{virt}} \) lead to enormous computational costs.

In particular, for the Si6 cluster we compute 50 bands, 12 of which are occupied. The number of SE configurations is 456, while the number of DE configurations is ca. 208 000 (Figure 10a). As was discussed in section 2.1, integration scheme 0 shows encouraging computational efficiency and stability and can be applied to such large basis sets. However, because of the memory limitations, we limit our studies to no more than \( \sim 1000 \) states, which is still beyond the number of configurations typically needed in most of the applications. For this reason, we constructed a minimalistic model with the SE and DE

Figure 10. Construction of the basis set for the MEG simulation in the Si6 cluster. (a) Scenario in which all possible single (SE) and double (DE) excitations from the \( N_{\text{occ}} = 12 \) occupied to the \( N_{\text{virt}} = 38 \) virtual orbitals are considered; (b) a minimalistic model in which the active space is composed of \( N_{\text{occ}} = 4 \) occupied and \( N_{\text{virt}} = 6 \) virtual orbitals, chosen randomly among the VB and CB orbitals, respectively. Gray lines denote the KS orbitals not included in the MEG modeling active space.
configurations formed of some evenly chosen KS orbitals spanning a wide range of excitation energies, as shown in Figure 10b. Such an approach demonstrates that the active space need not be constructed of a continuous set of the KS orbitals, but can consist of a small, finite set of orbitals. The corresponding procedures are implemented in the lazy module.

The results of simulations of the photoexcitation and MEG in the Si₆ cluster are presented in Figures 11−13. In all cases, the system starts in its ground electronic state. The interaction with the field initially creates SE configurations that may further be excited to yield DE states. We want to emphasize that DE configurations can be produced not only by impact ionization of SE configurations with high energy but also by a sequential absorption of two photons with lower energy. In fact, if the two sequential photons excite the same electron, the overall result is equivalent to excitation of the system to one of its optically dark states. A similar effect is known to occur in a range of materials, such as fullerene, and is known as the photoinduced absorption. Therefore, the results of the modeling presented below are best understood in terms of simultaneously occurring MEG, multiple photon absorption, and relaxation processes.

Figure 11. Dynamics of the photoexcitation and MEG in the Si₆ cluster for different photon energies and light pulse protocols: (a) E = 2 eV, protocol = 1; (b) E = 4 eV, protocol = 1; (c) E = 2 eV, protocol = 2; (d) E = 4 eV, protocol = 2. Fluence = 10 mJ/cm², T = 50 fs, dt = 0.1 fs, N_occ = 4, N_virt = 5. Excitation protocols 1 and 2 are defined in Figure 2.

Figure 12. Dynamics of the photoexcitation and MEG in the Si₆ cluster for different photon energies: (a) E = 2 eV; (b) E = 4 eV. Fluence = 10 mJ/cm², modulation protocol = 2 (Figure 2), T = 10 fs, dt = 0.1 fs, N_occ = 4, N_virt = 5.
MEG drastically depends on the energy of incident photons. Therefore, we consider excitation conditions with two different incident photon energies, 2 and 4 eV. For the photon energies below the band gap of ~2.0 eV, no photoexcitation is observed, as it is expected. For photons with an energy of 2 eV, the only way to produce DE states is by a subsequent absorption of two photons. This restriction leads to a relatively small amount of DE configurations produced (Figure 11, panels a and c). On the contrary, the 4 eV photons can generate SE configurations that are capable of transforming into DE states by impact ionization, in addition to participating in a sequential two-photon absorption. The existence of these mechanisms leads to a notable increase of DE configurations produced. In addition, the relative fraction of DE with respect to the total number of excited configurations produced increases (Figure 11, panels b and d).

Not only is the magnitude of the photon energy important. The field-related parameters may bring interesting effects pointing to possible ways of controlling and improving MEG. To understand such an effect, for each photon energy we compute the time evolution of populations of the SE and DE states as functions of various laser pulse parameters: duration of the pulse, choice of the envelope function, and the number of basis states used. Dependence on the radiation intensity (fluence) is straightforward, and therefore, it is not discussed here explicitly. For all conditions tested, we use the average value of fluence, 10 mJ/cm², typically encountered in time-resolved spectroscopy measurements.

The effect of the field modulation protocol—one of the two possibilities implemented so far (see section 2.3)—is illustrated in Figure 11. One can observe that the sawtooth protocol (panels c and d) results in a more efficient overall photoexcitation. In addition, the DE/SE ratio also increases. The effect may be explained by the presence of an additional gradient of the field amplitude due to the modulation protocol, which eventually works as the one-way gate, increasing the probability flux in one direction. The analogy can be drawn with the unidirectional motion in molecular systems that can be induced by a periodic driving of control parameters affecting system properties.\textsuperscript{130,131}

However, one should keep in mind that the modulation itself may require additional energy input. Therefore, one must estimate such energy requirements in order to accurately judge which of the modulation protocols delivers the maximal total energy gain.

For the rest of the tests, we use the sawtooth modulation protocol (2). The next important parameter affecting the photoexcitation efficiency is the pulse duration. The role of this parameter can be deduced by comparing Figures 11 (panels c and d) and 12, in which the pulse durations of 50 and 10 fs are used, respectively. One can see that shorter pulses lead to lower excitation efficiency. A short time pulse means that the system needs to respond to the external perturbation more quickly, in order to maximize the amount of energy it can absorb. However, the internal dynamics of the system is restricted. It is not able to accumulate all energy it is given, which leads to large energy losses. One can also think about this process from the thermodynamic point of view. It is known that energy losses are minimized when the processes occur adiabatically in the thermodynamic sense, i.e., sufficiently slowly. This condition is not satisfied when the field is modulated with a short period pulse, while it is the case for longer pulses.

Finally, we increase the size of the basis used for the simulations by including an additional KS level in the active space (Figure 13). Such a minor change of the active space increases the number of SE states from 40 to 48 and the number of DE from 80 to 828. Field-related parameters are chosen as in the case of simulations shown in Figure 11 (panels c and d). One can observe that there are practically no changes in the observed dynamics of the excited states, despite the fact that the number of basis states has increased by more than 200. The result indicates that our minimalistic model is sufficient to produce reasonable description of the photoexcitation, charge carrier multiplication, and related processes in the Si₆ cluster.

The size of the basis set alone is not the only factor affecting the quality of the computational model. In particular, if the KS levels included in the active space are too far apart from each other on the energy scale, the resulting multielectron configurations will span a large range of energies. Among such configurations, only a few will be in the energy range of photons (<4 eV in our case). Such a poor model will then predict incredibly low photoexcitation efficiencies (or no photoexcitation at all), even at extreme field parameters.

To summarize the findings of this section, we have demonstrated how the field—matter interaction can be included in direct simulation of photoexcitation processes. This tool allows one to investigate the detailed mechanism of charge and energy transfer during the photoexcitation step, rather than assuming that the system of interest is initially prepared in a

---

Figure 13. Dynamics of the photoexcitation and MEG in the Si₆ cluster for different photon energies: (a) $E = 2$ eV; (b) $E = 4$ eV. Fluence = 10 mJ/cm², modulation protocol = 2 (Figure 2), $T = 50$ fs, $dt = 0.1$ fs, $N_{\text{exc}} = 4$, $N_{\text{set}} = 6$. 

---

specific excited state. In particular, we have studied the initial kinetics of single and double exciton generation. We show that the choice of the laser pulse envelope may strongly affect the photoexcitation efficiency and the ratio of generated single and double excitons. The pulse duration is also important for the quantum yields of the photoexcitations. In general, longer pulses facilitate better excitation efficiencies. The energy of the absorbed photons also affects the efficiency of exciton generation—the larger the energy, the higher the efficiency. This observation is in line with the experimental results and other theoretical predictions.

CONCLUSIONS

We have presented a detailed formulation of advanced computational techniques implemented in the PYXAID package. To verify their implementation and to benchmark their performance, we applied them to a number of interesting problems: the hot electron relaxation dynamics in crystalline pentacene, the non-Markovian electron–hole recombination dynamics in solid C$_6$O, and the direct photoexcitation and MEG in a small Si cluster.

Qualitative and quantitative comparison of different integration schemes has been carried out, as applied to the hot electron relaxation dynamics in solid pentacene. We show that the integration scheme based on the Liouville operator splitting method provides stability and accuracy properties superior to the Euler-type schemes. It allows one to use notably larger integration time steps for the electronic dynamics. The Liouville splitting method is comparable to the analytical integration method in accuracy and stability, but it is far more advantageous in terms of computational efficiency, providing acceleration up to several orders of magnitude. We argue that the use of such an integrator is strongly advisable in a number of cases: (a) when the electronic structure calculations are done on-the-fly, (b) when non-Markovian stochastic surface hopping algorithms, such as DISH, are used, (c) when the number of adiabatic basis states is very large, and (d) in any combinations of the above cases.

The importance of decoherence effects for correct prediction of the intra- and interband relaxation processes has been demonstrated with the electronic dynamics in solid C$_6$O. The time scales for the LUMO+1 → LUMO and LUMO → HOMO processes computed with the fully coherent description are 225 fs and 4.5 ps, respectively. These, values are significantly underestimated in comparison to the experimental time scales of 1 ps and >100 ps, respectively. By incorporating the decoherence effects implemented via the DISH scheme, we obtain the time scales of 970 fs and 148 ps for the LUMO+1 → LUMO and LUMO → HOMO transitions, respectively, in excellent agreement with the experimental data.

Finally, we have demonstrated how the initial excitation can be prepared in an arbitrary system by direct coupling of the electronic dynamics to an external electromagnetic field. By including both singly and doubly excited configurations in the excitonic basis of the Si$_6$ cluster, we have been able to model their generation by single or multiple photon absorption and impact ionization, as well as their decay by nonadiabatic transitions. We conclude that the photon energy, laser pulse duration, and envelope function are all important factors determining the photoexcitation efficiency. In particular, as the photon energy or pulse duration increase, the overall population of excited configurations produced increases. The ratio of the DE to SE states also increases. The use of the sawtooth field envelope function leads to higher photoexcitation yields, and therefore it is a more efficient protocol than the simple step-function pulse protocol.

The number of possible applications of the advanced capabilities of the PYXAID program is far greater and diverse than those demonstrated in the current paper. We have discussed the most probable types of applications, in which the advanced capabilities may come into play and become particularly important for efficient and accurate computations. We hope that these features will help users to gain a comprehensive understanding of fundamental mechanisms of electronic dynamics in various materials and systems.
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