Nonadiabatic Ensemble Simulations of cis-Stilbene and cis-Azobenzene Photoisomerization
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ABSTRACT: Structurally, stilbene and azobenzene molecules exist in closed and open cis and trans forms, which are able to transform into each other under the influence of light (photoisomerization). To accurately simulate the photoisomerization processes, one must go beyond ground-state (Born–Oppenheimer) calculations and include nonadiabatic coupling between the electronic and vibrational states. We have successfully implemented nonadiabatic couplings and a surface-hopping algorithm within a density functional theory approach that utilizes local orbitals. We demonstrate the effectiveness of our approach by performing molecular dynamics simulations of the cis–trans photoisomerization in both azobenzene and stilbene upon excitation into the S1 state. By generating an ensemble of trajectories, we can gather characteristic transformation times and quantum yields that we will discuss and compare with ultrafast spectroscopic experiments.

INTRODUCTION

Both stilbene and azobenzene can be interconverted between their cis- and trans-isomers by light of different wavelengths (Figure 1). Each isomer has distinct spectral and geometric properties that allow these molecules to serve as ideal model systems for molecular transducers in light-driven devices and optical switches. The scientific community has invested considerable effort to harness the molecular motion of systems on the macroscopic scale. Applications range from optical storage devices,2,3 regulating channels in the ligand-binding domain of proteins,4 photo-orientation of liquid crystals,5,6 control of peptide conformations,7 modifying surface properties on oriented films,8 and control of CO2 adsorption in porous metal organic frameworks (MOF).9

A detailed description of the photoisomerization process, especially in azobenzene, remains elusive, despite a plethora of novel applications and considerable theoretical and experimental studies. There are four possible pathways for isomerization in azobenzene: rotation, inversion, concerted inversion, and inversion-assisted rotation.10–14 In the rotational pathway, the N=N π-bond breaks, allowing for free rotation around the N=N bond,13 and the C=N=N–N dihedral angle changes, while the N=N–C angles remain fixed at ∼120°. In the inversion mechanism, the C=N=N–N angle remains fixed at 0°, but one of the N=N–C angles increases to 180°. A linear transition state is produced in the concerted inversion mechanism when both N=N–N–C bond angles increase to 180°. Finally, in the inversion-assisted rotation mechanism, there are large changes in both the C=N=N–N–C and the N=N–C angles simultaneously. No barrier exists along the rotational pathway after excitation into the S1 state. According to previous computational research, the conical intersection between the S0 and S1 states exists when the C=N=N–N–C dihedral angle is ∼90° and the N=N–N–C angle is ∼140°. These facts have...
prompted the acceptance of rotation as the dominant mechanism with concerted inversion occurring under rotation-restricted conditions. Recent simulations have predicted isomerization of azobenzene through a pedal-like motion of the nitrogen atoms.15–17

It is well documented that electronically excited trans-stilbene undergoes relaxation via rotation about the ethylene bond and returns to the electronic ground state in either the cis- or trans-configuration with equal probability.18 In cis-stilbene, a one-dimensional model focusing solely on rotation around the ethylene bond is insufficient to explain the processes that take place.19 The ground state geometry of cis-stilbene is nonplanar due to steric repulsion; therefore, both photo isomerization to the trans-configuration and photocyclization to form 4a,4b-dihydrophenanthrene (DHP) are accessible from the cis-isomer of stilbene. Previous theoretical and experimental studies20,21 have provided evidence that in addition to torsion phenyl rotation and pyramidization both play important roles in the isomerization process. Any study that hopes to reproduce the processes taking place, as well as experimental time scales and quantum yields, will have to allow for motion along each of these coordinates.

In both stilbene and azobenzene, the most efficient cis-to-trans photoconversion pathway proceeds via excitation into the first electronically excited state (450 nm n→π*excitation in azobenzene and 270 nm π→π* excitation in stilbene)22–24 followed by an ultrafast (hundreds of fs) decay through an S1/ S0 conical intersection. The cis-conformation reacts faster than the trans-conformation for both systems.25 Azobenzene is more efficient at isomerization compared to stilbene, as the quantum yield for the cis-to-trans conformational change is 40–69%22,26,29,36–39 (depending on solvent) and 35%,40 respectively. Stilbene will have 10% of its population end in the DHP configuration.

Harnessing the photoisomerization process and increasing its applicability to a variety of materials and systems will require a deeper theoretical understanding of the underlying mechanisms. Density functional theory (DFT) and molecular dynamics (MD) provides direct access to electronic and dynamic processes on the atomic scale and will semi-quantitatively ascertain the properties of materials. Unfortunately, a large majority of the current DFT-MD approaches utilize the Born–Oppenheimer approximation, where the system evolves in the electronic ground state. A more accurate depiction of the mechanisms in photoisomerization simulations requires a more complete theoretical methodology beyond the Born–Oppenheimer approximation.

In this work, we demonstrate that our previously implemented11 nonadiabatic (NA) MD formalism appropriately simulates the photoisomerization process by allowing the nuclear motion to change the quantum state of the electronic subsystem. Our NAMD methodology uses the fewest switches surface-hopping (FSSH)12 algorithm within an ab initio local orbital DFT framework. Here, we model the photoinduced isomerization of the cis-stilbene and cis-azobenzene in the S1 state. Our method distinguishes between two distinct molecules, while simultaneously matching experimental results regarding quantum yields and relaxation times. Our ab initio approach allows for extended systems, molecules, and functional groups to be treated on equal footing and does not require parametrization for each new material. The efficiency of our local orbital density-functional theory code allows us to collect ensemble data large enough to identify the phonon modes that drive relaxation and isomerization. Knowledge of the active phonon modes, along with direct access to the nonadiabatic coupling vectors, provides insight into why quantum yields vary in different systems. Finally, our method is capable of simulating thousands of atoms at a time, allowing for future theoretical investigation of these small molecules incorporated in larger systems.

### THEORETICAL AND COMPUTATIONAL DETAILS

Historically, NAMD is simulated by one of two methods: Ehrenfest dynamics43–46 and surface hopping.42,47–53 In the Ehrenfest approach, the nuclei move classically on a single effective potential energy surface (PES) obtained by taking the average over all of the adiabatic states involved. Surface-hopping methods obtain the electronic occupations by averaging over an ensemble of initial conditions. At any given time, the nuclei in any given trajectory are evolving classically on a single PES. At each integration time step, a decision is made as to whether an electronic transition will occur according to the probabilistic “fewest switches” algorithm. After an electronic transition, energy is conserved by rescaling the nuclear velocities to account for the change in the system’s electronic energy.50–54 Surface-hopping methods are better equipped to handle systems where changes in the electronic populations significantly affect the nuclear motion,55 as is the case with photoinduced isomerization. Here, we use a time-dependent Kohn–Sham (TDKS) approach to perform NAMD.58

Our analysis uses a density functional theory approach, called FIREBALL, which is based on local orbitals within a nonlocal pseudopotential scheme.58–60 FIREBALL is a molecular dynamics simulation technique that is based on a self-consistent functional,65 where the basis set consists of numerical orbitals. The “fireball” orbitals, introduced by Sankey and Niklewski,58 are acquired by producing slightly excited atom-in-the-box states that smoothly vanish outside of a predetermined radius, Rc. In this work, we use the Becke62 exchange with the Lee–Yang–Parr correlation.63 We have adopted double numerical sp basis sets for C (cutoff radii of R(R) = 4.4 au and R(p) = 4.8 au) and N (cutoff radii of R(R) = 4.0 au and R(p) = 4.4 au), whereas we use a minimal basis set for H (cutoff radius of R(R) = 4.2 au).

Within FIREBALL,58–60 we explicitly calculate the nonadiabatic coupling vectors (NACV) “on the fly” during MD simulation.41 In our implementation of NAMD simulations, atoms evolve along classical trajectories {R(t)}, but the interaction between the nuclear motion and electronic quantum state are explicitly accounted for through the inclusion of the NACVs. We expand the time-dependent KS orbitals in terms of adiabatic eigenstates and evolve them using the TD Schrödinger equation in order to obtain the equation of motion for the expansion coefficients a_i(t) (eq 1)

\[
\frac{\partial a_i(t)}{\partial t} = a_i(t)\varepsilon(R) - i\hbar \sum_j a_j(t)d_{ij}V
\]  

(1)

The nonadiabatic coupling term represents the coupling between the classical motion of the nuclei and the electronic quantum state,

\[
d_{ij}V \overset{\text{def}}{=} \sum_{\alpha} d_{ij}^{\alpha}V_{\alpha}
\]  

(2)
where $V_{\alpha} = (\partial R_\alpha/\partial t)$ is the atomic velocity, and $\alpha$ and $d_\alpha$ are the nonadiabatic coupling vectors between the single particle KS states

$$d_\alpha^n \equiv \left| \psi_\alpha \left| \frac{\partial \psi_\alpha}{\partial R_\alpha} \right| \right|$$  \hspace{1cm} (3)

We have implemented the FSSH algorithm proposed by Tully to obtain the correct statistical distribution of the state populations at all times. The probability of a hop between states $i$ and $j$ within given time interval $dt$ is

$$g_{ij} = \max \left( 0, \frac{b_j \Delta t}{|a_i(t)|^2} \right)$$  \hspace{1cm} (4)

The hopping probability depends explicitly on the nonadiabatic coupling defined in eqs 2 and 3. Setting the surface hopping probability to zero when $g_{ij}$ is determined to be negative ensures that a hop from state $i$ to state $j$ occurs only if the occupation of state $i$ decreases and the occupation of state $j$ increases. The calculated probabilities are compared with a random number to determine an electronic transition. We impose energy conservation during electronic transitions by rescaling the nuclear velocities after an electronic transition. We determine the electronic transition by generating a random number to obtain the correct statistical distribution of the state populations at all times. The probability of a hop between states $i$ and $j$ within given time interval $dt$ is

$$g_{ij} = \max \left( 0, \frac{b_j \Delta t}{|a_i(t)|^2} \right)$$  \hspace{1cm} (4)

The hopping probability depends explicitly on the nonadiabatic coupling defined in eqs 2 and 3. Setting the surface hopping probability to zero when $g_{ij}$ is determined to be negative ensures that a hop from state $i$ to state $j$ occurs only if the occupation of state $i$ decreases and the occupation of state $j$ increases. The calculated probabilities are compared with a random number to determine an electronic transition. We impose energy conservation during electronic transitions by rescaling the nuclear velocities after an electronic transition takes place. Hops to higher energy electronic states are rejected if insufficient kinetic energy is present. Velocity rescaling and hop rejection ensures detailed balance between transitions up and down in energy.

In the FIREBALL implementation the Hamiltonian matrix elements are calculated beforehand and stored in data tables. This a priori calculation of the system’s interactions greatly speeds up MD simulations. We have also developed an efficient algorithm for calculating the NACV’s on-the-fly during a MD run. The expression for $d_\alpha^n$, derived in ref 41, is

$$d_\alpha^n = \frac{1}{\epsilon_\alpha - \epsilon_j} \sum_{\mu \nu} c_{\mu \nu}^* c_\nu \left( -\frac{\partial \langle \psi_\nu | H_{KS} | \psi_\nu \rangle}{\partial R_\alpha} + \epsilon_j \left( \frac{\partial \psi_\nu}{\partial R_\alpha} \right| \psi_\nu \right) \right.$$

$$\left. + \epsilon_\alpha \left( \frac{\partial \psi_\nu}{\partial R_\alpha} \right| \psi_\nu \right) \right)$$  \hspace{1cm} (5)

includes only the eigenvalues, $\epsilon_\alpha$, the expansion coefficients of the single-particle states in the local orbital basis $c_{\mu \nu}$, and information already stored in the precomputed data tables. In eq 5, the NACVs are calculated using the Kohn–Sham eigenvalues, $\epsilon_\alpha$, $\epsilon_j$, the expansion coefficients $c_{\mu \nu}$ and the derivatives $(\partial \langle \psi_\nu | H_{KS} | \psi_\nu \rangle/\partial R_\alpha)$, $(\partial \langle \psi_\nu | H_{KS} | \psi_\nu \rangle/\partial R_\alpha)$, and $\langle \psi_\nu | (\partial \phi_j)_{\partial R_\alpha} \rangle$. Hence, all of the NACVs are efficiently evaluated because all of the derivatives that appear in this expression are obtained from precomputed information.

We have implemented the FSSH algorithm proposed by Tully to obtain the correct statistical distribution of the state populations at all times. The probability of a hop between states $i$ and $j$ within given time interval $dt$ is

$$g_{ij} = \max \left( 0, \frac{b_j \Delta t}{|a_i(t)|^2} \right)$$  \hspace{1cm} (4)

The hopping probability depends explicitly on the nonadiabatic coupling defined in eqs 2 and 3. Setting the surface hopping probability to zero when $g_{ij}$ is determined to be negative ensures that a hop from state $i$ to state $j$ occurs only if the occupation of state $i$ decreases and the occupation of state $j$ increases. The calculated probabilities are compared with a random number to determine an electronic transition. We impose energy conservation during electronic transitions by rescaling the nuclear velocities after an electronic transition takes place. Hops to higher energy electronic states are rejected if insufficient kinetic energy is present. Velocity rescaling and hop rejection ensures detailed balance between transitions up and down in energy.

In the FIREBALL implementation the Hamiltonian matrix elements are calculated beforehand and stored in data tables. This a priori calculation of the system’s interactions greatly speeds up MD simulations. We have also developed an efficient algorithm for calculating the NACV’s on-the-fly during a MD run. The expression for $d_\alpha^n$, derived in ref 41, is

$$d_\alpha^n = \frac{1}{\epsilon_\alpha - \epsilon_j} \sum_{\mu \nu} c_{\mu \nu}^* c_\nu \left( -\frac{\partial \langle \psi_\nu | H_{KS} | \psi_\nu \rangle}{\partial R_\alpha} + \epsilon_j \left( \frac{\partial \psi_\nu}{\partial R_\alpha} \right| \psi_\nu \right) \right.$$

$$\left. + \epsilon_\alpha \left( \frac{\partial \psi_\nu}{\partial R_\alpha} \right| \psi_\nu \right) \right)$$  \hspace{1cm} (5)

includes only the eigenvalues, $\epsilon_\alpha$, the expansion coefficients of the single-particle states in the local orbital basis $c_{\mu \nu}$, and information already stored in the precomputed data tables. In eq 5, the NACVs are calculated using the Kohn–Sham eigenvalues, $\epsilon_\alpha$, $\epsilon_j$, the expansion coefficients $c_{\mu \nu}$ and the derivatives $(\partial \langle \psi_\nu | H_{KS} | \psi_\nu \rangle/\partial R_\alpha)$, $(\partial \langle \psi_\nu | H_{KS} | \psi_\nu \rangle/\partial R_\alpha)$, and $\langle \psi_\nu | (\partial \phi_j)_{\partial R_\alpha} \rangle$. Hence, all of the NACVs are efficiently evaluated because all of the derivatives that appear in this expression are obtained from precomputed information.

We initially optimize the geometry of each molecule (stilbene and azobenzene) so that it is in its lowest energy cis-configuration. The system evolves at 300 K for 6.5 ps using ground-state MD using a canonical ensemble. Random coordinates are selected from the MD trajectory with an automated python script, and we use these random coordinates as the initial coordinates for our MD simulations with electronic transitions. The initial velocities are generated randomly such that the system is 300 K and has no total translational or angular momentum. In this study, we analyze the results from 400 NAMD trajectories starting from cis-azobenzene (or cis-stilbene) beginning in the $S_1$ state and evolving in the microcanonical ensemble for up to 750 fs. The $S_1$ state is defined using restricted self-consistent DFT calculations with one electron in the Kohn–Sham LUMO level and one hole in the HOMO level. The nuclear time step was 0.25 fs, and the electronic time step was 0.0025 fs during these simulations. Over 99% of the trajectories had relaxed to the ground state ($S_0$) within the 750 fs. We evaluate the cis- or trans-conformations by monitoring the central dihedral angle after relaxation into the ground state. If the angle evolved to $>155^\circ$ after electronic relaxation, then we counted this conformation as trans. If the angle evolved to $<25^\circ$ after electronic relaxation, then we counted this conformation as cis.

## RESULTS AND DISCUSSION

We performed ground state MD simulations for both cis- and trans-stilbene (left panel, Figure 2) and azobenzene (right panel, Figure 2) at different fixed temperatures (300, 600, 900, and 1200 K). Both stilbene and azobenzene are capable of thermally converting from the cis-to-trans configuration via thermal fluctuations. The lifetime of the cis conformation ranges from milliseconds to hours depending on the derivative involved and local environment. On the ps time scale, we do not observe any instances of thermal conversion in either molecular system starting from either configuration.

In order to simulate photoexcitation into the $S_1$ state, we remove an electron from the HOMO and place it in the

\[
\psi_\alpha = \frac{1}{\sqrt{\sum_{\alpha} |c_{\alpha}|^2}} \sum_{\alpha} c_{\alpha} \psi_\alpha
\]

\[
\frac{\partial \psi_\alpha}{\partial R_\alpha} = \frac{\partial}{\partial R_\alpha} \left( \frac{1}{\sqrt{\sum_{\alpha} |c_{\alpha}|^2}} \sum_{\alpha} c_{\alpha} \psi_\alpha \right)
\]

\[
\langle \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle = \sum_{\alpha} c_{\alpha} \left( \frac{\partial \psi_\alpha}{\partial R_\alpha} \right| \right.
\]

\[
\langle \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle = \sum_{\alpha} c_{\alpha} \left( \frac{\partial \psi_\alpha}{\partial R_\alpha} \right| \psi_\alpha \right) \frac{\partial \psi_\alpha}{\partial R_\alpha}
\]

\[
\frac{\partial \psi_\alpha}{\partial R_\alpha} = \frac{\sum_{\alpha} \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle}{\sum_{\alpha} \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle}
\]

\[
\frac{\partial \psi_\alpha}{\partial R_\alpha} = \frac{\sum_{\alpha} \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle}{\sum_{\alpha} \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle}
\]

\[
\frac{\partial \psi_\alpha}{\partial R_\alpha} = \frac{\sum_{\alpha} \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle}{\sum_{\alpha} \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle}
\]

\[
\frac{\partial \psi_\alpha}{\partial R_\alpha} = \frac{\sum_{\alpha} \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle}{\sum_{\alpha} \psi_\alpha | (\partial \phi_j)_{\partial R_\alpha} \rangle}
\]
LUMO. Figure 3 shows the evolution of the HOMO and LUMO energy levels along a single trajectory in stilbene (left) and azobenzene (right); the bold lines record in which state the initially excited electron is located. After excitation, the system evolves in the excited state until the HOMO and LUMO approach near degeneracy (conical intersection). The electron then relaxes into the HOMO (probabilistic hop, see eq 4), and then the system evolves on the $S_0$ state. The plotted stilbene trajectory indicates that there is almost a conical intersection at around 90 fs. However, a hop does not take place, and the system continues to evolve in the $S_1$ state. The system returns to the ground state, $S_0$, when a hop occurs at 265 fs, and the HOMO–LUMO band gap proceeds to rapidly increase. This trajectory of stilbene ends in the trans-configuration. Along the top of the figure is the pictorial evolution of the atomic coordinates. The system starts in the cis-configuration. Near the conical intersection, the rotation about the C=C bond is initiated, and by the end of the trajectory, the system is in the trans-configuration. In the selected azobenzene trajectory, the HOMO and LUMO approach near degeneracy very quickly (~25 fs), but a switch does not occur until 135 fs. Despite the subtle differences presented in these two trajectories, it is important to not assume trends by examining the results of two individual trajectories.

In Figure 4, we plot the HOMO occupation and dihedral angle as a function of time for one trajectory that remains in the cis-configuration and one trajectory that photoisomerizes into the trans-configuration for stilbene and azobenzene. In all four cases presented, the relaxation to the ground state happens within 200 fs, and the dihedral angle quickly transforms from 0° to the conical intersection at 90°. In the azobenzene trajectory that ends in the trans-configuration, the system briefly relaxes into the ground state but then re-excites before the system exits the conical intersection. Unsuccessful relaxation events take place in both stilbene and azobenzene in trajectories that end in either isomer. For the purpose of this study, we consider the time of transition to be the time when the system relaxes electronically ($S_1 \rightarrow S_0$) and remains in the $S_0$ state and remains relaxed until the system reaches the trans (>155°) or cis (<25°) configuration. In the case of the example illustrated in the bottom panel of Figure 4, the relaxation time is 205 fs.

We are only able to get reliable experimental parameters by looking at ensemble averages. Figure 5 shows the distribution of the transition (or relaxation) times for the stilbene (left) and azobenzene (right) ensembles. The average relaxation time for stilbene (left panel) is 195 fs. There are actually two peaks in the relaxation times: one at 40 fs and one at 160 fs. The relaxation times extend into longer times, but the population in the excited state decays rapidly. The temporal distribution is similar for both cis and trans-trajectories. Our 195 fs lifetime is consistent with reported experimental lifetimes that range anywhere between 160 and 320 fs. We found a quantum yield of 34%, in agreement with experimental results of 35%. We did not observe any trajectories that ended up in the DHP configuration. However, DHP formation takes place on a time
scale of a couple of picoseconds, and our trajectories are only propagated for 750 fs.\textsuperscript{18}

The average relaxation time in azobenzene is 121 fs (right panel), which is significantly faster than stilbene. This relaxation time is also in good agreement with previous experimental and theoretical results ranging from 60 to 200 fs.\textsuperscript{25–31} In azobenzene, we see a difference in the average relaxation times between systems that culminate in the \textit{trans} (129 fs) or \textit{cis} (103 fs) configuration. We observe two peaks at around 40 and 140 fs in the distribution of trajectories that finish in the \textit{trans}-configuration. There is a single peak around 90 fs in the distribution of trajectories that finish in the \textit{cis}-configuration. Other groups have observed multiple peaks at similar time scales in the overall relaxation distribution.\textsuperscript{29} We found the quantum yield for azobenzene to be 58\%, which is significantly higher than what we observed for stilbene. This quantum yield is in agreement with both experimental and theoretical results, which range from 40\% to 69\%.\textsuperscript{22,29,36–39}

We also show the distribution of the dihedral angle at the time of the S\textsubscript{1} $\rightarrow$ S\textsubscript{0} electronic transition in Figure 6. In both stilbene and azobenzene, the distribution peaks between 80\° and 90\°. The average dihedral angle in stilbene (top panel) is 81\°, and the average angle in azobenzene (bottom panel) is 94\°. An investigation using the complete active space self-consistent field and multi-reference perturbation theory found that stilbene had a conical intersection at 85\°.\textsuperscript{19} Several studies have found that the conical intersection in azobenzene is approximately 96\°.\textsuperscript{29,36} Stilbene and azobenzene are more likely to remain in the \textit{cis}-configuration if the system undergoes electronic relaxation into the ground state when the dihedral angle is less than 80\°. Both molecular systems are more likely to isomerize into the \textit{trans}-configuration if the electronic transition into the ground state occurs when the dihedral angle is greater than 100\°. The azobenzene trajectories have a narrower angular distribution compared to stilbene, suggesting that azobenzene may have a narrower conical intersection. The biggest difference between the two systems is that, in our investigation, stilbene has more trajectories that undergo an electronic transition when the dihedral angle is less than 60\°, while azobenzene had more trajectories that undergo an electronic transition when the dihedral angle is greater than 120\°. Electronically excited azobenzene relaxes faster than electronically excited stilbene (Figure 5) and is more likely to undergo electronic transitions at larger dihedral angles. Therefore, the S\textsubscript{1} state potential energy surface along the dihedral angle reaction coordinate is very likely steeper for
azobenzene than it is for stilbene (Figure 1), offering a potential explanation as to why azobenzene has a higher cis-to-trans quantum yield compared to stilbene.

Another way of representing the relaxation dynamics is to track the populations in the ground and excited state. In Figure 7, we track the percentage of trajectories that have undergone an electronic transition into the ground state that lead to a definite cis- or trans-conformation at each time step. Once a trajectory returned to the ground state and definitively went into the cis- or trans-conformation, we no longer followed its population fluctuations. Figure 7 illustrates that the relaxation of azobenzene is smoother compared to the relaxation of stilbene. In stilbene, the relaxation curve has a few plateaus in the population events.

We determine the phonon modes involved in relaxation and isomerization by taking the Fourier transform of the derivative of the population in the S₀ state (ground state). The left side of Figure 8 shows the derivatives of the S₀ populations for both of the systems (top panel stilbene; bottom panel azobenzene). Oscillatory patterns, similar to what were found for both stilbene and azobenzene in the hopping time distributions (Figure 5), were found in the derivative graphs. In stilbene, this oscillatory pattern is manifested in peaks at 35 and 155 fs, and in azobenzene, we observe three distinct peaks at 30, 80, and 135 fs.

The right side of Figure 8 shows the Fourier transforms of the derivatives of the S₀ population in stilbene (top) and azobenzene (bottom). The peaks at 0 THz in both systems...
originated from artifacts inherent to Fourier transforms. In the frequency domain, stilbene has a distinct peak at around 267 cm\(^{-1}\) (8 THz) and a small peak at around 178 cm\(^{-1}\) (5.33 THz). Raman spectroscopy experiments have identified a mode at 166 cm\(^{-1}\) (5 THz) in cis-stilbene that receives substantial contributions from phenyl twisting and ethylenic torsion. They have also identified a mode in stilbene at 261 cm\(^{-1}\) (7.83 THz) associated with ethylenic torsion and in-plane bending.\(^{70-75}\) We find azobenzene exhibits peaks in the frequency domain at around 312 cm\(^{-1}\) (9.35 THz), 534 cm\(^{-1}\) (16 THz), and 580 cm\(^{-1}\) (17.36 THz).

Experimentalists have identified a mode at 600 cm\(^{-1}\) (18 THz) associated with torsion of the CNNC dihedral angle, a mode that is essential in cis-to-trans isomerization.\(^{76}\) Experimental peaks associated with CCNN torsion at 275 cm\(^{-1}\) (8.25 THz) and 542 cm\(^{-1}\) (16.25 THz) match the other peaks found in our frequency analysis. From our results, we find that azobenzene couples most strongly to the mode at 17.36 THz associated with torsion of the CNNC dihedral angle, while stilbene couples most strongly to the mode at 8 THz associated with symmetric torsion and in-plane bending. A mode associated with torsion of the CNNC dihedral is going to be more efficient at isomerization compared to a mode associated with asymmetric torsion and in-plane bending, offering an explanation as to why azobenzene has a higher quantum yield.

In both molecular systems, the dihedral angle increases from 0° to 90° and then either decreases down to 0° or increases up to 180° during the relaxation and isomerization process after the electronic transition. This process suggests a rotational pathway. By studying the projections of the nonadiabatic coupling vectors onto individual atoms in the molecular systems, we elucidate more information about the pathway toward relaxation and isomerization. In order to do this, we chose and examined 10 representative trajectories with relaxation times and dihedral angles similar to the ensemble distributions that ended up in each conformation for each molecular system. In both systems, we find that the center atoms contribute the most to the nonadiabatic coupling terms; hence, they are the more influential atoms in this process.

Table 1 illustrates the average magnitude of the nonadiabatic coupling vector, \(|\mathbf{d}_{ij}|\), and absolute value of the nonadiabatic coupling terms, \(|\mathbf{d}_{ij} \cdot \mathbf{V}|\), taken from the influential central atoms in stilbene. For transitions that end in the cis-configuration, our data shows that the magnitude of the nonadiabatic coupling vector for each of the influential central atoms is about the same for each examined trajectory. Differences in the nonadiabatic coupling terms exist because the center hydrogen atoms possess a greater velocity. Our data also shows that the coupling terms and vectors are greater for trajectories that end in the trans-configuration. The magnitude of the nonadiabatic coupling vectors and the absolute value of the entire nonadiabatic coupling constant acquire the largest contributions from C1 and C2, as well as the hydrogen atoms in the center H15 and H16 (top panel, Figure 9).

We elucidate more by considering the directions of the couplings vectors immediately preceding an electronic transition from a single representative trajectory that ends in each conformation. Figure 9 shows the optimized structure with the central atoms labeled (top center); the atomic nonadiabatic coupling vectors are superimposed on the atoms for the case of a trajectory that ends in the cis-configuration (bottom right) and trans configuration (bottom left) for stilbene. In the trajectory that ends in the trans-configuration, we see that the NACVs are the largest for atoms C1, C2, H15, and H16. The NACVs for atoms C3 and C4 are much smaller, supporting that the stilbene isomerization pathway is rotation around the double ethylenic bond.\(^{16}\) In the unreactive trajectory, the NACVs are of the same order of magnitude for each of the center atoms.

In azobenzene, the magnitude of the averaged nonadiabatic coupling vectors from the chosen trajectories is similar for all central atoms in both reactive and unreactive trajectories (Table 2). There is a large difference manifested in the nonadiabatic coupling constant, \(|\mathbf{d}_{ij} \cdot \mathbf{V}|\), where in reactive trajectories the central nitrogen atoms become dominant. The large coupling constants are an indication that the velocities are nearly parallel to the coupling vectors. Finally, in both stilbene and azobenzene, there is an asymmetric contribution to the total coupling from each symmetric half of the center atoms in reactive trajectories. This asymmetry could explain the chirality of the system as other groups have reported.\(^{29}\)

Looking at Figure 10, we see that in the trans case (bottom left) the nitrogen atoms possess the largest NACVs, while atoms in the phenyl ring have smaller NACVs, confirming the pedal-like rotational motion previously predicted.\(^{15-17}\) The cis trajectory (bottom right) has similar and smaller coupling vectors for all of the center atoms.

### Table 1. Ensemble Averages for Values of Modulus of Projection on Some Atoms (C1, C2, C3, C4, H15, and H16; Figure 9) of the Nonadiabatic Coupling Vectors and Absolute Value of Nonadiabatic Coupling Term between HOMO and LUMO at the Time Instantaneously before the Electronic Transition into the Ground State in Stilbene

<table>
<thead>
<tr>
<th></th>
<th>cis</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(</td>
<td>\mathbf{d}_{ij}</td>
</tr>
<tr>
<td>C1</td>
<td>7.02</td>
<td>21</td>
</tr>
<tr>
<td>C2</td>
<td>8.25</td>
<td>18</td>
</tr>
<tr>
<td>C3</td>
<td>5.36</td>
<td>28</td>
</tr>
<tr>
<td>C4</td>
<td>5.60</td>
<td>21</td>
</tr>
<tr>
<td>H15</td>
<td>6.00</td>
<td>84</td>
</tr>
<tr>
<td>H16</td>
<td>6.15</td>
<td>108</td>
</tr>
</tbody>
</table>

**CONCLUSION**

In conclusion, a combination of efficient local orbital density functional theory with the fewest switches surface-hopping algorithm has allowed us to run a large number of isomerization events in order to perform a statistical analysis that compares well with experiments. This study focused on the cis–trans photoisomerization of stilbene and azobenzene, which were excited into the \(S_1\) state. We were able to capture accurate quantum yields and excited state lifetimes as well as an accurate conical intersection at 90°. The dihedral angle at the time of electronic transition is an early indicator of what the resulting conformation will be. Both molecular electronic systems couple to phonon modes that are dominant in the isomerization process. Knowledge of the active phonon modes and direct access to the nonadiabatic coupling vectors provides insight into why quantum yields may vary in different systems. We obtain detailed information on the isomerization mechanism by considering the nonadiabatic coupling vectors. Stilbene undergoes isomerization via rotation about the double ethylenic bond. In azobenzene, the central N═N initializes the
isomerization process through a pedal-like motion followed by the phenyl groups. The method we use is very general and can be applied to photoisomerization studies of most systems. Our parallel molecular dynamics code, FIREBALL, is capable of studying systems up to thousands of atoms in size, allowing for these photoswitchable molecules to be incorporated in extended structures with practical applications.

Table 2. Ensemble Averages for Values of Modulus of Projection on Some Atoms (C3, N12, N13, C14; Figure 10) of the Nonadiabatic Coupling Vectors and Absolute Value of Nonadiabatic Coupling Term between HOMO and LUMO at Time Preceding Electronic Transition into the Ground State in Azobenzene

<table>
<thead>
<tr>
<th></th>
<th>cis</th>
<th></th>
<th>trans</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$</td>
<td>d_{ij}</td>
<td>$ (Å$^{-1}$)</td>
<td>$</td>
</tr>
<tr>
<td>C3</td>
<td>6.16</td>
<td>46.56</td>
<td>7.33</td>
<td>33.4</td>
</tr>
<tr>
<td>C14</td>
<td>6.73</td>
<td>58.7</td>
<td>7.28</td>
<td>33.8</td>
</tr>
<tr>
<td>N13</td>
<td>8.40</td>
<td>54.8</td>
<td>9.94</td>
<td>151</td>
</tr>
<tr>
<td>N12</td>
<td>9.70</td>
<td>59.64</td>
<td>10.44</td>
<td>176</td>
</tr>
</tbody>
</table>

Figure 9. Top panel shows the stilbene molecule in the cis-conformation with labels on atoms defined according to Table 1. Bottom left panel shows the dominant nonadiabatic coupling vectors for a representative trajectory that ends in the trans-configuration. Bottom right panel shows the dominant coupling vectors for a representative trajectory that ends in the cis-configuration.

Figure 10. Top panel shows the azobenzene molecule in the cis-conformation and labels the atoms discussed in Table 2. Bottom left panel shows the dominant nonadiabatic coupling vectors for a representative trajectory that ends in the trans-configuration. Bottom right panel shows the dominant coupling vectors for a representative trajectory that ends in the cis-configuration.
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