Ab Initio Nonadiabatic Molecular Dynamics of the Ultrafast Electron Injection from a PbSe Quantum Dot into the TiO₂ Surface
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ABSTRACT: Following recent experiments [Science 2010, 328, 1543; PNAS 2011, 108, 965], we report an ab initio nonadiabatic molecular dynamics (NAMD) simulation of the ultrafast photoinduced electron transfer (ET) from a PbSe quantum dot (QD) into the rutile TiO₂ (110) surface. The system forms the basis for QD-sensitized semiconductor solar cells and demonstrates that ultrafast interfacial ET is instrumental for achieving high efficiencies in solar-to-electrical energy conversion. The simulation supports the observation that the ET successfully competes with energy losses due to electron–phonon relaxation. The ET proceeds by the adiabatic mechanism because of strong donor–acceptor coupling. High frequency polar vibrations of both QD and TiO₂ promote the ET, since these modes can rapidly influence the donor–acceptor state energies and coupling. Low frequency vibrations generate a distribution of initial conditions for ET, which shows a broad variety of scenarios at the single-molecule level. Compared to the molecule–TiO₂ interfaces, the QD–TiO₂ system exhibits pronounced differences that arise due to the larger size and higher rigidity of QDs relative to molecules. Both donor and acceptor states are more delocalized in the QD system, and the ET is promoted by optical phonons, which have relatively low frequencies in the QD materials composed of heavy elements. In contrast, in molecular systems, optical phonons are not thermally accessible under ambient conditions. Meanwhile, TiO₂ acceptor states resemble surface impurities due to the local influence of molecular chromophores. At the same time, the photoinduced ET at both QD–TiO₂ and molecule–TiO₂ interfaces is ultrafast and occurs by the adiabatic mechanism, as a result of strong donor–acceptor coupling. The reported state-of-the-art simulation generates a detailed time-domain atomistic description of the interfacial ET process that is fundamental to a wide variety of applications.

1. INTRODUCTION

Interfacial electron transfer (ET, Figure 1) plays a key role in many areas of research, and numerous efforts have been devoted to exploring its nature and mechanisms. Various aspects of interfacial ET† draw close scrutiny in molecular electronics, photovoltaics,⁴–⁸ solar hydrogen production,⁹,¹⁰ electrolysis,¹¹ catalysis,¹²,¹³ photochemistry,¹⁴,¹⁵ and photosynthesis.¹⁶ These and other applications involve a great variety of interfaces, composed of both organic and inorganic species with zero-, one-, two-, and three-dimensional properties. Solar energy harvesting alone encounters interfaces between covalently⁷ and non-covalently¹⁸,¹⁹ bound molecular species, two inorganic materials,¹⁰,¹¹,¹⁽¹⁾ inorganic and organic semiconductors,¹² polymers,²³,²⁴ all-carbon structures of different dimensionality,²⁸ molecular and bulk moieties,²⁶ quasi-zero-dimensional and three-dimensional inorganic semiconductors of different types,²⁷,²⁸ etc. The properties of individual species forming these systems are understood much better than the interactions at the surface. The challenge resides in the often contrasting characteristics of the two interface components, e.g. localized vs delocalized electronic states, high vs low frequency phonon modes, soft organic vs hard inorganic materials, good vs poor conductors of electricity and heat, well-ordered vs disordered phases, and so on. Additional complications arise because the disparate sets of theories used to describe these materials have been developed within different disciplines, including chemistry, physics, biology, and engineering.⁸

Dye-sensitized semiconductor solar cells (DSSCs) constitute a promising alternative to the traditional silicon based cells, due to a combination of low cost and good efficiency. Stimulated by the original work of O’Regan and Graetzel,²⁹ and many experiments to follow,⁴,⁵,³⁰ dozens of theoretical studies have been reported on DSSCs in the past ten years, focusing on chromophore–semiconductor binding,³¹–³³ electronic structure,³⁴–³⁷ and direct simulation of the electron injection.³⁸–⁴³

Our group has initiated the time-domain ab initio modeling of the interfacial electron dynamics, including both electronic donor–acceptor and electron–phonon interactions.⁷,⁴⁴–⁴⁹ We have been able to describe the whole spectrum of processes occurring at the chromophore–semiconductor interface, starting from chromophore photoexcitation, resulting in charge separation, delocalization, and relaxation, accompanied by electron trapping at the surface and its transfer back to the chromophore or electrolyte, and concluding with regeneration of neutral...
The electronic temperature is much higher than the lattice temperature. As a result, hot electrons can be extracted faster than they lose energy to phonons, thereby potentially increasing the solar cell voltage. A few months later, Parkinson and co-workers demonstrated that MEG in PbS QDs adsorbed on TiO$_2$ can be used to increase solar cell currents by producing photon-to-current yields higher than 100%. These experimental findings provide strong motivation for development of QD solar cells (QDSCs). The extremely fast, sub-50-fs ET from the PbSe QDs into the TiO$_2$ surface makes it difficult to invoke traditional ET models, such as the Marcus theory, which requires slow ET dynamics to allow for redistribution of vibrational energy. A time-domain simulation of the injection process becomes necessary. As demonstrated with the DSSC$^{7,44-49}$ and QD$^{46,72-77}$ studies, an atomistic description complements phenomenological models and provides many valuable and often critical insights into the photoinduced electron dynamics.

The present work combines nonadiabatic molecular dynamics (NAMD) with time-domain density functional theory (TDDFT)$^{49,88-90}$ to investigate the photoexcited ET process at the QD–TiO$_2$ interface. The simulation shows that the interfacial ET in QDSC exhibits both similarities and differences compared to DSSC. The differences arise because QDs are significantly larger, more rigid, and composed of heavier elements than molecules. The similarities rely on strong electron donor–acceptor coupling in both types of systems. Our study demonstrates that, indeed, the ultrafast QD–TiO$_2$ ET competes successfully with electron relaxation inside the QD. The ET proceeds primarily by the adiabatic mechanism, and the NA mechanism contributes little, in spite of the diversity of individual ET events. Analysis of the vibrational modes shows that polar optical phonons of both donor and acceptor species are primarily responsible for the ET process across the QD–TiO$_2$ interface. This is in contrast to the DSSC systems, in which low-frequency acoustic-type modes drive the transfer. By analyzing the dimensionality of the electron donor and acceptor states, the strength of the donor–acceptor coupling, and the active vibrational modes, we discuss the similarities and differences in the photoinduced ET dynamics in the QD–TiO$_2$ molecule–TiO$_2$, and wet-electron systems, and we establish the fundamental mechanisms underlying the interfacial ET processes.

The paper is organized as follows. The next section summarizes the theory underlying NAMD and TDDFT, and it presents the necessary computational details. The Results and Discussion section is separated into three parts devoted to the geometric and electronic structure of the QD–TiO$_2$ interface, the vibrational motions participating in the ET dynamics, and the mechanisms responsible for the electron injection process. Continuously throughout this section, the results obtained for the QD–TiO$_2$ system are compared with our earlier calculations on the photoinduced electron injection across the TiO$_2$–molecule$^{7,44-49}$ and TiO$_2$–water$^{70}$ interfaces. The Conclusions section summarizes the key findings of the current work.

2. THEORETICAL METHODOLOGY

The detailed description of the theoretical approach, combining NAMD with TDDFT, can be found in our previous publications. Among other applications, the approach was used to study the ET and relaxation dynamics in the chromophore–TiO$_2$ and wet-electron systems.$^{7,44-50}$ The following subsection provides the technical details of the standard DFT and MD techniques$^{52}$ as they are applied to...
the PbSe–TiO₂ system. Then, the fundamental theory behind our state-of-the-art TDDFT-NAMD method is briefly reviewed, and the necessary specifics of the time-domain simulation are given.

2.1. Simulation Details. The stoichiometric rutile (110) surface was modeled with a periodically repeated slab. A 144-atom (6 \times 2) surface comprised six atomic layers of TiO₂, with the bottom three layers frozen in the bulk configuration. The slab was separated from its periodic image along the surface normal by a vacuum region of 20 Å. The PbSe QD was represented by the PbSe_{16} cluster, which is the smallest stable PbSe system preserving the semiconductor bulk structure during geometry optimization and finite-temperature molecular dynamics simulation. The PbSe QD binds strongly to the TiO₂ surface via two Pb atoms interacting with two bridging oxygen atoms of the surface, as shown in Figure 2.

The geometry optimization, electronic structure, and adiabatic MD calculations were carried out using the Vienna ab initio simulation package (VASP). The nonlocal exchange and correlation energies were treated with the Perdew–Burke–Ernzerhof (PBE) functional, which is based on the generalized gradient approximation (GGA). The projector-augmented wave (PAW) approach was used to describe the interaction of the ionic cores with the valence electrons. After relaxing the geometry at 0 K, repeated rescaling was used to bring the temperature of the PbSe–TiO₂ system to 100 K, corresponding to the low temperature in the experiment. After that, a 2 ps adiabatic MD simulation was performed in the microcanonical ensemble with a 1 fs atomic time step. The atomic trajectories from this adiabatic MD were used to sample the initial conditions and to carry out the NAMD simulations.

2.2. Nonadiabatic Molecular Dynamics with Time-Domain Density Functional Theory. The ET dynamics including the NA effects are described by real-time TDDFT within the Kohn–Sham (KS) approach. The electron density ρ(r,t) is expressed within the KS approach by a sum of the densities of the occupied single-electron KS orbitals $\psi_j(r,t)$. The evolution of the electron density is determined by the time-dependent variational principle, leading to a set of single-particle equations for the evolution of the KS orbitals:

$$\frac{\partial}{\partial t} \left( \sum_{j=1}^{N_e} \psi_j^*(r,t) \psi_j(r,t) \right) = H(r,R,t) \left( \sum_{j=1}^{N_e} \psi_j^*(r,t) \psi_j(r,t) \right)$$

where $p = 1, 2, ..., N_e$ and $N_e$ is the number of electrons. These single-electron equations are coupled, because the DFT functional $H$ depends on the sum of the densities of all occupied KS orbitals. The Hamiltonian $H$ is time-dependent through the external potential created by the motion of the atoms.

The single-electron orbitals in eq 1 are expressed in the basis of the adiabatic KS orbitals $\phi_j(r,R(t))$, which are obtained with time-independent DFT for the atomic positions in each step of the adiabatic MD simulation. The focus is on the evolution of the orbital $\phi_{PE}$ occupied by the photoexcited electron. As discussed previously, the ET dynamics are well described by the evolution of the PE electron, which involves unoccupied orbitals of the PbSe_{16} cluster and TiO₂ CB states. All other electrons and orbitals are significantly separated in energy from the photoexcited electron. The inclusion of the other states is only necessary when the longer time dynamics associated with the electron relaxation to the ground state are of interest.

The adiabatic basis set representation of the PE electron orbital is given in eq 2

$$\varphi_{PE}(r,t) = \sum_{k} c_k(t) \phi_k(r,R(t))$$

Inserting eq 2 into eq 1 leads to the equation describing the evolution of the adiabatic states expansion coefficients:

$$\frac{\partial}{\partial t} \left( \sum_{k} c_k(t) \phi_k(r,R(t)) \right) = -i \left( H(r,R,t) \sum_{k} c_k(t) \phi_k(r,R(t)) \right)$$

where $c_k$ is the energy of the adiabatic state $k$, and $d_k$ is the NA coupling between states $k$ and $f$. The coupling is created by atomic motions that generate parametric dependence of the time-independent adiabatic KS orbitals on atomic coordinates and, hence, time. The NA coupling represents the interaction of the electronic degrees of freedom with phonons. It is given by

$$d_k = -i \left( \langle \phi_k | \nabla_R | \phi_k \rangle \right) \frac{\partial}{\partial t} R$$

The extent of ET from the PbSe QD to the TiO₂ surface is evaluated by integrating the electron density over the region of the simulation cell occupied by the PbSe QD, as shown in Figures 2 and 3.

$$\int \rho_{PE}(r,t) \, dr = \int \left| \varphi_{PE}(r,t) \right|^2 \, dr$$

Taking the time-derivative of eq 5 gives expressions for the adiabatic and NA contributions to the ET:

$$\int \rho_{PE}(r,t) \, dr = \sum_{k,j} \int \left( c_k^*(t) c_j(t) \int \phi_k^*(r,R(t)) \phi_j(r,R(t)) \, dr \right)$$

The first term corresponds to changes in state occupations for fixed state localizations. It represents the NA ET. The second term corresponds to...
density delocalized over the relatively large and rigid QD. (b) Photoexcited state second-order density from the QD into TiO2. In particular, if states only those NA transitions that produce the overall shift of the electron mechanism via the definition of the NA ET theory, the Marcus theory, is formulated in the diabatic picture. NA ET is contrasted with adiabatic ET that occurs at a transition state, at which one diabatic curve smoothly transforms into the other diabatic curve, forming a single adiabatic state. If a jump between adiabatic states happens at the transition state, no net ET is created, since the jump counteracts the adiabatic ET. The NA ET mechanism becomes effective away from the transition state, where the diabatic and diabatic curves coincide. Therefore, one can use both diabatic and adiabatic states in order to represent NA ET and to regard it as a quantum jump from one adiabatic (or diabatic) curve to another.

To simulate the photoinduced ET dynamics, the initial system geometry is selected randomly from the 2 ps adiabatic MD trajectory. Then, the photoexcited state is determined by choosing the lowest energy adiabatic state within the TiO2 CB that has high localization on the PbSe QD, as shown in Figure 3a. Often, the photoexcited state is delocalized onto the TiO2 surface owing to the strong PbSe–TiO2 coupling in the present system. The energies and NA couplings between all pairs of states including the photoexcited state and the TiO2 states within the relevant energy range are calculated; see Figure 4a. The photoexcited electron density is propagated by solving eq 3 using the second-order differencing scheme and a $10^{-3}$ fs time step. The electronic propagation time step is 1000 times smaller than the MD time step, since electrons are much lighter than atoms and move faster. The average behavior of the photoinduced electron injection in the PbSe–TiO2 system is obtained by sampling several hundred initial conditions from the MD trajectory.

3. RESULTS AND DISCUSSION

The time-domain modeling of the PbSe–TiO2 system provides a detailed picture of the ET dynamics. It can be compared directly with the closely related simulations of ET at the TiO2–chromophore7,44–49 and TiO2–water80 interfaces as well as with the electron–phonon relaxation in the PbSe QD.80,81,85 As discussed below, the PbSe–TiO2 interface exhibits both similarities and differences with the TiO2–molecule interfaces. The simulations show that the photoinduced electron injection in the PbSe–TiO2 system successfully competes with the electron–phonon relaxation inside the PbSe QD, in agreement with the experiment.86,87

3.1. Geometric and Electronic Structure of the TiO2–PbSe QD System. The present work reports the first time-domain atomistic study of the photoinduced electron injection across a TiO2–QD interface. It adopts the simpler of several possible experimental designs, connecting the PbSe nanoparticle directly to TiO2. This setup corresponds to the hydrazine treatment of nanocrystals that produces bare QD surfaces86 and allows us to focus on the two key components of the interface, PbSe and TiO2, bypassing additional complications due to the presence of QD ligands. The simulation uses the most common (110) surface of rutile, and the smallest PbSe nanocluster that is thermodynamically stable and preserves the topology of bulk PbSe.

Figure 2a shows the geometry of the system relaxed at 0 K. A sample geometry from the MD run at 100 K is presented in Figure 2b. A comparison of these two panels indicates that thermal fluctuations impact the system geometry. The largest scale motion is associated with QD displacement in the plane of the TiO2 surface. The top views show that the QD moves both along and perpendicular to the bidentate PbSe–TiO2 bridge. The side view confirms this observation, indicating further that the PbSe–TiO2 connection is quite mobile, although chemically stable. In the system geometry optimized at 0 K, the lengths of the two Pb–O bonds are 2.668 and 2.717 Å, while they become 2.630 and 2.729 Å in the sample MD geometry. The corresponding bond angles fluctuate as well, and the top TiO2 surface layers move laterally together with the QD. At the same time, the structure of the QD itself changes little. This is in contrast to the alizarin chromophore, which bends considerably because of thermal motions.45 Inorganic nanocrystals are much more rigid than organic chromophores. As a result, the electron injection dynamics shows notable differences between the two types of systems. One can expect that in the presence of QD ligands the PbSe–TiO2 system will exhibit additional features associated with more labile molecular chromophores.

Figure 3 shows the electron densities of the donor and acceptor states. The density of the electron donor is delocalized over the whole QD, while the acceptor state is spread nearly uniformly across the TiO2 slab. This situation is in contrast to the molecular systems, where the donor states are typically localized over a part of the chromophore, while the acceptor state resembles a surface impurity more than a periodic band.45–49 The high symmetry and a relatively large size of the QD sensitizer are responsible for the differences. In contrast to the QD, molecular chromophores are composed of many types of atoms and functional groups, which create an asymmetry in the electronic
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density distribution. Direct coupling of a molecular dye to TiO₂ produces a strong perturbation in the latter, because dyes contain considerably fewer atoms than QDs, and therefore, they are capable of generating significant local effects. The strong QD—TiO₂ coupling present in the current system in the absence of a bridge results in mixing of the donor and acceptor energy levels shown in Figure 3.

3.2. Nuclear Dynamics. The motion of the atoms, exemplified by the two system configurations in Figure 2, affects the energy and density of the photoexcited state (Figure 4). The energy and density fluctuations are significantly smaller in the QD system than with molecular chromophores. This is because QDs are more rigid than molecules, and QD geometries change much less due to thermal fluctuations and electronic excitation. For instance, the energy of the photoexcited state of the QD fluctuates only by a few tens of millielectronvolts (Figure 4a). In comparison, the corresponding fluctuation is an order of magnitude higher in the alizarin chromophore. The localization of the photoexcited state density on the Pb₁₆Se₁₆ cluster varies little over time. In order to illustrate this variation more clearly, we depict its time derivative, i.e. flux (Figure 4b).

In addition to creating a canonical ensemble of initial conditions for the photoinduced ET, thermal atomic motions are responsible for both adiabatic and NA ET mechanisms; see eq 6. Atomic motions generate the NA coupling, causing hops between adiabatic states: the NA coupling is directly proportional to the nuclear velocity (eq 4). Atomic motions also shift the adiabatic state densities between the donor and acceptor species, changing state localization and producing adiabatic ET. Even though the fluctuation of the photoexcited state energy is small (Figure 4a), it does produce frequent crossings between the QD and TiO₂ states. Such crossings of strongly coupled donor and acceptor states can produce transition states for adiabatic ET. The fluctuation of the density of the photoexcited state due to thermal atomic motions is represented in the density flux shown in Figure 4b. The fluctuation is minor and is induced by small-scale atomic motions.

The autocorrelation function (ACF) of the photoexcited state energy is defined as

$$C(t) = \frac{\langle E(t)E(0) \rangle}{\langle E^2 \rangle} \quad (7)$$

It describes how the energy at a particular time depends on its value at earlier times. Generally, poorly correlated random motions give ACFs that decrease rapidly from 1 to 0. Changes that are the result of well-correlated periodic vibrations lead to ACFs that oscillate between 1 and 0. The ACFs of the photoexcited state energy and flux are shown in Figure 5. Both functions decay rapidly on approximately the same 20 fs time scale. The rapid decay is a result of coupling of the electronic subsystem to multiple phonon modes. The two ACFs show notable qualitative differences at longer times. The energy ACF is quite noisy and exhibits moderate recurrences every 80 fs. The density flux ACF exhibits a much cleaner oscillation with half the period of the energy ACF.

Next, we investigate the phonon modes that couple to the electronic subsystem and promote the ET. In particular, we compute the Fourier transforms (FTs) of the evolving photoexcited state energy and density (Figure 4). The result is shown in Figure 6. The dominant peak at 400 cm⁻¹ seen in the energy FT can be attributed to an overtone of the longitudinal—optical (LO) phonon of the PbSe QD. The energy FT also shows a number of moderate size peaks at lower frequencies, arising from a series of transverse-acoustic (TA), transverse-optical (TO), and first- and second-order LO modes. For example, the peak at 100 cm⁻¹ is close to the 97 ± 5 cm⁻¹ mode of PbSe. It is also close to the TO phonon mode at 104 cm⁻¹ of the rutile TiO₂ (110) surface, arising from the motion of Ti and O atoms in and out of the surface plane. The lowest energy peak seen in the phonon calculated spectra corresponds to the PbSe surface optical phonon at the frequency of 70 cm⁻¹ reported in the experiment. The mode is attributed to the electronically coupled two-dimensional QD assemblies. It is less pronounced in our calculation than in the experiment, since the QD replicas present in periodically replicated images of the simulation cell (Figure 2) are separated by vacuum, such that the QDs in the simulated two-dimensional assembly are interacting weakly. The higher frequency signals are overtone combinations of the lower frequency phonons.

The FT of the density flux (Figure 6b) identifies the phonon modes that affect the wave function of the photoexcited state. These modes are somewhat different from the phonons that modulate the state energy, since the energy is computed by averaging over the wave function. The density FT shows a strong peak at 800 cm⁻¹ and a number of weaker signals in the area between 150 and 400 cm⁻¹. The 800 cm⁻¹ vibration is associated
with the polaron mode of PbSe,\textsuperscript{103} as well as with the high-frequency polar longitudinal optical phonons of TiO\textsubscript{2} that play a dominant role in the TiO\textsubscript{2} polaron formation.\textsuperscript{104} These atomic motions polarize the PbSe–TiO\textsubscript{2} system and, therefore, couple electrostatically to the excited electron density. The polar vibrations at 800 cm\textsuperscript{-1} should be regarded as very high frequency modes, considering the large atomic weights of the elements forming the PbSe–TiO\textsubscript{2} interface. Because these modes involve local displacements of atoms with respect to each other, they have little influence on the excited state energy (Figure 6a), which is computed by averaging over the state density and, therefore, averages out local motions. The signals between 150 and 400 cm\textsuperscript{-1} arise from overtones of acoustic and optical modes, as discussed in the previous paragraph.

It may appear surprising that the ultrafast, 10 fs ET process is promoted by vibrational motions with frequencies of 800 cm\textsuperscript{-1} or less (Figure 6), since the period of the 800 cm\textsuperscript{-1} frequency mode is about 40 fs. The 10 fs ET requires only a quarter of this period. The ultrafast ET becomes possible due to a high density of acceptor states. Then, a fraction of the vibrational period leads to a crossing of the donor and acceptor states (see Figure 4a), resulting in adiabatic ET. A similar observation was made in our earlier studies of the alizarin–TiO\textsubscript{2} system, in which the 6 fs ET was driven by modes with frequencies of 1000 cm\textsuperscript{-1} or less.\textsuperscript{47} Further evidence supporting multiple acceptor states was provided by our study of the temperature dependence of the adiabatic ET in the alizarin–TiO\textsubscript{2} system.\textsuperscript{46} The Arrhenius expression $k_{ad} = k_N \exp (\Delta G/kT)$ for the temperature dependence of the ET rate contains the nonadiabaticity, $k_N$, and frequency, $v$, prefactors. The nonadiabaticity parameter $k_N$ is close to one in systems with dominantly adiabatic ET. The study\textsuperscript{46} showed that the frequency prefactor was larger than the vibrational frequencies available in the alizarin–TiO\textsubscript{2} system, excluding hydrogen vibrations that had little contribution to the ET process. This observation indicated that multiple acceptor states were involved simultaneously during ET.

It is instructive to consider the similarities and differences in the phonon modes that couple to the photoexcited electron at the QD–TiO\textsubscript{2} interface studied here and the molecule–TiO\textsubscript{2} interfaces investigated earlier.\textsuperscript{74–50,100} In both cases, the electron–phonon coupling arises as a result of vibrations with frequencies below 1000 cm\textsuperscript{-1}. However, in the present case, the active modes represent the high-energy end of the phonon spectrum, since the QD chromophore is composed of heavy elements. In molecular chromophores, the modes below 1000 cm\textsuperscript{-1} correspond to low frequency bending and torsional motions. The high-frequency molecular vibrations reside above 1000 cm\textsuperscript{-1}, and even beyond 3000 cm\textsuperscript{-1}. This is because organic molecules are composed primarily of light elements from the first and second rows of the Periodic Table. The phonon spectra in Figure 6 of the current work are shifted toward the highest frequency optical modes available in the PbSe–TiO\textsubscript{2} system, while the highest peaks in the vibrational spectra in Figure 7a of ref 47 reside in the low-frequency mode region of the organic chromophore. Vibrational wave packet motion due to high frequency chromophore modes with time scales similar to or shorter than the ET time can also contribute to the electron injection process,\textsuperscript{105} as detected in time-resolved laser experiments.\textsuperscript{106}

The difference in the types of modes driving the photoexcited electron dynamics in the systems involving a semiconductor QD and an organic molecule likely arises due to a small variation between the acoustic and optical mode frequencies for the QD, compared to the molecule. A priori, one may expect optical modes to provide stronger electron–phonon coupling, since the coupling, eq 4, depends on mode velocity, and at a given temperature, the velocity is larger for higher frequency vibrations. This argument works for QD, since both optical and acoustic modes are activated at the experimental temperature range. In contrast, high-frequency vibrations of molecular chromophores reside at energies that are an order of magnitude higher than $k_BT$ and remain essentially inactive at ambient and low temperatures. High-frequency vibrations can have a substantial influence on the ET process,\textsuperscript{105,106} even at zero temperature, if a shift in the equilibrium geometries of the ground and excited chromophore states, combined with a strong electron–phonon coupling, is capable of producing a vibronic progression of Franck–Condon factors along the high-frequency mode coordinate.\textsuperscript{42}

The behavior of the wet-electron system\textsuperscript{51} resembles that of the chromophore–TiO\textsubscript{2} interface rather than the QD–TiO\textsubscript{2} interface. Primarily low frequency bending and librational modes of water are involved in the ET dynamics at the wet TiO\textsubscript{2} surface.\textsuperscript{50}

Figure 7 shows the distribution of the photoexcited state energy and its density flux. The width of the photoexcited state energy distribution agrees with the 10 fs electron injection time: the lifetime-width product is on the order of Planck’s constant. The figure also presents the TiO\textsubscript{2} density of states (DOS) within the energy region that contains the QD photoexcited state. The photoexcited state density flux is computed as the time-derivative of the localization of the photoexcited state density on the QD. It describes the fluctuation of the state localization between QD and TiO\textsubscript{2}. There exists no correlation between the state energy and its localization; however, the fluctuation in the state localization increases when the DOS dips. Normally, electronic DOS grows with energy, but the photoexcited state is already in the region of high TiO\textsubscript{2} DOS. The local dip in the DOS is related to the $t_{eg} - t_{eg}$ splitting of the Ti 3d orbitals that form the TiO\textsubscript{2} CB.\textsuperscript{107} The increased fluctuation in the photoexcited state localization on PbSe associated with the DOS minimum can be rationalized by a less even coupling between PbSe and TiO\textsubscript{2}. In the region of decreased DOS, the QD interacts with fewer TiO\textsubscript{2} states, and therefore, the interface properties become less averaged. Higher TiO\textsubscript{2} DOS tends to average out the properties of the interface and, in particular, the fluctuations in the...
Photoexcited state localization. The differences between the average behavior and individual members of the canonical ensemble of QD–TiO2 systems are emphasized further in the following section, which described the ET dynamics.

3.3. Electron Transfer Dynamics. The time-domain ab initio simulation shows that the photoinduced ET from the Pb16Se16 QD into the TiO2 surface occurs on a 10 fs time scale (Figure 8), which is on the same order of magnitude as the sub-50-fs experimental injection time.86,87 As should be expected, the simulated dynamics are faster than those of the measured ET, because the QD used in the calculation is smaller than that in the experiment. The reduced system size implies that the QD–TiO2 coupling is stronger and that the photoexcited state is located closer to TiO2. The vibrational motions driving the ET process have higher frequencies in smaller QDs, additionally accelerating the ET dynamics. Further, the simulation assumed that the QD interacts with the substrate directly, bypassing a possible bridge. The hydrazine treatment of the nanocrystals was aimed to create this situation in the experiment; however, it is possible that some ligands remained on the QD surface, reducing the QD–TiO2 coupling. Given these considerations, the agreement between theory and experiment is very good.

The strong coupling between the PbSe QD and the TiO2 surface, together with the high density of TiO2 states at the photoexcited state energy, are beneficial for the ultrafast ET. The strong coupling drives adiabatic ET, while the high density of acceptor states favors NA ET. The calculations indicate that the photoinduced electron injection occurs primarily by the adiabatic mechanism, which is responsible for about 80% of the overall ET. The NA mechanism generates the remaining 20%. The two mechanisms compete with each other. Adiabatic ET requires a crossing of the donor and acceptor states, driven by an atomic motion along the reaction coordinate. It involves a change of localization of the occupied adiabatic state from the donor to the acceptor. NA ET proceeds by a quantum transition between different adiabatic states localized on QD and TiO2. While NA ET does not require a state crossing, it does involve a tunneling barrier and an energy gap, which become smaller around a crossing region.

The time scales of the total, adiabatic, and NA ET were determined by fitting the calculated data with the exponential function

$$y = y_0 + A \exp(-x/t)$$  \hspace{1cm} (8)

where $t$ is the ET time scale. The $A$ constant reflects the amplitudes of the adiabatic and NA contributions to the overall ET. The small $y_0$ term is needed to reflect the fact that the ET is not exponential but rather Gaussian at the early time. The fits show that the adiabatic ET proceeds 10% faster than the overall ET, while the NA component is 10 times slower.

The ET dynamics averaged over all NAMD runs present a straightforward description of the system behavior. A more detailed picture is provided by examples of individual ET events (Figure 9). These examples illustrate interesting interplay between adiabatic and NA ET mechanisms, and they exhibit a broad range of possibilities for the ET dynamics. The variety of ET scenarios is completely hidden in the average description. Thus, Figure 9a shows an example that involves a "waiting" period required for the photoexcited electron to find an adiabatic transfer channel. Figure 9b illustrates an almost instantaneous adiabatic ET. The example of Figure 9c exhibits a very complex behavior. Initially, the electron is injected by the NA mechanism outside a donor–acceptor state crossing. However, 5 fs later, such crossing is encountered, but instead of forward transfer, the electron returns to the QD adiabatically. In another 5 fs, the electron again moves onto TiO2, this time adiabatically, as a result of the same state crossing that enabled the back-transfer. The oscillation in the ET progress is driven by atomic motions that produce recrossings of the adiabatic ET barrier. Finally, Figure 9d shows gradual ET with fluctuations. Here, the primarily adiabatic ET is accompanied by a small NA component. Each donor–acceptor adiabatic state crossing generates a forward or a backward ET. The overall progress toward forward ET is determined entropically by the fact that there are many more TiO2 than PbSe states within the relevant energy window. The individual ET events shown in Figure 9 represent examples of electron injection that can be detected by single-molecule spectroscopies in the future. Despite the diversity in the ET dynamics, the average ET is quite straightforward in the current system. The photoexcited electron injection from the PbSe QD into the TiO2 surface is very fast and proceeds primarily by the adiabatic mechanism, as shown in Figure 8.

Finally, it is valuable to compare the ET dynamics in the QD–TiO2 system to those at the molecule–TiO2 and solvent–TiO2 interfaces, represented by the alizarin–TiO2 system45–48 and the wet-electron.50 In all three cases, the electron donor is attached directly to the TiO2 surface without any bridge. Therefore, the donor–acceptor coupling is strong, and the photoinduced electron injection is ultrafast. The main differences stem from the size and
dimensionality of the donor species. Both the QD and the molecule are localized species; however, the QD is notably larger than the molecule. In contrast, the water layer in the wet-electron system is a delocalized two-dimensional object. The ET rate correlates with the distance from the electron donor to the TiO$_2$ acceptor. In particular, the rate decreases in the sequence ranging from water, to the molecule, to the QD, as the center-of-mass of the donor state moves farther away from the surface. The ET mechanism depends on the dimensionality of the donor. The injection from the localized donor states of the QD and the molecule is dominantly adiabatic. In contrast, the injection from the two-dimensional water layer in the wet-electron system exhibits a high, 50% NA component, which is unexpected, since the donor–acceptor coupling is strong in this case as well. The NA mechanism is efficient for the wet-electron because it is delocalized over two dimensions and is able to couple with a dense manifold of delocalized TiO$_2$ CB states. The high density of acceptor states in this case favors the NA mechanism, which can be described, for instance, by Fermi’s golden rule. According to Fermi’s golden rule, the NA rate is directly proportional to the acceptor DOS. In comparison to the wet-electron, the QD and molecular donor states interact only with TiO$_2$ surface states localized in the nearby spatial region. The DOS of such states is significantly lower than the TiO$_2$ CB DOS. All three systems exhibit diverse scenarios for individual electron injection events, involving a complex interplay of ET mechanisms, time scales, and phonon dynamics.

4. CONCLUSIONS

Motivated by the recent experimental work aimed at development of efficient photovoltaic devices, we simulated the photoinduced ET in the nanoscale system composed of a PbSe QD adsorbed on a TiO$_2$ surface. The use of QDs as TiO$_2$ sensitizers carries the potential of increasing solar cell voltage by rapid extraction of hot electrons and enhancing current via generation of multiple charge carriers per absorbed photons. The simulation was performed in real time and at the atomistic level, using the state-of-the-art approach combining TDDFT with NAMD. Showing good agreement with the experiment, the reported study directly mimics the observed time-resolved ET process, establishes the mechanisms responsible for the movement of charge through the system, identifies the vibrational motions that promote the transfer, and provides a detailed understanding of the ET dynamics. The work connects directly with the earlier simulations of the ET processes at the TiO$_2$–molecule and TiO$_2$–water interfaces, and in semiconductor QDs.

The simulation supports the experimental observation that the photoinduced electron injection in the PbSe–TiO$_2$ system can successfully compete with the electron–phonon relaxation inside the PbSe QD. The ultrafast ET proceeds primarily by the adiabatic mechanism, due to strong coupling between the donor and acceptor subsystems. The weak NA transfer component is nearly an order of magnitude slower than the adiabatic ET. Adiabatic transfer results from a vibrational motion driving the electronic subsystem over a transition state. NA ET occurs by a quantum transition between electron donor and acceptor states. The complex interplay of the ET mechanisms, donor–acceptor and electron–phonon interactions, and phonon dynamics creates a broad spectrum of electron injection scenarios, including nearly instantaneous adiabatic injection; gradual, stepwise adiabatic ET; and combinations of forward transfer and back-transfer by both NA and adiabatic mechanisms. The highest frequency vibrations available in the PbSe–TiO$_2$ system, in particular polar Pb–Se and Ti–O stretches, promote the ET. These polar modes are able to shift the electronic density between the donor and acceptor species and to facilitate the adiabatic ET. Lower frequency modes, including TiO$_2$ and PbSe surface vibrations, create an inhomogeneous distribution of initial conditions for the photoinduced transfer.

The QD–TiO$_2$ interface exhibits both similarities and differences with the TiO$_2$–molecule interfaces. The similarities arise due to strong electronic donor–acceptor coupling in these systems, in the absence of a bridge. The strong coupling induces efficient and ultrafast photoinduced electron injection by the adiabatic mechanism. A diverse set of states present in the system simultaneously, ranging from quasi-zero-dimensional QD and molecular states, to two-dimensional surface states, to three-dimensional states of bulk TiO$_2$, generates a variety of complex individual ET events. The differences in the electron injection that takes place from molecular and QD sensitizers can be attributed to the larger size and higher rigidity of inorganic nanocrystals compared to molecules. Strong electronic donor–acceptor interaction localizes the states in molecular systems: the donor typically involves only part of the chromophore, and the acceptor resembles a surface impurity. In contrast, in the current QD–TiO$_2$ system, the electron donor density is spread over the whole QD, while the acceptor density is distributed nearly uniformly across the TiO$_2$ slab. This remains true in spite of the small QD used in the present study; its size is comparable to that of molecular chromophores. High-frequency optical modes are much more active in the QD case than with molecular sensitizers. One may expect high-frequency oscillations to be active in all systems; however, in general, they remain dormant in molecules, since their energy is significantly higher than thermal energy under ambient conditions. In contrast, thermal and optical mode energies are of the same order of magnitude in QDs, since QDs are composed of heavy elements. The wet-electron presents an interesting example of a molecular system supporting a delocalized electron donor state. As a result, and in spite of the strong donor–acceptor coupling, the NA mechanism contributes significantly to the ET process, because the two-dimensional donor state of the wet-electron couples with a dense manifold of delocalized TiO$_2$ CB states. In the presence of QD ligands, the photon-induced ET at the QD–TiO$_2$ interface should exhibit features associated with more labile molecular chromophores. The simulation of the excited state dynamics in the QD–TiO$_2$ system provides valuable insights into the interfacial ET processes involved in a wide variety of applications, including photovoltaics, solar hydrogen production, molecular electronics and spintronics, catalysis, and electrolysis.
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