J. Math. Pures Appl. 184 (2024) 190-217

Contents lists available at ScienceDirect 2
Journal de Mathématiques Pures et Appliquées TS
journal homepage: www.elsevier.com/locate/matpur
Minimal solutions of master equations for extended mean field )
games e

Chenchen Mou **, Jianfeng Zhang "

# Department of Mathematics, City University of Hong Kong, Hong Kong Special Administrative Region
of China
b Department of Mathematics, University of Southern California, CA, USA

ARTICLE INFO ABSTRACT

Article history: In an extended mean field game the vector field governing the flow of the population
Received 2 March 2023 can be different from that of the individual player at some mean field equilibrium.
Available online 1 March 2024 This new class strictly includes the standard mean field games. It is well known that,

without any monotonicity conditions, mean field games typically contain multiple

é\gggg mean field equilibria and the wellposedness of their corresponding master equations
49N8&0 fails. In this paper, a partial order for the set of probability measure flows is proposed
35D40 to compare different mean field equilibria. The minimal and maximal mean field
60H30 equilibria under this partial order are constructed and satisfy the flow property.
91A16 The corresponding value functions, however, are in general discontinuous. We thus
93E20 introduce a notion of weak-viscosity solutions for the master equation and verify

that the value functions are indeed weak-viscosity solutions. Moreover, a comparison
Keywords: principle for weak-viscosity semi-solutions is established and thus these two value
Mean field games functions serve as the minimal and maximal weak-viscosity solutions in appropriate

Master equation
‘Weak solution
Viscosity solution
Comparison principle

sense. In particular, when these two value functions coincide, the value function
becomes the unique weak-viscosity solution to the master equation. The novelties
of the work persist even when restricted to the standard mean field games.

© 2024 Elsevier Masson SAS. All rights reserved.

RESUME

Dans les jeux a champ moyen étendu, le champ vectoriel gouvernant le flot de
la population peut étre différent de celui du joueur individuel pour certaines
solutions d’équilibre du jeu. Il s’agit d’une classe de jeux & champ moyen qui
inclut strictement les jeux & champ moyen standard. Il est bien connu que, sans des
conditions de monotonie, les jeux & champ moyen admettent généralement plusieurs
solutions d’équilibre, et que les équations maitresses correspondantes ne seraient
pas bien posées. Dans cet article, nous introduisons un ordre partiel sur ’ensemble
des flot de mesures de probabilité pour comparer différentes solutions d’équilibre.
Sous cet ordre partiel, les équilibres de champ moyen minimaux et maximaux
sont construits, et ils satisfont la propriété du flot. Cependant, les fonctions de
valeur correspondantes sont généralement discontinues. Nous introduisons donc une
notion de solution de viscosité faible pour I’équation maitresse et vérifions que les
fonctions de valeur sont effectivement des solutions de viscosité faible. De plus, un
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principe de comparaison pour les semi-solutions de viscosité faible est établi, et
ainsi ces deux fonctions de valeur servent de solutions de viscosité faible minimale
et maximale dans un sens approprié. En particulier, lorsque ces deux fonctions de
valeur coincident, la fonction de valeur devient 'unique solution de viscosité faible
de I’équation maitresse. Restreint & la classe des jeux & champ moyen standard, les
résultats demeurent nouveaux.

© 2024 Elsevier Masson SAS. All rights reserved.

1. Introduction

In this paper we consider the following extended mean field game system: given u € Py(R9),

O (t,x —ltr OpaV(t, +div1/t,x3x7ﬁxvt,x,1/t =0, vy=u;
2

1.1
Opv(t,x) + %tr(amv(t,a:)) + H(z,0v(t,z), 1) =0, o(T,z)=G(z,vr). .
The master equation, see (2.12) below, is to characterize its decoupling field V' in the sense that
v(t,x) =V (t,z, ). (1.2)
The standard mean field game and its master equation correspond to the special case:
b, p, ) = p H (2,1, 1) (1.3)

Initiated independently by Caines-Huang-Malhamé [12] and Lasry-Lions [37], mean field games (MFGs,
for short) have received very strong attention and is by now a well-established theory for the study of the
asymptotic behavior of stochastic differential games with a large number of players interacting in certain
symmetric way. We refer to the monographs Carmona-Delarue [17,18] and the lecture note Cardaliaguet-
Porretta [14] for a complete introduction of recent progresses on the subject.

Extended MFGs were first introduced by Lions-Souganidis [40] to study a more general class of MFGs
where the vector field governing the flow of the population might be different from that of the individual
player at some mean field equilibrium (MFE, for short). Their motivation comes from two folds. Firstly,
the homogenization limit of a class of oscillatory classical MFGs is in general not a classical MFG but
an extended MFG. Secondly, extended MFGs arise naturally in the optimal transportation-type control
problems. More precisely, the Euler-Lagrange systems of optimal transportation-type control problems are
in general not of the classical MFG type but of the extended MFG type. A new and meaningful monotonicity
condition was proposed in [40] to study the wellposedness of extended MFG systems, and their wellpoedness
results were further extended in Mundz [43]. In particular, the proposed monotonicity condition ensures the
uniqueness of MFE of extended MFGs.

It should be noted that [40,43] consider extended MFG systems with local coupling, that is, the data
G, H ,E depend on v(t,x), rather than v;. We instead study extended MFGs with nonlocal coupling, as in
(1.1), via the master equation (2.12). Our motivation for studying such extended MFGs comes from the
study of MFGs with a major player. These games consist of a major player and infinite many homogeneous
minor players where the major player can have a significant impact on the minor players while all the minor
players as a whole can have an impact on the major player. In this case, the value function of the major
player will take the form

‘/O(taXEaLXt|fg(0)7 (14)
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where X° and X stand for the major player’s state and the representative minor player’s state, respectively.
In particular, the measure variable £ X, | FX° is not the law of the major player’s state Xy. This is exactly
in the spirit of the extended MFG. The local (in time) wellposedness of the MFG systems for MFGs with
a major player has been established in Cardaliaguet-Cirant-Porretta [13]. Its global wellposedness has not
been studied in the literature, to the best of our knowledge, and we shall address it in an accompanying
paper.

In the literature of standard MFGs, the global wellposedness of master equations requires the unique-
ness of MFE, typically under certain monotonicity conditions. See, e.g., Bertucci [6], Bertucci-Cecchin [7],
Cardaliaguet-Delarue-Lasry-Lions [15], Cardaliaguet-Souganidis [16], Carmona-Delarue [18], Chassagneux-
Crisan-Delarue [20], Lions [38], Mou-Zhang [41], for the well-known Lasry-Lions monotonicity condition;
Ahuja [1], Bensoussan-Graber-Yam [2,3], Gangbo-Meszaros [30], Gangbo-Meszaros-Mou-Zhang [31] for the
displacement monotonicity condition; and Mou-Zhang [42] for the anti-monotonicity condition. We empha-
size that, all these monotonicity conditions require the measure variable to be the law of the state process,
and thus fail automatically for value functions in the form (1.4). The works Graber-Meszaros [32,33] pro-
posed a new type of monotonicity condition, which does not have this constraint. We should mention the
very recent work Bertucci-Lasry-Lions [10] concerning master equations for extended MFGs with nonlocal
coupling as in the present paper. It shows that the master equation admits at most one global solution
which is Lipschitz continuous in the measure variable. However, the existence of such a solution requires
additional structural conditions and remains open. Moreover, there are studies on master equations for finite
state extended MFGs, see e.g. Bertucci [5] and Bertucci-Lasry-Lions [8,9]. We shall investigate the existence
of global classical solutions of master equations for extended MFGs in another accompanying paper.

In this paper we focus on extended MFGs and their master equations, with possibly multiple MFEs. Our
main idea is to introduce a partial order < for the set of probability measure flows, in the spirit of stochastic
dominance. This allows us to compare different MFEs, and we shall construct the minimal /maximal MFE
for extended MFGs under this partial order, following the Knaster—Tarski fixed point theorem. To be precise,
we shall construct MFEs v and 7 such that:

v =v* <1, forall MFE v*. (1.5)

For this purpose, we shall assume the data G, H ,3 are monotone in p under the partial order <. We
emphasize that this type of monotonicity under < has a completely different nature from the various
monotonicity conditions mentioned in the previous paragraph. Our approach is strongly inspired by Dianetti-
Ferrari-Fischer-Nendel [26,27] and Dianetti [25] which obtained (1.5) under the same partial order for
standard MFGs. A similar idea has also been applied previously to investigate MFGs of optimal stopping,
see Carmona-Delarue-Lacker [19] and Bertucci [4].

We next establish the flow property of the minimal/maximal MFEs, which is crucial for studying the
dynamic value function and the master equation. That is, let v*# denote the minimal MFE for the extended
MFG on [t,T] with initial distribution u. Then, for any ¢y < t1,

to,p
tl,utl

vt =y > (1.6)
This implies the following value function is time consistent:
K(t0,$7,u) :U(to,x), (17)

where v solves the backward PDE in (1.1) with v = vt #. This function V is smooth in x, but is typically
discontinuous in (¢, i), as we will see in Section 8 below. So a classical solution theory for the master equation
is not viable under our conditions.
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We thus turn to weak solutions, by adapting the notion of weak-viscosity solution proposed in our
previous paper [41]. We shall show that, by introducing V associated to the maximal MFE, both V and
V are weak-viscosity solutions of the master equation (2.12). Moreover, for any weak-viscosity solution V,
the spatial derivative 8,V always stays between 9,V and 9,V component wise. In this sense, V and V can
be viewed as the minimal and maximal weak-viscosity solution of the master equation. In particular, the
weak-viscosity solution is unique if and only if V = V. We would like to note that, the very recent work
Lions-Seeger [39] has used the same approach to establish the global well-posedness for linear and nonlinear
finite dimensional transport equations with coordinate-wise increasing velocity fields, and the theory has
also been applied to study MFGs in a finite state space.

We note that our consideration of ¥ and 7 can be viewed as a special selection of MFEs. In the literature
there have been other selection criteria for standard MFGs with multiple MFEs, see e.g. Delarure-Foguen
Tchuendom [24], Cecchin-Dai Pra-Fisher-Pelino [21], Cecchin-Delaure [22,23]. In [24], three methods of
selection, including the minimal cost, zero noise limit, N-player limit selections, are considered for the
linear quadratic MFGs. In particular, in this case the master equation is reduced to a one dimensional PDE
and the MFE selected by the last two methods provides an entropy solution to this PDE. Similar results
have been obtained for two-state MFGs in [21]. In [22,23] the authors established the global wellposedness of
master equations for potential MFGs with multiple MFEs. The potential game structure allows to link the
MFG to a mean field control problem in the sense that the selected MFE for the MFG is an optimal strategy
for the control problem. We would also like to mention that Iseri-Zhang [36] takes a different approach by
investigating the set value of MFGs, namely the set of game values over all MFEs, which satisfies the
dynamic programming principle. Again our V and V can be viewed as the minimal and maximal (in terms
of 0,V instead of V') elements of the set value.

The rest of the paper is organized as follows. In Section 2 we introduce the problem, the main results,
and the assumptions. In Section 3 we investigate the backward PDE in (1.1) for given v. In Section 4 we
construct the minimal MFE for the extended MFG. In Section 5 we study the basic properties of the value
function V. In Section 6 we establish the weak-viscosity solution theory. In Section 7 we present the results
concerning the maximal MFE and its corresponding value function V; the results under an alternative set
of monotonicity condition under the partial order; as well as the extension of the current results to extended
MFGs with a common noise. Finally in Section 8 we solve an example explicitly, which in particular shows
that V is discontinuous in (¢, u).

ACKNOWLEDGEMENTS. The research of CM was supported in part by Hong Kong RGC Grants ECS
21302521, GRF 11311422 and GRF 11303223. The research of JZ was supported in part by NSF grants
DMS-1908665 and DMS-2205972.

2. The setting and the main results

Throughout the paper, we fix a finite time horizon [0, T] and a filtered probability space (92, F,F,P), on
which is defined a d-dimensional Brownian motion B. For any p > 1, let P,(R%) denote the set of probability
measures on R¢ with finite p-th moment, equipped with the p-Wasserstein distance Wp. We assume Fy is
rich enough to support any u € Pa(R%), and F; := Fo V FP. For any p > 1, G C F, and pu € P,(RY),
denote by LP(G) the set of G-measurable and p-integrable random variables £; and LP(G; i) the set of those
¢ € LP(G) with L¢ = p. For any t € [0,T], denote B}° := B; — By, t € [to,T], and F' := {F;};y<i<r-
Moreover, we denote 0 := (0,---,0) and 1 := (1,---,1) with appropriate dimensions.

2.1. The extended mean field game

First, given ¢y € [0, T] and v € C([to, T); P2(R?)), consider the following parabolic PDE on [to, T):
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0w, 2) + 30D (vit,) + H(z, o5 1,2), ) =, o)
v(v; T, z) = G(z,vr).

Under certain technical conditions on H,G as we will specify later, the above PDE has a unique classical
solution v(v; -, -). Next, given £ € IL?(F;,), consider the following SDE on [ty, T):

¢
Xtto’g’u =&+ /Z(XEO’E’”,&CU(V; s, X o6y vs)ds + Blo. (2.2)

to

It is clear that the mapping & +— L xto.¢,v is law invariant. We then define the Nash field @ for the extended
MFG as follows: for any (to, 1) € [0,7] x P2(R?) and & € L2(Fy; ),

O(to, p1,v) == {Lguew hoze<r, Vv € O([to, T); P2(RY)). (2.3)

Definition 2.1. For any (o, 1) € [0,T] x Po(R?), we say v* € C([to, T]; P2(R?)) is a mean field equilibrium
(MFE) at (to, p) if it is a fixed point of the Nash field ®(tg, 1, -):

D(tg, p, V") =v". (2.4)
Remark 2.2. (i) The typical case is that H is a Hamiltonian and thus (2.1) is the HJB equation:
H(z,p,u) = inf h(z,p, p,0), (25)
where
h(z,p, p,a) :=p-bo(x,a,p) + f(z,a, ).

In this case, as in the standard theory we have a representation formula for v:

¢
0,v5to,@,a Wito, T, 0,v5to,, to.
X0 :x—!—/bo(XE” 0T s, X 0TY) v )ds + B,

to

J(ito,z,0) = E[g(XP""" vy)

T (2.6)
—|—/f(Xg’V;tO’I’a,Oé(S,Xg’wtO’m’a),VS)dS :
to
sto,) = Inf J(vito,x,
v(v; to, ) aghto (vito, z, )
where A;, denotes the appropriate set of admissible controls a : [tg, T] x R? — R<.
(ii) In the case in which the Hamiltonian H has a minimizer a* = ¢(x, p, u), namely
H(w,p, p) = h(@,p, i, $(, p, ). (2.7)
By (2.5) one can easily check that
b0($7 ¢<-T7p7 M)? M) = 8pH(xapa M)7
(2.8)

f(l’,(f)(aﬁp, /J)’:U’) = H(J},p, M) — D 8PH<$7P7 M)'
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(iii) Assuming (2.7) holds true, one typical case of b is: for some appropriate function b,

o~

b(w,p, ) = b(z, p(x,p, 1), 1)

When b = by or g(x,p, w) = 0pH(x, p, 1), the extended MFG becomes a standard MFG.
2.2. The master equation

When there is a unique MFE for each (tg, 1) € [0, 7] x Po(R?), denoted as (a*(tg, u1;-), v*(to, it)). Then
the game problem leads to the following value function:

V(th xvﬂ’) = J(V*(th /u’);th {E7O[*(t07/.1/; )) for any x € Rd‘ (29)

Recall the extended MFG (2.1), (2.2), (2.3), and (2.4). In light of (2.6) and (2.8) we introduce the following
FBSDE system (the system does not require the structure in Remark 2.2 (i) though):

S

¢
Xt =ax4 [ O,H(X%*, 0,V (s, X0, V), v} )ds + Bl;
to

t
X =¢+ /E(X;‘, 0.V (s, XX, v¥), v} )ds + B,

to
T (2.10)
Y = GXE"vp) — /Z;‘st
t
T
+/ [H() ~0,v(5. X0, 02) - 9,HO)| (X0 0,V (5, X0 v2) . ) ds:
t
where v} := Lx;.
In particular, we have
Yy =V(X) ) = V(LX) Lxz). (2.11)

By applying the It6’s formula (cf. [11,20]) and comparing it with (2.10), we derive the master equation:

O + Lr(00V) + H(r, 0.V, ) + MV =0, V(T,2,p) = Gla, ), (212)

where

MV (2, 1) = tr( / 04V (62,1, 8)DT (2, 0,V (1,3, 1), 1)
Rd
1 - ~
+§3Q6MV(t, x, 1, x)} ,u(dx)).

Note that we may alternatively view V as the decoupling field of the following FBSDE system:
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X)* =z + Bl

_§+/bX 0.V (s, X, v5),vi)ds + B>, where v} :=Lx:;

. (2.13)

Vi= G, vk /HXO*aV( L X0 ) /ZdB
t

in the sense YV =V (t, X, v)).

Moreover, V also serves as the decoupling field of the extended MFG system, see (1.1) and (1.2).

The main feature here is that the measure variable v in (2.11) is the law of X}, rather than that of X;"*.
Consequently, the MV above involves the term QLV’b\'—, instead of GILVb—r =0,VO,H T as in the standard
master equations. This feature appears naturally in MFG with a major player, which is the main motivation
of this paper and will be the subject of an accompanying paper. We also refer to [40] for more applications
of extended MFGs.

However, in general there could be multiple MFEs, which lead to multivalued functions. Our goal in this
paper is to construct the minimal/maximal MFE and to verify that their value functions satisfy the master
equation, in the sense of weak-viscosity solutions introduced in [41].

2.3. The main results

The main results of this paper build on the following partial order < (or alternatively >).

Definition 2.3. For a generic dimension n and for i =1, 2,

(i) for any o* = (xf,--- ,x},) € R™, we say that ' <z if 2] <af forall j=1,--- ,n;

(ii) for any u; € P2(R™), we say that p; < po if there exist ¢ € L2(Fo; i) s.t. & < €2 P-ass,;
iii) for any v* € to, 1'|; Po , we say that v* Jv* it vy Jvf forallt € [to, 1.

iii) for any v € C([to, T); Pa(R" y that v < 2 if v} < v? for all T

We note that 1 < us is equivalent to the stochastic dominance. We say xl = x?if 22 < xl, and a function
¢ : R™ — R™ is increasing (resp. decreasing) if ¢(z!') < ¢(2?) whenever z! < (resp. =) 22. Similarly we
define the monotonicity of functions on Py(R%) and C([tg, T]; P2(R?)).

We first have the following simple proposition.

Proposition 2.4. Assume ¢ € C}(P2(R?)), namely it has a continuous Lions derivative 0,,¢. Then ¢ is
increasing if and only if 9,p(u,z) = 0 for all (u,z) € Po(RY) x R,

Proof. We first prove the if part. Assume 9, = 0. Let pq, o € Py(R?) be such that p; =< po, i.e. there
exist £ € L2(Fo; i), i = 1,2, such that ¢! < €2 P-a.s. Then

1
pliz) = o) = [ E[Dp(Laraeen € +0(€ — ) (&~ )]s 0
0

We next prove the only if part. Assume ¢ is increasing. For any u € Po(RY), ¢ € L%(Fo;pu), and
n € L2(Fy) such that n = 0, we have

0< EF& 90(££+s778) e _ g [&Ap(ﬂv@ . 77]

By the arbitrariness of n > 0, this implies that d,p(,&) = 0, P-a.s. That is 0, (u,z) = 0, for p-a.e. x.
Since 0, is continuous, we see that d,¢(u,x) = 0 for all (u,z). O
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Remark 2.5. As we saw in [31], a smooth function U on R? x Py(R?) satisfies the Lasry-Lions monotonicity
condition if and only if: for any u € Po(R9), ¢ € L2(Fo; u), n € L2(Fy),

E|(9:,U (&, p, €, ﬁ>} > 0. (2.14)

We note that (2.14) is always under expectation, while in Proposition 2.4 we require d,¢(u, ) > 0 point-
wisely. In this sense we are considering pointwise monotonicity in this paper. We shall remark that (2.14)
and the pointwise monotonicity of 9,U(x,-) do not imply each other.

Our main results consist of two parts, under the conditions specified in the next subsection.

o First, given (t,u) € [0,T] x Pa(R?), we will construct the minimal MFE v** and the maximal MFE
77 at (t, ), in the sense that for any other MFE v* at (t, ) it holds:
phr <yt < bk,

e Next, we define the dynamic value functions
Vit 2, 1) = 05t ), Vit o, p) = v( st 2).

We shall show that they are weak-viscosity solutions of the master equation (2.12) such that 9,V and
0,V satisfy certain minimal/maximal property.

Since the analyses are similar, in the paper we will focus only on v** and V(t,z, 1), and we will present
the results concerning 7** and V (¢, x, 1) in Section 7.1 below.

2.4. The assumptions

We first introduce some technical assumptions on the coefficients, which are more or less standard in the
literature. Denote, for any R > 0,

Or:={peR?: |p| <R}, VR>O0. (2.15)

Assumption 2.6. (i) G € CO(R? x Py(R%)) and H € CO(R?? x Py(R%)) are functions satisfying G(-, ) €
C?(R%) and H(-,-, ) € C*(R? x RY) for each p € Po(RY);
(ii) there exist constants L§, L&, and L¥(R) for each R > 0, such that
10:.G (@, )|, 002Gz, )| < LT, V(x,p,p);
0. H (z,p,p)| < L' [L+ [pl],  V(z,p, p);
|0, H |, |0pe H|, |0upH]|, |0ppH| < LT (R) on RY x Op x P2(RY);

(iii) for each R > 0 and any compact set K C Pa(R?), 9,G, 0., G are uniformly continuous in (z, ) on
R? x K, and 0, H, OpH, O, H, OxpH, OppH are uniformly continuous in (z,p, ) on R? x Op x K.

Assumption 2.7. Assume that b(-, -, u) € C1(R? x RY) for each y € Po(R?), and for each R > 0 and any
compact set K C P2(R9), b, 8,b, dpb are bounded with bound L(R) and b is uniformly continuous in p on
R x Op x K.

The following pointwise monotonicity condition under partial order < is crucial.
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Assumption 2.8. (i) 0, G is increasing in (x, p);

(ii) 0. H is increasing in (x,p), O, H is increasing in (p, ), and Oy, H > 0 for all 4 # j (which is slightly
weaker than that 0,H is increasing in x);

(iii) b is increasing in (p, u) and 8%.31- >0 for all i # j.

Alternatively, we may replace the above assumption with the following monotonicities.

Assumption 2.9. (i) 9,G is decreasing in (x, u);
(ii) 0. H is decreasing in (x, ), 9, H is increasing in (p, i), and 0y, H > 0 for all i # j;
(iii) b is decreasing in p, increasing in p, and J,,b; > 0 for all ¢ # j.

In the paper we will focus only on the analyses under Assumption 2.8. The corresponding results under
Assumption 2.9 are essentially the same, with obvious changes, so we will present them in Section 7.2
without proofs.

2.5. Some preliminary comparison results

In this subsection we present two well known comparison results for multidimensional SDEs and BSDEs,
which will play an important role in the paper. The proofs are rather standard, and we refer to [35] for
further discussions on the BSDE case.

Lemma 2.10. Consider the following two n-dimensional SDE systems: for k =1,2,

t
Xit =gt [t X0 B, =1 (2,10
0

where & € L2(Fy) and bl : [0,T] x Q x R™ — R is F-progressively measurable. Assume
(i) for k = 1,2, by, is uniformly Lipschitz continuous in x and

T
E| / b (1, 0)[2dt] < oo
0

(ii) b% (or by) is increasing in x; for any i # j, and & < & and by < bs.
Then X} < X2, 0<t<T, P-a.s.

Lemma 2.11. Consider the following two n-dimensional BSDE systems: for k =1,2,

T T
Ytkvi:5,@—&-/f,i(s,Ys’“,Zf’i)ds—/Zf’i~dBS, i=1,---,n, (2.17)
t

t

where & € L2(Fr) and fi :[0,T] x Q x R™ x R — R? is F-progressively measurable. Assume
(i) for k = 1,2, fi is uniformly Lipschitz continuous in (y,z) and

T
E[ / (6,0, 0)[2d1] < oo
0
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(ii) fi (or fi) is increasing in yj for any i # j, and & < & and fi 2 fo.
Then Yt1 = Yf, 0<t<T, P-a.s.

3. The PDE (2.1)

In this section we focus on the properties of the solution v for the PDE (2.1). The following lemma is
more or less standard. For the sake of completeness, we sketch a proof here. In particular, our probabilistic
arguments will remain valid for the common noise case which will be discussed in Section 7.3 below.

Lemma 3.1. Let Assumption 2.0 hold.

(i) For any given v € C([0,T]; P2(R?)), the equation (2.1) admits a unique classical solution v, and there
exist constants C1,Cy > 0, depending on T, d, LS, L, and the function LY, but independent of v, such
that

|0:v] < C1  and  |0zev] < Co; (3.1)

(ii) for any compact set K C Po(RY), there exists a modulus of continuity function py such that: for any
v, vt v? € C([0,T); P2(RY)) satisfying vi, v, v € K for all t,

|0,v(v'st, ) — pv(v*st, z)| < pi( sup Wﬂui,uf)); (3.2)
t<s<T
|0zv(v; t1,x) — Opv(vita, @) < pir(ta —t1), YO <t; <ty <T. (3.3)

Proof. First it follows from [31, Proposition 6.1] that the following function v(v; ¢, z) satisfies (3.1): denoting
Xbo:=x+BLt<s<T,

t
v(vit,x) :=Y,"™" where

T
YEo¥ = G(XE", vr) + / H(XL, Z v, dr

(3.4)
T
—/Z;va.dBr, t<s<T.
In particular, we have
|ZbV ] = |0,0(v; s, XET)| < O (3.5)

We note that the assumptions in the statement of [31, Proposition 6.1] involve the derivatives of G and H
with respect to p as well, but they are never used in that proof.

We next prove (3.2). Fix K and let p% denote the common modulus of continuity function of 9, G, 0., G
on R? x K and that of 0,H,0,H, 0, H, 0xpH, 9y, H on R? x O, x K for the C; in (3.1) or (3.5). By
standard arguments we have

dpv(vit,x) = V.Y Oppv(vit,x) = V2, Y5, (3.6)

where V, Y% € RY and V2, V5% € R4 gatisfy the following linear BSDEs on [t, T':
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T
Vo VIO = 8, G(XE", vr) — / V.. Z" . dB,
S

T (3.7)
—&-/[&EiH—l—(%HVIiZf,’x’”](Xﬁ’x,VIYTt’x’”,Vr)dr,

S

S

T
vmimj Yt)xﬂj = 81117G(X;“’z7 VT) - /Vx117 Zﬁ@,y . st

T d
b [ [P H o Y00 HV Y5 4 81 HY Y7
: k=1

d
+ D0 Va0 Yo Opyp HV 00, Y]
k,l=1
+OHV 1o, Zﬁ’““”] (X5%, WV, Y55y, )dr.

Here we used the fact that ZL*" = d,v(v;r, XL*) = V, V%Y. Recall (3.5) again, then we may rewrite
(3.7) as:

T
vmiyyst’w,y - 8IZG(X§“’I7 VT) - /vr1 Zﬁaﬂi,u . dBr

T
+ / [0, H + 8, H(—Cy V/ Vo, 255 A C1)] (X5, VoY%, 1, )dr,

S

where the truncation is in the component wise sense. Note that the generator of the above BSDE is Lipschitz
continuous. Then, by the standard BSDE estimates (cf. [46, Chapter 4]) we can easily obtain (3.2). Similarly,
we can show that d,v and 0,,v are uniformly continuous in z, with a possibly different modulus of continuity
function p.

Moreover, for any ¢; < ta, note that V, Y, = 9,v(v;t2, X,'") and thus, by (3.7),

pv(vity, x) = VY10
to
= 0, v(v; to, Xttzlx) + /[QcH + O, HV  ZL5V (X0 Z0"Y v, )dr

t1

to
= / V. Zb" . dB,.
t1

Then, noting that |V, Z5%"| = |0p.v(v,r, X5*)| < Ca, one can easily prove (3.3), for a possibly different
Pk - Similarly d,v and 0,,v are also uniformly continuous in t. Moreover, since G and H are continuous, by
(3.4) one can easily show that v is also continuous in ¢. Then by (3.4) clearly v(v; -, -) is the unique classical
solution of (2.1). O

Proposition 3.2. Under Assumptions 2.6 and 2.8 (i)-(ii), Oyv is increasing in (z,v).
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Proof. First we may rewrite (3.8) as: omitting »** for notational simplicity,

T
V:rLerYs = 8a:iij(XT7VT) - /VQZI(EJZT -dB,
s

T
(3.9)
+/ |:f0 (T, (Vzkzly;")(k,l);é(i,j)) + Prvzizjy;

0 H (X0, Vo Yo, 1) Vo, 2, | dr,
where

T, .— [axipiH + Oy H+ Y Oy HV 00, Yo
17
+ Z apkpj HVIjIkYT} (er szr, V?“)a
kti
fo (7”7 (yk,l)(k,l);ﬁ(i,j)) = [axlij + Z aripkHyjk + Z amjpkHyik
o ey
+ Y Opun HI(—C2) Vyje A Ca][(—C2) Vi A 02]} (Xo, Vo Yr, vr).
oy

Here the constant Cs is from (3.1) and we used (3.6). We may view (3.9) as a d>-dimensional BSDE system,
with index (4,7) and solution {(Vau,2,Y, Va2, Z)} (i ), where I' is viewed as a given coefficient. We next
introduce two d?-dimensional BSDE systems, again with index (4, j):

T T
YD) = — / Z}@9 - B, + / DY) 4 0, H (X, VoY, v) 210D dr

T
Y209 =0, G(Xrvr) - [ 2209 ap,

s
T

+/ {fo (r AP EN Y ) + DY 0D + 0, H(X,, VoY, v0) 220D | dr.

S

By Assumption 2.8 (i)-(ii), we have for all (i, 7) and r € [¢,T]
0,0, G(Xr,vr) 20, folr, {(yk)) I rnyzaig)) = 0-

Note that fo is increasing in {(yr.1)" }k,1)£(,5), and it is obvious that Vi) = 0. Then it follows from
Lemma 2.11 that Yf’“"j) > Ysl’(i’j) =0, and thus

So(r A2 E N Y nyzig) = Folr AV E Yy 2a.0))-

This implies that {YQ’(i’j),Z2’(i’j)}(ij) satisfies BSDE system (3.9). Then 0,,,,v(v;t,x) = Vg, Y =

Yt2’(i’j) > 0. That is, 0,v is increasing in .

Similarly, given v1,12 € C([0, T]; P2(R?)) such that v! < v2, omit »* and denote, for § € [0, 1],

Vo Ve =V, Y =V, Y| NuZo=Vy 2" —V,. 2",
VoY? = (1-0)V, YY" +6V,v> .
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Note that V4, Z = (Va0 Yo+, Vi, Y) T By (3.7) we have

T
Ve, Ys = [00,G( X1, v3) — 0,,G( X7, v5)] /

A (3.10)

+/ {% + fo(r Ve, VoY jzi) + To Vo, Yy

FOH(X,, V.Y vV, ZT} dr

where

! d
/ 1PIH+Zaplm HV 0,0, Y| (X0, V27,01,
0

1 d
fO (T’ {yj}j?fi) = Z/ [8931PJH + ZaPJPkHVZD T }(erv Ye 1>d9 Yj
J#i k=1
= [0, H(X,, VoY 02) = 00 H(X,, VoYY 1))

d
+Z Op H(X:, Vy Yl/ ) - apkH(XmeYryzaVrl)]vwiwkyru2-
=1

2

Note that V.., Y = 04,2, v(v% 7, X,) > 0. Then, by Assumption 2.8 (i)-(ii) we see that fo is increasing
in {y;};# and, for all i and r € [t,T],

[aflG(XT7 l/%) - amlG(XTv V’%")] 2 07 5/7” Z 0.

Now compare (3.10) with the following d-dimensional linear BSDE system:

T
Ysi = / [fO (7"7 {Yrj}j#l) + f‘TW + 8PH(XT7 VZEY;DI ) Vrl)Zﬁ dr
° T

—/Z:;-dBr.

S

(3.11)

It follows from Lemma 2.11 again that V,,Y; > Y/ for all 4. From (3.11) it is obvious that Y = 0. Then

Oy, 0Vt ) — Dy (it ) = Vy, Y = Y] > 0.

i -

That is, 0,v is increasing in v. O
4. The minimal MFE

In this section we construct the minimal MFE for the extended MFG. We first establish the pointwise
monotonicity of the Nash field ®.

Theorem 4.1. Let Assumptions 2.6, 2.7, and 2.8 hold. Then for any ty € [0,T], ®(to,-,-) is increasing in
(1, V).
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Proof. Let 1,2 € P2(RY) and vt 12 € C([ty, T); P2(RY)) be such that pu; =< p, v* < v and & €
L2(Fiy; p1), &2 € L2(Fyy; p2) be such that & < &. For k = 1,2, we have

t
k ~ c
X < g [RO0 0,00, X106, s+ B

to

Denote by (s, z) : Z(m,@mv(uk; s,x),vF), k = 1,2. By Lemma 3.1 by, satisfies Lemma 2.10 (i). Moreover, by
i)

Assumption 2.8 (iii) and Proposition 3.2 we see that b; < by and
B, b (8,2) = |8y, b' + Db’ - By, 0| (2, Do (VP 5,2),0F) >0, i # j.

Since & =< &, then by Lemma 2.10 we have Xfo’gl’yl =< Xfo’&’yg, to <t < T, P-a.s. This implies that
(tg, p1,vt) 2 B(tg, po,v?). O

We now construct the minimal MFE by Picard iteration, following the standard procedure in Knaster-
Tarski fixed point theorem. Fix (tg, ) € [0,T] x Po(R?) and ¢ € L2(F;,; ). Recall Assumption 2.7 and
(3.1), we set

X0 =g~ L)1+ B, X =g+ IO+ B, (4.1)
and, forn =0, - -,
t
XtoEntl _ gy / XL 0Lyt e 8, XS, L en)ds + BYY. (4.2)
to

We then have the first main result of the paper.

Theorem 4.2. Let Assumptions 2.6, 2.7, and 2.8 hold. Then for any (to,p) € [0,T] x Po(R?) and & €
L2(Fyy; 1), there exists a process X' on [to, T] such that
(i) Xio,g,n = X;O’E’wﬂ, Vn,t, P-a.s. with

lim E[ sup |X§0’5’" _Xio,ﬁm =0;
n—oo to<t<T

(i) Vol == Lyro.c is an MFE of the extended MFG at (to, ju);
(iii) for any MFE v* of the extended MFG at (to,u), we have v'o-* <X v*. That is, v'* is the minimal
MFE.

Proof. For notational simplicity we omit ‘¢ and 0¥,
First, by Assumption 2.7 and (3.1),

DXL, 0ov(Lyos s, X1), Lyo) = —LH(Ch)1.

Then X? = Xi, to <t < T, P-as. and thus Lxo = Lx1. Applying Theorem 4.1 repeatedly, we see that X"
is increasing in n, and thus we may define X := lim,,_,o, X". Moreover, following similar arguments one
can easily see that X} =< YS, to <t <T, P-a.s. for all n. Then it follows from the dominated convergence
theorem that lim,, . E[| X} — X,[?] = 0, for any ¢.
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Next, by Assumption 2.7 and (3.1) we see that b(-,9,v(-), ) is bounded by LB(C’l). Then it follows from
[45, Lemma 4.1] that the set U,>1{Lx» }o<¢t<7 is precompact. Now send n — oo in (4.2), by the desired
continuity of b in Assumption 2.7 and that of d,v in Lemma 3.1, we have

t
L:g+/3(15,8301;(5&;s,&s)7£&)ds+B;fO. (4.3)

to
This implies that v := Lx is an MFE of the extended MFG at (to, ). Moreover, compare this with (4.2),

one can easily see that lim,, o E[sup, <;<7 [ X} — X;[?] = 0.
Finally, for any MFE v* of the extended MFG at (o, 1), consider the related SDE system:

t

X; =6+ [ B0 00l0"s5, X)), 07)ds + B (4.4)

to

Since v* is an MFE, we have v* = Lx«. Again since E(X;‘,OQJU(V*;S,X:) v = —LE(C’l)l, we have

TS
K? = X/, to <t < T, P-as. Applying Theorem 4.1 repeatedly, we see that X} < X[ to <t < T,
P-a.s. for all n. Then X, < X/, (0 <t < T, P-a.s. and thus vy <v*. O

We conclude this section with the following crucial flow property.

Proposition 4.3. Let Assumptions 2.6, 2.7, and 2.8 hold. Then, for any (to,n) € [0,T] x P2(R%),

t1, to,k
vior =y forallty <ty <t <T. (4.5)

Proof. Let £ € L2(F;,; ). Then vj* = L Vt > to, where X' satisfies (4.3). Note that

&’;0{7

t
X0€ = X6 [ 0,0l Lo X109, L

t1

coe)ds + Bt t >t

We see that v'o# is an MFE of the extended MFG at (t1, £ 10.¢) = (t1,v1°"). Then by Theorem 4.2 (iii)
PaSy

1

tosp
we have gil’zh < voF for all t > t,.
On the other hand, for the Picard iteration in (4.1) and (4.2), by Theorem 4.2 (i) we have Ki‘i’g’" =<
X% =: &, for all n. By (4.1) it is clear that X}>*° < X} for all ¢ > ¢;. Note that

t
Xio,f,l = Xﬁ?’g’o =+ /3(&20’5’1, 8IU(EKtO,§,0; S,Xio’g’l), ﬁXto,E,o)dS + Bfl.

t1

Since X:‘f’g’l < &1, by Theorem 4.1 we see that K;O’g’l < K?’&’l, t > t1, P-a.s. Repeat the arguments, we
obtain X" < X!4" Send n — oo, by Theorem 4.2 (i) we have X!©¢ < X! ¢ > ¢, P-a.s. That is,

t0,
ty akt(l)
t

P
gio’“ <v , for all ¢ > t;. Then we must have the equality. O
5. The corresponding value function

In this section we investigate the dynamic value function corresponding to the minimal MFE:

V(t,xz,p) = vt t, x). (5.1)
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The following properties are immediate.

Proposition 5.1. Let Assumptions 2.0, 2.7, and 2.8 hold.

(i) For any (t, ) € [0,T] x P2(RY), V(t,-, 1) € C2(RY) with |0,V | < Cy and |0,V | < Co for the Cy,Cy in
(3.1);

(i) for any t € [0,T], 0,V (t,-,+) is increasing in (x, ).

Proof. (i) is a direct consequence of Lemma 3.1 (i).

(ii) Assume x1 < X2, pu1 = p2 and let & € L(Fy,, i), @ = 1,2, be such that & =< &. Then Xﬁo’gl’o
X020 for all tg < t < T. Apply Theorem 4.1 repeatedly, we have X106 < x10:€2m 40 < ¢ < T P-as. for
all n. Then Xﬁo’gl =< Xﬁ”’gz, to <t < T, P-a.s. and hence v'o-#1 < pto:r2 Since 0,V (¢, x, pn) = dpv(vbH;t, x),
then it follows from Proposition 3.2 that 0,V (t,z1, u1) = 0.V (t, 29, u2). O

However, as we will see in Section 8 below, in general V is discontinuous in (¢, it). At below we show that
0,V is lower semi-continuous in p in the following sense.

Definition 5.2. (i) Let ji,,, u € P2(R9), n > 1. We say that p, T u (resp. i, | p) if 1, < (vesp. =) pny1 for
all n and limy,— oo Wao(in, ) = 0;

(ii) we say a function U : Py(R?) — R? is lower semi-continuous (resp. upper semi-continuous) if
liggiogf U(pn) = U(p) (resp. ligl—ilip U(pn) = U(u)) whenever nh_)n;@ Wa(pn, 1) = 0.

Here lim inf and limsup are taken component wise. We then have the semi-continuity of V in (¢, u).

Proposition 5.3. Let Assumptions 2.0, 2.7, and 2.8 hold. Then

(i) for any (tg,pr) — (¢, 1), we have Uminf, o 0.V (tk, x, i) = 0V (L, x, ), i.e. 9,V is lower semi-
continuous in (t,u). Moreover, if pi T p, then limg_, o 0.V (¢, 2, ) = 8 LV (t, @, 1);

(ii) for any x € R% and v € C([0,T); P2(R?)), the mapping t — 0,V (t,x,v;) is lower semi-continuous, and
in particular it is Borel measurable.

Proof. (i) Fix z and let (¢, ux) — (t,p), with & € L2(Fp,;ur), & € L2(F;p). Denote gf := |ty — t| +
Wo(pug, 1) and #, := t; V t. Then, by Proposition 3.2 and (3.3) we have

0.V (t, x, pr) = Opv(L*H*: g, ) = Oxv(Lxty 6m5 e, )
= 0, U(ﬁ ttk ko n,tk, x) — p(ek).
g

Recall (4.1) and (4.2). It is clear that sup;, ;<7 Wa(L tee0, Lxre, 0) < ep++/Ek. Similarly to the arguments
in Theorem 4.2, we may utilize the locally uniform regularlty in Assumption 2.7 with R = C; and with
appropriate compact set K. Then, by Lemma 3.1 and stability of SDEs, one can easily show that there
exists a modulus of continuity function p; such that sup; < <7 Wa(Ly bkl Lxte1) < pi(ex). Moreover,
by Lemma 3.1 and (4.2) again, we can show by induction on n that there exists a modulus of continuity
function p, such that sup;, <,cp Wa(L g6, Lxren) < pn(ek). Then, by (3.2) and (3.3) we have, for each
n, k,

6$K(tk?x7l’[’k) = alv( xt&mn 7tka ) p(pn(€k)) - p(€k)

iy, T

= GIU(,CXt,g,n; t,x) — plpn(er)) — 2p(ck).

Send k — oo, we have liminfy_, o 0.V (tx, 7, ug) = 0,v(Lxrcn;t,x). Now send n — oo, by (3.2) again we
have
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likm inf 0,V (tg, x, pr) = Oxv(Lxre;t,x) = 0,V (¢, x, ).
— 00 —

Moreover, if ux 1 wp, by Proposition 5.1 we have 9,V (¢, x, ur) = 9.V (t,z, ), then the above inequality
implies limg o0 O,V (¢, @, ug) = 0V (¢, z, ).

(ii) For t; — t, since v, — vy, then liminfy oo 0.V (tg, @, 14, ) = 0V (¢, 2, 14). This proves the claimed
lower semi-continuity, which implies further the Borel measurability. O

Definition 5.4. Let C? denote the set of functions V : [0, 7] x R? x Py(R%) — R satisfying:
(i) V(t,-, u) € C*(R?) for each (t,u), and 0,V, 9y, V are uniformly bounded;
(ii) for any 2 € R? and v € C([0,T]; P2(R%)), the mapping ¢ — 9,V (¢, z,v;) is Borel measurable.

Then it is clear that V € C2. The following lemma will be important in the next section.

Lemma 5.5. Let Assumptions 2.7 and 2.8 (i) hold and V € C%. Assume further that 0,V is increasing in
w and lower or upper semi-continuous in w. Then, for any (to, 1) € [0,T] x P2(RY) and & € L2(Fyy; 1), the
following McKean-Vlasov SDE has a strong solution:

t
X[t =g+ / (XL, 0,V (5, X208, Lyguoe), £

to

)ds + B;°. (5.2)

X;oyﬁ

Equivalently, the following Fokker-Planck equation has a weak solution v(t,x):

ow(t,x —ltramut,x +divyt,x3x,8th,x,1/t,ut =0,
2

Vg = M.

(5.3)

Proof. We shall only prove the case that 0,V is lower semi-continuous in p. The upper semi-continuous
case can be proved similarly, in the same spirit as we construct the maximal MFE in Subsection 7.1 below.

Recall (4.1) and (4.2). Denote X%060 := X% with possibly a larger C; which is an upper bound of
|0, V], and for n =0,1,-- -,

t
Xfof,n-&-l =&+ /3(X§07£7n+178@V(87X§0757n+17EXtO.ﬁ,n),EXto,{,'n)dS + BttO. (5.4)
to

Since 9,V is increasing in p and by Assumption 2.8 (iii), it is clear that X% is increasing in n, and

X086 < X7 for all ¢ € [to, T). Then there exists X*0€ such that lim sup E[|X/08" — X10€2) = 0.

n—oo to<t<T
Note that, since 0,V is increasing and lower semi-continuous in p, and L x+.¢,n T L x10.¢, as in Proposition 5.3

(i) we have lim 0,V (t,x, L to.en) = 0.V (¢, @, L 10.¢). Then by sending n — oo in (5.4) we see that Xto:
n—oo t t

satisfies (5.2). O

6. Weak-viscosity solutions to the master equation

6.1. Viscosity solution to PDE system

Differentiate (2.1) formally in z, we obtain the following system of PDEs: for i =1,--- ,d,

Opu'(t,x) + Etr(amu’(t, x)) + Oy, H(x,u(t, z), 1)

: (6.1)
+0,H (z,u(t,x), 1) - Opu'(t, ) = 0.
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Definition 6.1. Fix v € C([0,T] x Pa(R?)) and consider u : [0,T] x R? — R? such that both u and d,u are

bounded. We say that v is a viscosity subsolution (resp. supersolution, solution) of the PDE system (6.1) if,
for each i and for given u=% := (ul,--- ,u~L w1 ... ud), the function u® is a viscosity subsolution (resp.

supersolution, solution) to the PDE (6.1) for fixed 7 in the standard sense.

Lemma 6.2. Let Assumption 2.6 hold true. Fiz v € C([0,T]; P2(R%)) and let v(v;-,-) be the unique classical
solution of the PDE (2.1). Then u(t,x) := 0,v(v;t, ) is a viscosity solution to the PDE system (6.1).

Proof. Recall (3.6) and (3.7). Note that VY% = u(s, X1:*). Then, for fixed i, (3.7) becomes:

T
Vo, Yo = 0, G(XE® vp) — / Vo, Z0% . dB,

s
T

+ /[8ILH + apvaiZ7t‘@7y](X7§’ma uii(”qa X:’m)a VLL Y7~t7z7ua Vr)dT'

S

Then by the standard BSDE theory we see that u’(t,z) = V,,Y;"™" is a viscosity solution to the PDE (6.1)
for each fixed i. O

The next comparison principle is more or less standard, see e.g. [34] in slightly different contexts. We
nevertheless sketch a proof for completeness.

Lemma 6.3. Let Assumptions 2.6 and 2.8 (i)-(ii) hold true, and fix v € C([0,T]; Po(R%)). Let u be as in
Lemma 6.2, and v and w be a viscosity subsolution and a viscosity supersolution, respectively, to the PDE
system (6.1) in the sense of Definition 6.1. If u(T,z) < 0,G(x,vr) 2 u(T,x) for allx € RY, thenu <u <7
on [0,T] x R<.

Proof. We shall prove only u < u. The inequality v < @ can be proved similarly.
Fix (¢,x) and denote X := z+ B!. For a possibly larger C; such that |u| < Cf, recall (3.7) and introduce
the following linear BSDEs recursively: V;Y? := C}, and for n > 0,

T
V.Y =0, G(Xr,vr) — / Vv, Z' 4B,
. s (6.2)
+ / {éhiH(Xr,V‘iYT",ViK"+17VT)—&—BPH(X,,,VYT",VT)~ViZf}+1}dr.

That is, VYT = wu,,1(s, X,), where u% = (1, and for n > 0 and for given u,,, the function Ufm+1 is the
unique viscosity solution to the following PDE:

875’[1,;_’_1 (t’ ‘T) + itr(aﬂv$u:’b+1(t’ ‘T)) + 611H($, u;l(tv $), U:H-l(tv $), Vt)

| , (6.3)
+OpH (x,un(t,x), 1) - Optty 11 (t, ) =0,  uy (T, 2) = 0p,G(2,v7).

Recall (3.7). One can easily show that limy, s sup,< <7 E[| VY=V, Y [2] = 0, and thus limp, o0 ty, = .
Moreover, similar (actually easier) to the proof of Proposition 3.2, we can prove by induction on n that w,
is increasing in x for all n. We claim that

u = u,, foralln. (6.4)
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Then, by sending n — oo, we obtain u =< u.
To see (6.4), first, since u) = C; > u’, it holds true for n = 0. Assume it holds true for n, and we shall
verify it for n + 1. By Assumption 2.8 (ii) and d,u’,; = 0, we see that

afﬂz:H(xvu;Li(tax)vuiL—i—l(tax)th) + aPH(xvun(tam)vyt) : aIu:H—l(tax)
> &Eifl(ac,y_i(t,av)7u;+1(t,ac)7 v) + OpH (x,u(t, x), 1) - Bmuilﬂ(t, x).

Then uf, ,, is a viscosity supersolution of the following PDE:

. 1 . . .
atu;wrl(t? .’E) + §tr(a’rxufn+l(t7 .’b)) + aIiH(xvg_z(tv {L‘), U;H»l(t? :L'), Vt)

, , (6.5)
+OpH (z,u(t,x),vy) - Opuy 1 (8, 2) <0, uypy (T, x) = 0,,G(x,vr).

Notice that u’ is a viscosity subsolution of the above PDE. Then by the standard comparison principle we
obtain u* < u!_ . This proves (6.4) for n+ 1, and hence u < u. O

6.2. Weak-viscosity solutions to the master equation

We now introduce a notion of weak-viscosity solution to the master equation (2.12), adapted from [41].
Recall Definition 5.4.

Definition 6.4. We say that V' € C? is a weak-viscosity subsolution (resp. supersolution, solution) of the mas-
ter equation (2.12) if, for any (tg, u) € [0, T] x P2(R%), the Fokker-Planck equation (5.3) has a weak solution
v such that the function u(t, z) := 0,V (¢, z,14) is a viscosity subsolution (resp. supersolution, solution) to
the PDE system (6.1) on [tg, 7] in the sense of Definition 6.1 and satisfies u(T, ) < (resp. =, =)0, G(z, vr).

We first have the following simple result.

Proposition 6.5. Let Assumptions 2.6, 2.7, and 2.8 (i)-(ii) hold. Assume V € C? is a weak-viscosity solution
of the master equation (2.12). Then, for any (to, u) € [0,T] x P2(R%), the v in Definition 6./ is an MFE of
the extended MFG at (to, ).

Proof. First by Lemma 3.1 let v(v;-,-) be the classical solution of the PDE (2.1). Then by Lemma 6.2
U := Oyv(v;-, ) is a viscosity solution of the PDE system (6.1) in the sense of Definition 6.1 with 4(T,x) =
0:G(x,vr). Now by Definition 6.4 and the comparison principle in Lemma 6.3, we have 0,v(v;t,x) =
0.V (t,z,v¢). This identifies (5.3) and (2.2) with v; = £Xtto,§,u, except that one is in PDE form while the
other is in SDE form. Thus v = ®(tg, 4, V), namely v is an MFE at (to,p). O

Remark 6.6. Alternatively, we may call V € C? a weak-viscosity solution of the master equation (2.12) if it
is both a weak-viscosity subsolution and a weak-viscosity supersolution of (2.12), where the weak-viscosity
subsolution and supersolution are defined in Definition 6.4. Under this alternative definition, we may use
one v for the subsolution property and another different v (and hence a different ) for the supersolution
property. So this is weaker than Definition 6.4, in particular, a weak-viscosity solution in this alternative
sense does not necessarily provide an MFE as in Proposition 6.5.

Our second main result of the paper is the following.

Theorem 6.7. Let Assumptions 2.6, 2.7, and 2.8 hold.
(i) V is a weak-viscosity solution to the master equation (2.12);
(i) for any weak-viscosity supersolution V' to the master equation (2.12), we have
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LV = 9,V (6.6)

Proof. (i) Fix (tg, 1) € [0,T] x P2(R?). By Theorem 4.2 and in particular (4.3) we see that v'0# is a weak
solution to the Fokker-Planck equation (5.3) with V' = V. Moreover, by Proposition 4.3 we have

u(t,x) := 8,;1(25,3:,5"’“) = @v(gt’zio#;t, z) = Opv(vior;t, ).

Then by Lemma 6.2 u is a viscosity solution to the PDE system (6.1) with v, = v/*. Moreover, (T, z) =
0.G(x, y,tro’“ ). Therefore, V is a weak-viscosity solution to the master equation (2.12).

(ii) Let V' be an arbitrary weak-viscosity supersolution to the master equation (2.12). For any (to, 1) €
[0,7] x P2(R%), let v,u be as in Definition 6.4. Then, for any ¢ € L2(F,,; 1), the McKean-Vlasov SDE
(5.2) has a strong solution X %€ with v = Ly+y.e. Recall (4.1) and (4.2). It is clear that X'%% < X% for
all t € [to,T]. Denote v'0#0 := Ly+yc0 < v. Note that dv(v'o#0;.,.) is a viscosity solution to the PDE
system (6.1) with po#% and by Proposition 3.2 d,v is increasing in . Then by Assumption 2.8 (ii) one
can easily see that d,v(v'#0;. .) is a viscosity subsolution to the PDE system (6.1) with v. Moreover, by
Assumption 2.8 (i),

3xv(gt°’”’O;T, x) = 3xG(x,g§9’“’O) = 0,G(z,vr) S u(T, x).

Since w is a viscosity supersolution of this system, then by the comparison principle Lemma 6.3, we have
Opv(vtorl:t ) < u(t,z) = 0,V (t,x,1,) for all (¢,x). Denote

b(t, x) = b(a, Bpu(0s ¢, x), utorm0),  b(t,x) = b(a, B,V (t,x, v4); ).

By Assumption 2.8 (iii) one can easily see that b < b, and 8I_7Qi > 0 for all 4 # j. Then, comparing (4.2)
and (5.2), it follows from Lemma 2.10 that Xﬁo’g’l = Xfo’g, to <t < T, P-as. Repeat the arguments we
can show that X!¢" < X[0¢ ¢ <t < T, P-as. and O0zv(Lxto.cmst,x) 2 u(t,z) for all n. Send n — oo,
by Theorem 4.2 and Lemma 3.1 (ii) we see that X'¢ < X[ty <t < T, P-a.s. and d,o(vio#;t,z) <
u(t, z). Therefore, 0,V (to, z, ) = dpv(V'oH; tg, x) < ulte, ) = 0V (to, z, p). Since (tg, z, 1) is arbitrary, we
conclude the proof. O

7. Some extensions
7.1. The mazimal case

Similarly to Section 4, we can construct the maximal MFE as follows. Fix (to, i) € [0,T] x Po(R%) and

£ € L?(Fiy; ). Let X% be defined by (4.1), and for n > 0,

t
Xﬁmgm—H . /3(720757n+1,81U(ﬁyt0,§,n;87720757,”4_1),ﬁyio,fy”)ds + Bfo. (7.1)

to

Then, as in Theorem 4.2 and Proposition 4.3, we have the following results.

Theorem 7.1. Let Assumptions 2.6, 2.7, and 2.8 hold. Then for any (to,u) € [0,T] x P2(R%) and & €
L2(Fyy; 1), there exists a process X" on [to, T] such that
(i) Y;O’g’nﬂ = Yzo,g,n! Vn,t, P-a.s. with

lim E[ sup |7§0’£’n - YEO’EF] =0;

n—oo to<t<T
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(it) U'F := Lsprg.¢ is an MFE of the extended MFG at (to, ) and satisfies the flow property:

—to.u
vtow _ Py

U, , forallty <ty <t <T; (7.2)

(iii) for any MFE v* of the extended MFG at (to,p), we have 7'* = v*. That is, 7" is the mazimal
MFE.

We next define
V(t,z,p) = v([@"";t, 7). (7.3)

Theorem 7.2. Let Assumptions 2.6, 2.7, and 2.8 hold.

(i) V € C?, 8,V is increasing in (x,p) and upper semi-continuous in (t, ). Moreover, if up | p, then
limy o 0LV (t,x, ug) = 0,V (t,z,p1);

(i) V is a weak-viscosity solution to the master equation (2.12);

(iii) for any weak-viscosity subsolution V to the master equation (2.12), we have

0,V = 9,V. (7.4)
The following result is an immediate consequence of Theorems 6.7 and 7.2.

Corollary 7.3. Let Assumptions 2.6, 2.7, and 2.8 hold. If V.=V on [0,T] x R? x Py(R?), then the master
equation (2.12) admits a unique weak-viscosity solution V :=V =V.

7.2. The decreasing case

In this subsection we replace Assumption 2.8 with Assumption 2.9.

Theorem 7.4. Let Assumptions 2.0, 2.7, and 2.9 hold true.
(i) Oyv is decreasing in (x,v), and ® in increasing in (i, v);
(ii) for any (to,p) € [0,T] x P2(R?), there exist MFEs v'o* and v'" of the extended MFG at (to, j1) such
that, for any other MFE v* of the extended MFG at (to, 1), we have vio* < v* L plook;

141) the minima vt and the maxrima v'r satisfy the flow property (4.5) an 2).
ji1) th inimal MEFE vto* and th imal MFE p'o-" isfy the fl 4.5 d (7.2
Again we define the value functions:
V(t,a, 1) i= o t,2), Vit a,p) = o t,2). (7.5)

Theorem 7.5. Let Assumptions 2.6, 2.7, and 2.9 hold.

(i) V.,V € C%, 9,V is decreasing in (x,p) and upper semi-continuous in (t,u), and 0,V is decreasing in
(x, 1) and lower semi-continuous in (t,u);

(i) V., V are weak-viscosity solutions to the master equation (2.12);

(i) for any weak-viscosity subsolution Vi and weak-viscosity supersolution Vs to the master equation (2.12),
we have

(iv) If V.=V on [0,T] x R% x Py(RY), then the master equation (2.12) admits a unique weak-viscosity
solution V.=V =V.
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7.83. The common noise case

In this subsection we study the extended mean field game with a common noise. We shall only consider
the problem under Assumption 2.8. The case under Assumption 2.9 is similar.

Let B° be the common noise which is independent of F, 8 > 0 be a constant and 32 := 1+ 2. For any
to € [0,T], denote B{"' := BY — BY  t € [to,T] and FO% := {FL""}, <i<r. Let C(FO%; Py(R%)) denote
the set of stochastic measure flow v : [tg,T] x Q@ — Po(R?) which is F%fo-progressively measurable and
continuous in ¢. Given any v € C(F%;Py(R%)), consider the following backward stochastic PDE on [to, T]:

dv(vit,x) = z(v;t,z) - dBY
32

— [tr(%amv(u; t,x) + ﬂ(’“)mz—r(u; t, x)) + H(z,0,v(v;t, x), I/t):| dt, (7.7)
v(v; T, x) = G(x,vr),

where the solution pair (v, z) is F%f-progressively measurable. Given ¢ € L2(F;,), we still use X*:5¥ to
denote the strong solution to the following SDE on [tg, T':

t
X5 =€+ /B(Xgo’f% Fpv(vs s, X108, v5)ds + Bi° + BB". (7.8)

to

Introduce the Nash field ® on C(F%%;Py(R9)): for any (tg, 1) € [0, T] x Po(R?) and & € L2(Fy,; 1),
O(to, 11, v) = {L gr0.60 pouto bo<e<r, Vv € C(F%t, Py(RY)). (7.9)

Fix (o, u), define MFE as a fixed point of ®(tg, p,). Then the corresponding master equation becomes
second order:

1
OV + 5tr(0eaV) + H(x, 0,V p) + MV =0, V(T ) = G(x, ), (7.10)

where

A2
MV (t,z, 1) = tr(/ [%%@V(i,x,u,i)+628m8MV(t,x,u,§;)
Rd

2
OV (b D (00 (121010 + 5 [ DV (10, 2| ().
R4

Theorem 7.6. Let Assumptions 2.6, 2.7, and 2.8 hold true.

(i) Oy is increasing in (x,v), and @ in increasing in (u,v);

(ii) for any (to, ) € [0,T] x P2(R?), there exist MFEs vto* and 7' of the extended MFG at (to, 1) such
that vior < v* XD for all other MFE v* of the extended MFG at (to, p);

(iii) the minimal MFE vto* and the mazimal MFE U'" satisfy the flow property (/.5) and (7.2), respec-
tively, P-a.s.

Here, for any v € C(F%t; Py(R")), i = 1,2, the partial order v! < 12 is extended naturally: v} < v? for
all t € [to, T], a.s. The monotonicity of d,v in (z,v) is also in obvious sense.
Define the value functions corresponding to the minimal and maximal MFEs respectively:

V(t,z,p) = vt x), V(t,z,pu) =v@""t ). (7.11)
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We note that V and V are F}"'-measurable and hence are actually deterministic.

Theorem 7.7. Let Assumptions 2.6, 2.7, and 2.8 hold. Then V.,V € C?, 8,V is increasing in (x,p) and
lower semi-continuous in (t, ), and 8,V is increasing in (x, 1) and upper semi-continuous in (t, ).

We may continue to study weak-viscosity solution of the master equation (7.10) as in Section 6. In this
case the PDE (6.1) becomes a backward SPDE (7.7), which can be viewed as a path dependent PDE, see
e.g. Zhang [46, Chapter 11]. However, in this case u(t, z,w) := 8,V (t, z, v/*(w)) is in general discontinuous
n (t,w), thus the viscosity theory for path dependent PDEs in Ekren-Touzi-Zhang [28,29] and Zhou [47]
cannot be applied here. One possibility is to adapt the viscosity solution for backward SPDEs in Qiu [44],
which does not require the regularity in w. On the other hand, we note that the value function (1.4) for the
MFG with a major player will have the same regularity issue, even when there is no common noise. So we
shall leave the systematic investigation of this issue to a future research.

8. An example

In this section we solve an example completely. In particular, we shall show that V is in general discon-
tinuous in (¢, ). Set d = 1 and denote

m(p) = / zp(dz).

R

Consider the example:

2
p
G(JT,,LL) = azm(,u), H(Jj,p, /j/) = 7)
-2, p < —2;
1
R 2p+5p% —2<p<0;

b(z,p, p) == b(p) == 1
2p—5p% 0<p<;

2 p>2.

7

One can easily verify that Assumptions 2.6, 2.7, and 2.8 hold true. Moreover, (2.1) becomes

1 Opv(vit, )|>
Oo(vit, x) + §tr(8mv(l/; t,x)) + M =0,
v(v; T, x) = G(x,vr) = em(vr).
It admits a unique solution:
1 2
v(v;t,x) = am(vr) + §(T —t)|m(vr)|*. (8.1)
Then d,v(v;t,x) = m(vr) and thus (2.2) becomes:
X{9" = €+ b(m(vr))(t — to) + By, (8.2)

Note that ® depends on v only through m(vr). Introduce the following operator:

~

(to, p,p) :=E [5 +b(p)(T — to) + B?} = m(u) +b(p)(T — to), p € R. (8.3)
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One can casily see that v* is an MFE at (to, u) if and only if p* := m(v}) is a fixed point of ®:

~

= B(to, p,p*) = m(u) +b(p")(T — to), (8.4)
or equivalently,

Then, by (8.2) and (8.1), the corresponding MFE and value are:

i N 1
X:O)gxp =+ b(p*)(t _ tO) + B]’EO7 U(p*;t71') = xp* + =

ST =l (35)

Note that one side of (8.4) is piecewise quadratic, and the other side is linear. By elementary calculation
we solve (8.4) in four cases. Denote

A=

1 m 9 2 A
=2—-—, mgi=—
T_tov 1 )\7 2 9

=vV(A=2)2=2xm, ¢r(A\,m):=+/(A—2)2+2xm

Case 1. X > 2. In this case my > 0, and there is a unique fixed point p*:

m(p) — %, if m(p) < —ma;

)
A=2=9¢_(Am(n), if —my<m(p) <0;
pF = (8.7)
2—A+ o (A\,m(p), if0<m(u)<ma;
m(u) + 2, it m() = my.
Case 2. 4 — 24/2 < X < 2. In this case 0 < mo < my. We solve the problem in three subcases.
Case 2.1. |m(p)| > ma. In this case there is a unique fixed point:
m(M) - %7 if m(M) < —my;
. A=2=9¢_(Am(n), if —mi <m(p)<—me; 58)
p* = .
2= A+ (A, m(p), if ma <m(p) < may;
m(p)+ %, if m(p) >
Case 2.2. |m(p)| = ma. In this case there are two fixed points:
pr=A=2—¢_(A,m(p)) or p*=2-X if m(p)=—mg; (8.9)
pr=XA=2 or p"=2-A+or(A\m(p), if m(u)=ma. '
Case 2.5. |m(u)| < meo. In this case there are three fixed points:
Pt = >\ 2-¢- (X (M)) .
if —mo<m <0;
P’ —A—Qiqﬁ( (M)) : '
, i 0<m(p) < ma.
or pf=2-A+ s (A mn) (W) < ma
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Case 3.1 < A < 4 — 2/2. In this case 0 < my < mo. We solve the problem in three subcases.
Case 8.1. |m(p)| > mao. In this case there is a unique fixed point:

m -2 ifm —Mma;
. { (=3, i) < s
by

B m(p) + 2, if m(u) > mo.

Case 3.2. [m(u)| = meo. In this case there are two fixed points:

2
pr=m(u)— <= or p*=2-Xx if m(p) =—mo;

A 9 (8.12)
pP=A—=2 or p*=m(p)+ <, if m(p)=mas.

A’

Case 3.3. [m(p)| < meo. In this case there are three fixed points:

p*=m(p) = 2 , i —ma <m(p) < —my;
or p*=2-XAxd (A m(u))
pr=A=2-9_(\m(n)) : )
or p=2-Ato (mn) TSm0 (8.13)
f=A-2E0- (A m(p) : .
or pF=2-XA+¢ (A m(p))’ 0 <mi) < mi;

p* =A- 2i¢7()‘7m(:u)

. , i my <m(p) < mo;
or p*=m(p)+ 32

Case 4. 0 < X < 1. In this case 0 < —m; < mo. We solve the problem in three subcases.
Case 4.1. |m(u)| > ms. In this case there is a unique fixed point:

m(p) — %, if m(p) < —mo;
P = (8.14)
m(p) + %, if m(p) > mao.
Case 4.2. |/m(p)| = mo. In this case there are two fixed points:
pr=m(u)— < or p*=2-Xx if m(u)=—mo;
A 9 (8.15)
p"=A—-2 or p*:m(u)—i—x, it m(p) =ms.
Case 4.3. [m(u)| < meo. In this case there are three fixed points:
. 2
p —m(u)—X , i —mo <m(u) < my;
)
" =m(n) 2 , it my <m(u) < O0;
or pr=2-A-— ¢+(2>\7m(/$)) (8.16)
pr=m(p) <

or p*=A—=24+¢_(A,m(p)
p = A2+ 6-(\m(u)

or p*=m(p)+

A , it 0<m(p) < —my;
9 , i —my <m(p) < ma.
X
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Put all the cases together, we find that the minimal p*, denoted as Qt‘””, is:

m(u)—%, it A>0,m(u) < —myq;
A=2—o¢_(A,m(p), if A>2,—m; <m(u) <0,

or 0 < A< 2 —my <m(u) <mg;
2—=A+ o (A,m(p), ifA>20<mu) <m,

or4—2v2 < X< 2,my < mp) < m;
m(u)+§7 if A >4 —2v2,m(u) > my,

or 0 < A <4—2v2 m(u) > my.

By (8.5), we then have the minimal MFE and the corresponding value function:

Similarly, we find that the maximal p*, denoted as p

X} = £+ b(p"H)(t —to) + BY?,

1
V(to,z,p) = mﬂto’u + §(T — to)‘]zto’“P.

t 1.
01/“" is:

2
m(p) — v if A>4—2v2,m(p) < —my,
or 0 < XA <4—2V2,m(p) < —my;
A=2—¢_(A,m(p), if A>2,—-m; <m(p) <0,

or4—2v2 <A< 2,—my <m(p) < —my;

2=+ (A,m(p), ifA>2,0<m(p) <my,
or 0 < A<2,—mae <m(u) <mg;

2
m(ﬂ)"‘Xv if A > 0,m(u) > ma;

and the maximal MFE and the corresponding value function are:

X, = €4+ B(pM)(t — to) + B,

1% 1
Vlto,x, p) = ap™™* + (T — to) [p" |

215

(8.17)

(8.18)

(8.19)

(8.20)

We note that, when A > 2, namely T'— ¢ < %, ]Bt’“ is smooth in (¢, ) and actually in this case V =V is a

classical solution of the master equation (2.12). This is consistent with the standard result that the master

equation admits a unique classical solution over small time interval.
However, for 4 — 2¢/2 < A < 2, namely % <T-t< m, we have

lim  ph* =2 - A4+ ¢y(\,ma) = (1+V2)(2 -

1
li b=\ —2—¢p_(\ = — —2;
m(/gITlmQB ¢- (A ma) T—1t 71

m(p)dma = T— t)7

That is, 9,V (t,x, u) = p'* is discontinuous in y when £ <T —t < m and m(u) = mo.
Similarly, when m(u) =

(8.21) we have

(8.21)

3, we see that mg > m(p) if T —t > 5 and mg < m(p) if T — ¢ > §. Then, by
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1 2
lim pt=_—— —2=_=|
H(T—3)= T—(T-3) 5
1 2(1+2)
lim ph* = (14 v2)(2 - = .
t(T—3)" ( I T—(T—g)) 5

That is, 9,V (t,x, p) = p** is discontinuous in ¢ at ¢t = £ and m(p) = &.
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