
• p. 14, Theorem 1.3.4 (ii): the two ”Xn” there should be ”Xn”.

• p. 15, Theorem 1.3.10 (ii), the last condition: Xn ∈ H.

• p. 67, (3.2.7): the last term should be ”
∫ T
0 |∆σt(X

1
t )|2dt”.

• p. 68, line -2: |βnt ∆Xn
t |2.

• p. 71, line -3: the last term should be ”+
∫ T
0 |∆σ

n
t (Xt)|2dt”.

• p. 75, line -12: the term ”〈X〉t” should be ”〈M〉t”.

• p. 78, Problem 3.7.8 (iii): η ∈ L2(F0,Rd1).

• p. 81, (4.1.4):
∫ t
0 Γs[αsds+ · · ·

• p. 82, (4.2.5): the last term should be ”−2
∫ T
t YsZsdBs”.

• p. 83, line 5: the last term should be ”C
∫ T
t [|Ys|2 + |YsZs|]ds”.

• p. 85, line (-5): in the term 2
∫ T
t [∆Y n

s [· · · , the first ”[” shouldn’t be there.

• p. 86, line 4: in the first term in the right side, ”∆Y n
s ” should be ”∆Y n

t ”.

• p. 90, line 2-4: all the ”I2p” there should be ”Ipp”.

• p. 96, Problem 4.7.1, (4.7.1):

Y i
t = ξ +

∫ T

t

[ 2∑
j=1

[αijs Y
j
s + βijs Z

j
s ] + γis

]
ds−

∫ T

t
ZisdBs, i = 1, 2.

• p. 104, (5.1.5): the signs in the right side should be changed:

Y t,x
s = g(Xt,x

T ) +

∫ T

s
f(r,Xt,x

r , Y t,x
r , Zt,xr )dr −

∫ T

s
Zt,xr dBr;

Yt,ηs = g(X t,ηT ) +

∫ T

s
f(r,X t,ηr ,Yt,ηr ,Zt,ηr )dr −

∫ T

s
Zt,ηr dBr.

• p. 125, (5.5.13): the second Y inside f should be Z:

Ȳs = ϕ(τ,Xτ ) +

∫ τ

s
f(r,Xr, Ȳr, Z̄r)dr −

∫ τ

s
Z̄rdBr.

• p. 125, line −10: the X inside σ should be X:

dŶs =
[
∂tϕ+

1

2
∂xxϕσ

2 + ∂xϕb
]
(s,Xs)ds+ ∂xϕσ(s,Xs)dBs
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• p. 125, line −3: there should be a negative sign in the right side:

dΓs = −Γs[αsds+ βsdBs], Γt = 1.

• p. 125, line −1: a sign in the right side should be changed:

d(Γs∆Ys) ≥
c

2
Γsds+ Γs[∆Zs − βs∆Ys]dBs.

• p. 150, line −4 and −3: First, there is a typo in the definition of K:

Kt := Y0 − Yt −
∫ t

0
[f0s + hs]ds+

∫ t

0
ZsdBs.

More seriously, the weak convergence of Kn → K is not sufficient to conclude that K

is increasing in t, a.s. A rigorous argument is as follows.

First, by Mazur’s lemma, there exist convex combination

h̃n :=
∑
i≥n

αni h
i, Z̃n :=

∑
i≥n

αni Z
n

such that (h̃n, Z̃n)→ (h, Z) strongly in L2. Denote

F̃nt :=

∫ t

0
[f0s + h̃ns ]ds, M̃n

t :=

∫ t

0
Z̃ns dBs, Ft :=

∫ t

0
[f0s + hs]ds, Mt :=

∫ t

0
ZsdBs

Then, possibly along a subsequence, (F̃n − F )∗T + (M̃n −M)∗T → 0, a.s. Denote

Ỹ n :=
∑
i≥n

αni Y
i, K̃n :=

∑
i≥n

αni K
i. (1)

Then K̃n is increasing in t, Ỹ n → Yt, 0 ≤ t ≤ T , a.s. Note that

K̃n
t = Ỹ n

0 − Ỹ n
t − F̃nt + M̃n

t . (2)

Then K̃n
t → Kt, 0 ≤ t ≤ T , a.s. and thus K is also increasing in t, a.s.

• p. 207, line -2: the P should be P0.

• p. 229, Step 3 in the proof of Theorem 9.3.2: the current arguments use Problem

9.6.2, which unfortunately is wrong. A new argument is as follows.

Fix τ and a version of {Pτ,ω : ω ∈ Ω}, {Pt,ω : ω ∈ Ω}t∈[0,T ]. Define

Et := {τ = t} ∈ Ft, P̃t,ω :=

{
Pτ,ω, ω ∈ Et;
Pt,ω, ω /∈ Et.

(3)
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Then clearly P̃t,ω satisfies (9.3.8) for all ω ∈ Ω. It remains to show that, for any fixed

t, P̃t,ω is also an r.c.p.d. of P and

P̃t,ω = Pt,ω, P-a.e. ω. (4)

First, for ω ∈ Et, Pτ,ω is a probability measure on Fτ(ω)T = F tT . Then by (4) we see

that P̃t,ω is a probability measure on F tT for all ω ∈ Ω, verifying Definition 9.3.1 (i).

Next, for any ξ ∈ L1(FT ,P), note that

EP̃t,ω [ξt,ω] = EPτ,ω [ξt,ω]1Et(ω) + EPt,ω [ξt,ω]1Ect (ω)

= EPτ,ω [ξτ,ω]1{τ=t}(ω) + EPt,ω [ξt,ω]1Ect (ω)

Note that ω 7→ EPτ,ω [ξτ,ω] is Fτ -measurable, then by the definition of Fτ we see that

ω 7→ EPτ,ω [ξτ,ω]1{τ=t}(ω) is Ft-measurable. Now it is clear that ω 7→ EP̃t,ω [ξt,ω] is also

Ft-measurable, verifying Definition 9.3.1 (ii).

Moreover, for any ξ ∈ L1(FT ,P) and η ∈ L∞(Ft,P), we have

EP[ηEP̃t,· [ξt,·] = EP
[
ηEPτ,· [ξτ,·]1Et + ηEPt,· [ξt,·]1Ect

]
= EP

[
ηEP[ξ|Fτ ]1Et + ηEP[ξ|Ft]1Ect

]
= EP

[
EP[ηξ1Et |Fτ ] + EP[ηξ1Ect |Ft]

]
= EP

[
ηξ1Et + ηξ1Ect

]
= EP[ηξ] = EP

[
ηEP[ξ|Ft]

]
.

This implies (9.3.7) for P̃t,ω.

Finally, if P(Et) = 0, then (4) holds true. We now consider the case that P(Et) > 0.

Recall (9.3.9) and denote

ητn := EP[ξn|Fτ ], ηtn := EP[ξn|Ft].

It is clear that P
(
{ητn 6= ηtn} ∩ Et

)
= 0 for all n, and thus

P(E′t) = 0, where E′t := ∪n{ητn 6= ηtn} ∩ Et.

By (9.3.12), we have

Eωτ [ξ] = Eωt [ξ], ∀ω ∈ Ω1 ∩ (Et\E′t), ξ ∈ C0
b (Ω).

Now following the arguments in Steps 1 and 2 we see that Pτ,ω = Pt,ω for all ω ∈
Ω2 ∩ (Et\E′t). Combining with (4) we obtain P̃t,ω = Pt,ω for all ω ∈ Ω2\E′t, which

implies (4) immediately.
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• p. 241, Problem 9.6.2 is wrong. Indeed, let (Ω̃, F̃ , P̃) be an arbitrary probability

space and ξ̃ a random variable bounded by 1. Denote X̃t := tξ̃, P := P̃ ◦ (X̃)−1,

and ξ := (−1) ∨ X1 ∧ 1. Then it is clear that P ∈ P∞ and ξ ∈ C0
b (Ω). For any

t > 0, we have EP[ξ|Ft] = EP̃[ξ̃|F X̃t ] = ξ̃, but EP[ξ|F0] = EP̃[ξ̃|F X̃0 ] = EP̃[ξ̃]. Then

limt↓0 EP[ξ|Ft] 6= EP[ξ|F0] when ξ̃ is not a constant.
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