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#### Abstract

For an optimal control problem of an Itô's type stochastic differential equation, the control process could be taken in open-loop or closed-loop forms. In the standard literature, provided appropriate regularity, the value functions under these two types of controls are equal and are the unique (viscosity) solution to the corresponding (path-dependent) HJB equation. In this short note, we provide a counterexample in the path dependent setting showing that these value functions can be different in general.
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## 1. Introduction

Consider the following controlled Itô's type path dependent stochastic differential equation (SDE, for short) over a finite time horizon $[0, T]$ :
$X_{t}=x_{0}+\int_{0}^{t} b\left(s, X_{[0, s]}, \alpha_{s}\right) d s+\int_{0}^{t} \sigma\left(s, X_{[0, s]}, \alpha_{s}\right) d B_{s}, \quad t \in[0, T] ;$
with utility functional
$J(\alpha):=\mathbb{E}\left[g\left(X_{[0, T]}\right)\right]$.
Here $B$ is a d-dimensional standard Brownian motion; the controlled state process $X_{t}$ takes values in $\mathbb{R}^{n} ; X_{[0, s]}$ refers to the path of $X$ on $[0, s]$; the coefficients $b, \sigma, g$ are deterministic measurable functions with appropriate dimensions, in particular $g$ is scalar valued; the admissible control $\alpha \in \mathcal{A}$ takes values in a subset $A$ of some Euclidean space; and we shall leave the issue of existence and/or uniqueness of the state for (1.1) to later discussions. The optimal value, or simply the value, of the control

[^0]problem is defined as:
$V_{0}:=\sup _{\alpha \in \mathcal{A}} J(\alpha)$,
and we call $\alpha^{*} \in \mathcal{A}$ an optimal control if $J\left(\alpha^{*}\right)=V_{0}$.
The value $V_{0}$ obviously relies on the choice of the admissible control set $\mathcal{A}$. Depending on the observed information in applications, among others, the control process $\alpha_{t}$ could be taken as the so-called open-loop or closed-loop form. An open-loop control, denoted as $\alpha \in \mathcal{A}^{0}$, is such that $\alpha$ is $\mathbb{F}^{B}$-progressively measurable, while a closed-loop control, denoted as $\alpha \in \mathcal{A}^{c}$, is required to be $\mathbb{F}^{X}$-progressively measurable. Here $\mathbb{F}^{B}, \mathbb{F}^{X}$ are the natural filtration generated by $B$ and $X$, respectively. We may define the values of the control problem accordingly:
$V_{0}{ }^{\circ}:=\sup _{\alpha \in \mathcal{A}^{0}} J(\alpha), \quad V_{0}^{c}:=\sup _{\alpha \in \mathcal{A}^{c}} J(\alpha)$.
A natural question is: do we have
$V_{0}^{0}=V_{0}^{c}$ ?
We remark that, typically it is more convenient to use strong formulation for open-loop controls and weak formulation for closedloop controls, see Remark 2.2.

In the state dependent setting: for $\mathbf{x} \in C\left([0, T] ; \mathbb{R}^{n}\right)$,

$$
\begin{equation*}
b(t, \mathbf{x}, a)=b\left(t, \mathbf{x}_{t}, a\right), \quad \sigma(t, \mathbf{x}, a)=\sigma\left(t, \mathbf{x}_{t}, a\right), \quad g(\mathbf{x})=g\left(\mathbf{x}_{T}\right) \tag{1.6}
\end{equation*}
$$

the standard literature provides a positive answer to (1.5) by using the PDE approach, see e.g. Fleming-Soner [1] and Yong-Zhou
[2]. Consider the following HJB equation:

$$
\begin{gather*}
\partial_{t} v(t, x)+H\left(t, x, \partial_{x} v(t, x), \partial_{x x}^{2} v(t, x)\right)=0, \quad v(T, x)=g(x), \\
\text { where } \quad H(t, x, z, \gamma):=\sup _{a \in A}\left[\frac{1}{2} \operatorname{tr}\left[\gamma \sigma \sigma^{\top}(t, x, a)\right]+z b(t, x, a)\right] . \tag{1.7}
\end{gather*}
$$

Here $(t, x, z, \gamma) \in[0, T] \times \mathbb{R}^{n} \times \mathbb{R}^{1 \times n} \times \mathbb{S}^{n}$, with $\mathbb{S}^{n}$ being the set of all $n \times n$ symmetric matrices. Then, provided that the coefficients $b, \sigma, g$ have appropriate regularity and the HJB equation has a unique continuous viscosity solution $v$, we have,
$V_{0}^{o}=V_{0}^{c}=v\left(0, x_{0}\right)$.
Moreover, $v(t, x)$ is the optimal value of the control problem over $[t, T]$ with initial value $X_{t}=x$. The main tool for this result is the dynamic programming principle (DPP for short), from which we see that the dynamic value function $v(t, x)$ (more precisely we should introduce $v^{o}(t, x)$ and $v^{c}(t, x)$ ) of the control problem under each type of controls is a viscosity solution of the HJB equation and hence (1.8) follows from the uniqueness of the viscosity solution.

The above result remains true in the general path dependent setting (1.1)-(1.2). In this case, (1.7) becomes a path dependent HJB equation, or more generally a path dependent PDE, with the same Hamiltonian $H$ :
$\partial_{t} v(t, \mathbf{x})+H\left(t, x, \partial_{\mathbf{x}} v(t, \mathbf{x}), \partial_{\mathbf{x x}}^{2} v(t, \mathbf{x})\right)=0 ; \quad v(T, \mathbf{x})=g(\mathbf{x})$.
Here $\partial_{t} v, \partial_{\mathbf{x}} v, \partial_{\mathbf{x x}}^{2} v$ are the path derivatives of Dupire [3]. When Eq. (1.9) has a unique continuous viscosity solution, then (1.8) still holds true. We refer to Zhang [4, Part III] for more details of the pathwise stochastic analysis and viscosity solutions of path dependent PDEs.

We emphasize that the above arguments require the dynamic value function $v(t, x)$ or $v(t, \mathbf{x})$ to be continuous. When $v(t, x)$ is discontinuous, although there are some nice works on discontinuous viscosity solutions, see e.g. Barles-Perthame [5], BarronJensen [6], Bertsch-Dal Passo-Ughi [7], Bardi-Capuzzo-Dolcetta [8], Chen-Su [9], and Bertsch-Smarrazzo-Terracina-Tesei [10], the theory is far from complete; especially the general uniqueness issue for the discontinuous viscosity solutions to the second order equations is still open. Consequently, we are not able to conclude (1.8) or (1.5) from the viscosity solution approach if the value function is discontinuous.

Our main purpose of this short note is to construct a counterexample which shows that (1.5) can indeed fail. This implies that, besides the practical consideration in terms of the available information, mathematically it is also crucial to choose the right type of controls, especially when the value function is discontinuous. For applications of discontinuous value functions, we refer to [8] and references cited therein. We shall remark that, for stochastic differential games, even with the desired regularity, the game values can still be very sensitive to the choice of admissible controls, see e.g. Feinstein-Rudloff-Zhang [11], Possamai-TouziZhang [12], and Sun-Yong [13]. We also remark that, our analysis of the values does not depend on the existence of optimal controls. Another important consequence of the failure of (1.5) is that an (approximately) optimal control among one type of admissible controls is not necessarily (approximately) optimal anymore among the other type of admissible controls.

Our counterexample is constructed based on the well-known example of Tsirelson [14], which is path dependent. Note that for the state dependent case, if a second order HJB equation is uniformly non-degenerate with continuous Hamiltonian, then, even if the terminal condition is discontinuous, the value function will become continuous for $t<T$ because the diffusion term has some effect of regularization. This is not true anymore in the path
dependent case, because the regularization requires some time to take effect while the discontinuity from the terminal payoff function could be present at any time in this case.

Our counterexample is constructed in Section 3. In Section 2 we formulate the problems rigorously, and in Section 4 we provide some brief discussions on the relationship between $V_{0}^{0}$ and $V_{0}^{c}$.

## 2. The problem formulations

We first formulate the problems rigorously in the path dependent setting. While the counterexample will be in a simpler setting, the general formulation may clarify the concepts for nonexperts and will also put the counterexample in the right perspective. Denote $\mathbb{X}_{n}:=C\left([0, T] ; \mathbb{R}^{n}\right)$, equipped with the uniform norm: $\|\mathbf{x}\|:=\sup _{0 \leqslant t \leqslant T}\left|\mathbf{x}_{t}\right|$ for all $\mathbf{x} \in \mathbb{X}_{n}$. Let $A \subseteq \mathbb{R}^{m}$ be a proper set for the possible values of admissible controls. Consider the path dependent SDE (1.1) with coefficients $(b, \sigma):[0, T] \times \mathbb{X}_{n} \times$ $A \rightarrow\left(\mathbb{R}^{n}, \mathbb{R}^{n \times d}\right)$ and $g: \mathbb{X}_{n} \rightarrow \mathbb{R}$. Throughout the paper, the following assumptions will always be in force:
$\bullet b, \sigma, g$ are bounded (for simplicity) and progressively measurable in all variables;
$\bullet b, \sigma$ are adapted in $\mathbf{x}$ in the sense that, for $\varphi=b, \sigma, \varphi(t, \mathbf{x}$, $a)=\varphi\left(t, \mathbf{x}_{[0, t]}, a\right)$.

We say the system is state dependent if (1.6) holds.
For a filtered probability space ( $\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}$ ) and a generic measurable space $E$, let $\mathbb{L}^{0}(\mathbb{F}, \mathbb{P} ; E)$ denote the set of $E$-valued processes progressively measurable with respect to the $\mathbb{P}$-augmented filtration of $\mathbb{F}$. When $\mathbb{P}$ and/or $E$ are clear, we may omit them and simply denote the set as $\mathbb{L}^{0}(\mathbb{F})$. Moreover, let $\mathbb{F}^{B}, \mathbb{F}^{X}$ denote the natural filtration generated by the Brownian motion $B$ and the state process $X$, respectively.

Definition 2.1. (i) A weak solution of the path dependent SDE (1.1) consists of a filtered probability space $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P})$ and a triplet of processes $(B, X, \alpha) \in \mathbb{L}^{0}\left(\mathbb{F}, \mathbb{P} ; \mathbb{R}^{d} \times \mathbb{R}^{n} \times A\right)$ such that $B$ is a Brownian motion under $\mathbb{P}$ and (1.1) holds true $\mathbb{P}$-a.s.
(ii) A weak solution is called a strong solution if $X$ and $\alpha$ are $\mathbb{F}^{B}$-progressively measurable.

In this paper we do not discuss the existence and uniqueness of weak solutions, which requires further conditions on $b, \sigma$. Instead, we shall always assume the following very mild assumption:

- for any piecewise constant control $\alpha_{t}$ valued in $A$, SDE (1.1) admits a weak solution.

We now introduce the optimal values under open-loop and closed-loop controls, respectively:
$V_{0}^{o}:=\sup \left\{\mathbb{E}^{\mathbb{P}}[g(X)]:\right.$ all weak solutions of $(1.1)$ such that $\left.\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right)\right\} ;$
$V_{0}^{c}:=\sup \left\{\mathbb{E}^{\mathbb{P}}[g(X)]:\right.$. all weak solutions of (1.1) such that $\left.\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{X}\right)\right\}$.

Remark 2.2. (i) For open-loop controls, under the stronger conditions that $b$ and $\sigma$ are uniformly Lipschitz continuous in $\mathbf{x} \in$ $\mathbb{X}_{n}$, one typically uses the strong formulation. That is, we fix a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and a Brownian motion $B$ on it. Then for any open-loop control $\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right)$, the SDE (1.1) admits a unique strong solution $X \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right)$.
(ii) For closed-loop controls, it is more convenient to use weak formulation. That is, we fix the canonical space $\Omega:=\mathbb{X}_{d+n}$, the canonical processes $(B, X)$, and set $\mathbb{F}:=\left\{\mathcal{F}_{t}\right\}_{0 \leq t \leq T}:=\mathbb{F}^{B, X}, \mathcal{F}:=$ $\mathcal{F}_{T}$. Then for any closed-loop control $\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{X}\right)$, a weak solution is mainly a probability $\mathbb{P}$ on the canonical space $\mathbb{X}_{d+n}$. We remark that, for given $\alpha$, there might be multiple (or no) $\mathbb{P}$ corresponding to $\alpha$.
(iii) For closed-loop controls, since the utility $\mathbb{E}^{\mathbb{P}}[g(X)$.$] in-$ volves only the $\mathbb{P}$-distribution of $X$, it is quite often that we consider instead the canonical space $\Omega:=\mathbb{X}_{n}$ with canonical process $X$, especially when $\sigma$ is non-degenerate and hence $B$ is $\mathbb{F}^{X}$-progressively measurable under $\mathbb{P}$.

Remark 2.3. The closed-loop control case actually includes more general situations, by increasing the dimension of the state process $X$ when needed.
(i) For the case $b=b(t, B, X, a), \sigma=\sigma(t, B, X, a), g=g(\underset{\sim}{B}, X)$ and/or $\alpha_{t}=\alpha_{t}(B, X)$ depend on both $B$ and $X$, we can set $\tilde{X}:=$ $(B, X)$ and consider the SDE in the form of (1.1):
$d \tilde{X}_{t}=\left[\begin{array}{c}0 \\ b\left(t, \tilde{X}, \alpha_{t}\right)\end{array}\right] d t+\left[\begin{array}{c}I_{d} \\ \sigma\left(t, \tilde{X}, \alpha_{t}\right)\end{array}\right] d B_{t}$.
We shall remark though, in this case the coefficients $b, \sigma, g$ are typically discontinuous in the $B$-component of $\tilde{X}$, and the PDE (1.7) or PPDE (1.9) is always degenerate. Both features could contribute to the possible discontinuity of the value function.
(ii) If we allow $\alpha$ to be in $\mathbb{L}^{0}(\mathbb{F})$ for the general $\mathbb{F}$ in Definition 2.1, we may still view $\alpha$ as a closed-loop control by considering a further enlarged state process $\hat{X}:=(\tilde{X}, \Gamma):=$ ( $В, Х, Г)$ :
$d \hat{X}_{t}=\left[\begin{array}{c}0 \\ b\left(t, \tilde{X}, \alpha_{t}\right) \\ \alpha_{t}\end{array}\right] d t+\left[\begin{array}{c}I_{d} \\ \sigma\left(t, \tilde{X}, \alpha_{t}\right) \\ 0\end{array}\right] d B_{t}$,
where $\Gamma_{t}=\int_{0}^{t} \alpha_{r} d r$. Note that in this case $\alpha$ is always in $\mathbb{L}^{0}\left(\mathbb{F}^{\Gamma}\right)$, and hence in $\mathbb{L}^{0}\left(\mathbb{F}^{\hat{X}}\right)$.

Remark 2.4. In this remark we discuss some standard approaches in the literature. These approaches require appropriate regularity conditions, which we want to avoid in this paper.
(i) For both open-loop and closed-loop controls, under appropriate regularity conditions, the dynamic value functions $v^{o}(t, \mathbf{x})$ and $v^{c}(t, \mathbf{x})$ would satisfy the dynamic programming principle, which leads to the PPDE (1.9). When (1.9) has a unique continuous viscosity solution, we have $v^{o}(t, \mathbf{x})=v^{c}(t, \mathbf{x})$ and in particular $V_{0}^{o}=V_{0}^{c}$. Moreover, from the Hamiltonian, one can construct naturally an (approximate) optimal control which is closed-loop. In particular, even for the open-loop control problem in (2.1), we have closed-loop (approximate) optimal controls.
(ii) Under sufficient regularity of the coefficients, any optimal open-loop control (if it exists) would satisfy the stochastic maximum principle, a Pontryagin type maximum principle, see Peng [15] or Yong-Zhou [2]. This method is not convenient for closed-loop control though, because it involves differentiation of the closed-loop controls $\alpha(t, \mathbf{x})$ with respect to $\mathbf{x}$. Nevertheless, the optimal open-loop control $\alpha^{*}\left(t, B_{[0, t]}\right)$ obtained from the stochastic maximum principle may turn out to be $\mathbb{F}^{X}$ progressively measurable, and in this case we also obtain the optimal closed-loop control $\tilde{\alpha}^{*}(t, \mathbf{x})$ determined by: $\tilde{\alpha}^{*}\left(t, X_{[0, t]}\right)=$ $\alpha^{*}\left(t, B_{[0, t]}\right), \mathbb{P}$-a.s.

## 3. A counterexample

In this section we construct a counterexample that $V_{0}^{o}$ and $V_{0}^{c}$ are indeed not equal. We first recall the following well-known result of Tsirelson [14].

Lemma 3.1. Let $t_{0}:=T$ and, for $k=-1,-2, \cdots, t_{k} \downarrow 0$ as $k$ $\rightarrow-\infty$. Define

$$
\begin{gathered}
\theta(x):=x-[x] \quad \forall x \in \mathbb{R} ; \quad[x] \text { is the greatest integer no more than } x, \\
\mu(t, \mathbf{x}):=\theta\left(\frac{\mathbf{x}_{t_{k}}-\mathbf{x}_{t_{k-1}}}{t_{k}-t_{k-1}}\right), \quad \mathbf{x} \in \mathbb{X}_{1}, \quad t \in\left[t_{k}, t_{k+1}\right), k \leqslant-1 .
\end{gathered}
$$

Then the following SDE has no strong solution:
$X_{t}=\int_{0}^{t} \mu\left(s, X_{.}\right) d s+B_{t}$.
We note that there is a typo in the statement of [14, Theorem]. In the definition of the coefficient $A$ there (our $\mu$ here), the domain $t \in\left[t_{k}, t_{k-1}\right)$ should be $t \in\left[t_{k}, t_{k+1}\right)$ as in (3.1).

We shall construct the counterexample in the setting of Remark 2.3(i). Set $n=d=1$, so the $\tilde{X}$ in (2.2) is two dimensional. We will use the notation $\tilde{\mathbf{x}}=(\omega, \mathbf{x}) \in \mathbb{X}_{2}$, where $\omega$ and $\mathbf{x}$ refer to the paths of $B$ and $X$, respectively.

Example 3.2. Let $A:=[0,1], x_{0}=0, b(t, \tilde{\mathbf{x}}, a):=a, \sigma(t, \tilde{\mathbf{x}}, a):=$ 1 , for $(t, \tilde{\mathbf{x}}, a) \in[0, T] \times \mathbb{X}_{2} \times A$, namely SDE (1.1) (or say, the second equation of (2.2)) becomes:
$X_{t}=\int_{0}^{t} \alpha_{s} d s+B_{t}$.
Moreover, $g(\tilde{\mathbf{x}}):=1_{D}(\tilde{\mathbf{x}})$, where, for $\tilde{\mathbf{x}}=(\omega, \mathbf{x}) \in \mathbb{X}_{2}$,

$$
\begin{gather*}
\alpha^{*}(t, \tilde{\mathbf{x}}):=0 \vee\left[\limsup _{h \rightarrow 0} \frac{\left.(\mathbf{x}-\omega)_{t}-(\mathbf{x}-\omega)_{(t-h)^{+}}\right] \wedge 1,}{h}\right] \\
D:=\left\{\tilde{\mathbf{x}} \in \mathbb{X}_{2}: \int_{0}^{T}\left|\alpha^{*}(t, \tilde{\mathbf{x}})-\mu(t, \mathbf{x})\right| d t=0\right\} \tag{3.4}
\end{gather*}
$$

Then $V_{0}^{o}=0<1=V_{0}^{c}$.
Proof. We first prove $V_{0}^{c}=1$. Since $g \leqslant 1$, it is clear that $V_{0}^{c} \leqslant 1$. Next, by Girsanov theorem, SDE (3.2) has a unique (in law) weak solution $(\Omega, \mathcal{F}, \mathbb{P}, B, X)$. Denote $\tilde{X}:=(B, X)$ as usual and consider the closed-loop control $\alpha_{t}:=\mu(t, X)$, which is obviously $\mathbb{F}^{X}$ progressively measurable. Note that $\mu$ takes values in [ 0,1$]$. Then $\left(\Omega, \mathcal{F}, \mathbb{F}^{\tilde{X}}, \mathbb{P}, B, X, \alpha\right)$ is a weak solution to $\operatorname{SDE}(3.3)$ in the sense of Definition 2.1 and $\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{\tilde{X}}\right)$. Therefore, $V_{0}^{c} \geqslant \mathbb{E}^{\mathbb{P}}[g(\tilde{X})]=$ $\mathbb{P}(\tilde{X} \in D)$. By (3.2), it is clear that

$$
\begin{aligned}
& \limsup _{h \rightarrow 0} \frac{(X-B)_{t}-(X-B)_{(t-h)^{+}}}{h} \\
& \quad=\limsup _{h \rightarrow 0} \frac{1}{h} \int_{(t-h)^{+}}^{t} \mu(s, X .) d s=\mu(t, X .), \quad d t \times d \mathbb{P} \text {-a.s. }
\end{aligned}
$$

Then
$\alpha^{*}\left(t, \tilde{X}_{t}\right)=\mu\left(t, X_{t}\right), d t \times d \mathbb{P}$-a.s., and thus $\tilde{X} \in D, \mathbb{P}$-a.s.
This implies $V_{0}^{c} \geqslant \mathbb{P}(\tilde{X} \in D)=1$, and therefore, $V_{0}^{c}=1$.
It remains to show that $V_{0}^{0}=0$. Let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}, B, X, \alpha)$ be an arbitrary weak solution to SDE (3.3) with open-loop control $\alpha \in \mathbb{L}_{\tilde{X}}^{0}\left(\mathbb{F}^{B}\right)$. Note that in this case $X \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right)$ is a strong solution, then $\tilde{X} \in \mathbb{L}^{0}\left(\mathbb{F}^{B} ; \mathbb{R}^{2}\right)$. For the $t_{k}$ in Lemma 3.1, introduce:
$E_{k}:=\left\{\int_{0}^{t_{k}}\left|\alpha_{t}-\mu(t, X)\right| d t=0\right\}, k \leqslant-1, \quad E_{\infty}:=\lim _{k \rightarrow-\infty} E_{k}$.

Note that $E_{k} \uparrow E_{\infty}$ as $k \rightarrow-\infty$. Clearly $E_{k} \in \mathcal{F}_{t_{k}}^{B}$, then by the Blumenthal 0 - 1 law we have $\mathbb{P}\left(E_{\infty}\right)=0$ or 1. If $\mathbb{P}\left(E_{\infty}\right)=0$, since $\{\tilde{X} \in D\}=E_{0} \subset E_{\infty}$, then $\mathbb{E}^{\mathbb{P}}[g(\tilde{X})]=\mathbb{P}(\tilde{X} \in D)=0$, which is the desired equality we want. So from now on we assume by contradiction that $\mathbb{P}\left(E_{\infty}\right)=1$.

For each $k \leqslant-1$, introduce $\alpha^{k}, X^{k} \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right)$ as follows:

$$
\begin{aligned}
\alpha_{t}^{k}:=\alpha_{t}, t \in\left[0, t_{k}\right) ; \quad \alpha_{t}^{k}:= & \theta\left(\frac{B_{t_{i}}-B_{t_{i-1}}+\int_{t_{i-1}}^{t_{i}} \alpha_{s}^{k} d s}{t_{i}-t_{i-1}}\right), \quad t \in\left[t_{i}, t_{i+1}\right), \\
& i=k, \cdots,-1 ; \\
X^{k}: & =\int_{0}^{t} \alpha_{s}^{k} d s+B_{s} .
\end{aligned}
$$

Note that, for $i<k$,
$\alpha_{t}=\mu(t, X)=\theta\left(\frac{B_{t_{i}}-B_{t_{i-1}}+\int_{t_{i-1}}^{t_{i}} \alpha_{s} d s}{t_{i}-t_{i-1}}\right), \quad d t \times d \mathbb{P}$-a.s. on $\left[t_{i}, t_{i+1}\right) \times E_{k}$.

Now for $n<k$, since $E_{k}$ is increasing as $k \rightarrow-\infty$, clearly ( $\alpha_{t}^{n}$, $\left.X_{t}^{n}\right)=\left(\alpha_{t}^{k}, X_{t}^{k}\right)=\left(\alpha_{t}, X_{t}\right)$ for $t \leqslant t_{n}$, and for $i=n, \cdots, k-1$, by applying (3.6) for $n$ and (3.7) for $k$ we see that
$\left(\alpha_{t}^{n}, X_{t}^{n}\right)=\left(\alpha_{t}^{k}, X_{t}^{k}\right), \quad \alpha_{t}^{k}=\mu\left(t, X^{k}\right), \quad$ on $\left[t_{i}, t_{i+1}\right) \times E_{k}$.
Then by applying (3.6) for both $n$ and $k$ and recalling (3.1) we see that (3.8) holds on $\left[t_{i}, t_{i+1}\right) \times E_{k}$ for $i=k, \cdots,-1$ as well. That is, (3.8) holds $d t \times d \mathbb{P}$-a.s. on $[0, T] \times E_{k}$ for all $n \leqslant k$. In particular, this implies the following limits exist:
$\hat{\alpha}:=\lim _{k \rightarrow-\infty} \alpha^{k} \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right), \quad \hat{X}:=\lim _{k \rightarrow-\infty} X^{k} \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right), \quad d t \times d \mathbb{P}$-a.s.

Then, by (3.6) we have
$\hat{\alpha}_{t}=\mu(t, \hat{X}), \quad \hat{X}_{t}=\int_{0}^{t} \hat{\alpha}_{s} d s+B_{t}$,
$d t \times d \mathbb{P}$-a.s. on $[0, T] \times E_{k}$ for each $k$, and thus $d t \times d \mathbb{P}$-a.s. on $[0, T] \times E_{\infty}$. By the assumption $\mathbb{P}\left(E_{\infty}\right)=1$, we see that (3.10) holds $d t \times d \mathbb{P}$-a.s. on $[0, T] \times \Omega$. This implies that $\hat{X}$ is a strong solution of $\operatorname{SDE}$ (3.2), which is a desired contradiction. So $\mathbb{P}\left(E_{\infty}\right)=$ 0 for all weak solutions with open-loop controls, and therefore $V_{0}^{o}=0$.

Remark 3.3. In this remark we present some related interesting questions we would like to explore in the future research.
(i) The above counterexample relies heavily on the path dependence of the terminal condition $g$, and control only enters in the drift. Is it possible to construct a counterexample such that all the coefficients are state dependent, and/or the control appears in the diffusion as well?
(ii) Regardless of whether the open-loop and closed-loop dynamic value functions are equal or not, they might be discontinuous in general. Is it possible to establish the connection between these value functions and the so-called discontinuous viscosity solutions of the HJB equations?

## 4. Some further discussions

In this section we provide some further discussions on the relationship between $V_{0}^{o}$ and $V_{0}^{c}$ in general setting, without invoking the viscosity solution approach. The arguments are rather standard and the conditions are restrictive in some aspects. Our main point is that these results do not require the continuity of the coefficients, especially $g$. It will be very interesting to explore more general results when we lose the desired regularity, which we leave to future research.

Proposition 4.1. Assume $n=d, \sigma$ takes values in $\mathbb{S}^{n}$ and is positive definite, and $b=b(t, \mathbf{x})$ does not depend on $\alpha$. Then we have $V_{0}^{o} \leqslant V_{0}^{c}$.

Proof. Let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}, B, X, \alpha)$ be an arbitrary weak solution of (1.1) such that $\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right)$. Note that the quadratic variation process $\langle X\rangle$ is in $\mathbb{L}^{0}\left(\mathbb{F}^{X} ; \mathbb{S}^{n}\right)$, then so is $\sigma\left(t, X, \alpha_{t}\right)=\left(\frac{d}{d t}\langle X\rangle_{t}\right)^{\frac{1}{2}}$, thanks to the assumption that $\sigma$ is positive definite. Note that
$d B_{t}=\sigma^{-1}\left(t, X, \alpha_{t}\right)\left[d X_{t}-b(t, X) d t\right]=\left(\frac{d}{d t}\langle X\rangle_{t}\right)^{-\frac{1}{2}}\left[d X_{t}-b(t, X) d t\right]$.

Then $B \in \mathbb{L}^{0}\left(\mathbb{F}^{X}\right)$ and thus $\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right) \subseteq \mathbb{L}^{0}\left(\mathbb{F}^{X}\right)$. This implies $\mathbb{E}^{\mathbb{P}}[g(X)] \leqslant V_{0}^{c}$, hence $V_{0}^{o} \leqslant V_{0}^{c}$.

Following Krylov [16], Gyongy [17], and Brunick-Shreve [18], we have the following result in the state dependent case.

Proposition 4.2. Assume $b, \sigma, g$ are state dependent, and for any $(t, x) \in[0, T] \times \mathbb{R}^{n}$, the set $\left\{\left(b(t, x, a), \sigma \sigma^{\top}(t, x, a)\right): a \in A\right\} \subset$ $\mathbb{R}^{n} \times \mathbb{R}^{n \times d}$ is convex. Then $V_{0}^{o} \leqslant V_{0}^{c}$.

Proof. Note that we allow $\sigma$ to be degenerate. By increasing the dimension of either $B$ or $X$ to $n \vee d$, if necessary, we may assume without loss of generality that $n=d$.

Let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}, B, X, \alpha)$ be an arbitrary weak solution of SDE (1.1) in the state dependent setting such that $\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{B}\right)$. By setting $Y:=X-x_{0}$ and $Z:=X$ in [18, Theorem 3.6], we have
(i) there exists a measurable function $(\hat{b}, \hat{\sigma}):[0, T] \times \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{n} \times \mathbb{S}^{n}$ such that
$\hat{b}\left(t, X_{t}\right)=\mathbb{E}^{\mathbb{P}}\left[b\left(t, X_{t}, \alpha_{t}\right) \mid X_{t}\right], \quad \hat{\sigma}^{2}\left(t, X_{t}\right)=\mathbb{E}^{\mathbb{P}}\left[\sigma \sigma^{\top}\left(t, X_{t}, \alpha_{t}\right) \mid X_{t}\right] ;$
(ii) there exist a probability space $(\hat{\Omega}, \hat{\mathcal{F}}, \hat{\mathbb{P}})$, a Brownian motion $\hat{B}$, and a process $\hat{X}$ such that

$$
\begin{equation*}
\hat{X}_{t}=x_{0}+\int_{0}^{t} \hat{b}\left(s, \hat{X}_{s}\right) d s+\int_{0}^{t} \hat{\sigma}\left(s, \hat{X}_{s}\right) d \hat{B}_{s}, \quad \hat{\mathbb{P}} \text {-a.s. } \tag{4.2}
\end{equation*}
$$

(iii) for any $t$, the $\hat{\mathbb{P}}$-distribution of $\hat{X}_{t}$ is equal to the $\mathbb{P}$-distribution of $X_{t}$.

Since $\left\{\left(b(t, x, a), \sigma \sigma^{\top}(t, x, a)\right): a \in A\right\}$ is convex, by (4.1) there exists a measurable mapping $\hat{\alpha}:[0, T] \times \mathbb{R}^{n} \rightarrow A$ such that
$\hat{b}\left(t, X_{t}\right)=b\left(t, X_{t}, \hat{\alpha}\left(t, X_{t}\right)\right), \quad \hat{\sigma}^{2}\left(t, X_{t}\right)=\sigma \sigma^{\top}\left(t, X_{t}, \hat{\alpha}\left(t, X_{t}\right)\right)$.

Moreover, there exists a mapping $Q:[0, T] \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ such that $Q(t, x)$ is an orthogonal matrix and $\hat{\sigma}(t, x)=\sigma(t, x, \hat{\alpha}(t, x))$ $Q(t, x)$. Denote $\tilde{B}_{t}:=\int_{0}^{t} Q\left(s, \hat{X}_{s}\right) d \hat{B}_{s}$, which is still a $\hat{\mathbb{P}}$-Brownian motion. Then (4.2) and (4.3) imply
$\hat{X}_{t}=x_{0}+\int_{0}^{t} b\left(s, \hat{X}_{s}, \hat{\alpha}\left(s, \hat{X}_{s}\right)\right) d s+\int_{0}^{t} \sigma\left(s, \hat{X}_{s}, \hat{\alpha}\left(s, \hat{X}_{s}\right)\right) d \tilde{B}_{s}, \quad \hat{\mathbb{P}}$-a.s.
This means that $\left(\hat{\Omega}, \hat{\mathcal{F}}, \mathbb{F}^{\hat{B}}, \hat{X}, \hat{\mathbb{P}}\right)$ and $(\tilde{B}, \hat{X}, \hat{\alpha}(\hat{X}))$ is a weak solution to (1.1) and $\hat{\alpha}(\hat{X}) \in \mathbb{L}^{0}\left(\mathbb{F}^{\hat{X}}, \hat{\mathbb{P}}\right)$, and thus $\mathbb{E}^{\hat{\mathbb{P}}}\left[g\left(\hat{X}_{T}\right)\right] \leqslant V_{0}^{c}$. Finally, by (iii) we have $\mathbb{E}^{\mathbb{P}}\left[g\left(X_{T}\right)\right]=\mathbb{E}^{\hat{\mathbb{P}}}\left[g\left(\hat{X}_{T}\right)\right] \leqslant V_{0}^{c}$.

We remark that, in (iii) above, only the marginal distributions are equal. In general the $\hat{\mathbb{P}}$ (joint) distribution of the process $\hat{X}_{[0, T]}$ does not coincide with the $\mathbb{P}$ distribution of $X_{[0, T]}$, so we are not able to extend these arguments to the path dependent case.

Proposition 4.3. Under the following two conditions we have $V_{0}^{c}$ $\leqslant V_{0}^{o}$ :
(i) $\sigma=\sigma(t, \mathbf{x})$ does not depend on $\alpha$ and is uniformly Lipschitz continuous in $\mathbf{x}$;
(ii) $b=\sigma \lambda$ where the function $\lambda:[0, T] \times \mathbb{X}_{n} \times A \rightarrow \mathbb{R}^{d}$ is bounded, continuous in a, and uniformly Lipschitz continuous in $\mathbf{x}$.

Proof. Let $(\Omega, \mathcal{F}, \mathbb{F}, \mathbb{P}, B, X, \alpha)$ be an arbitrary weak solution of (1.1) such that $\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{X}\right)$. It suffices to show that $\mathbb{E}^{\mathbb{P}}[g(X).] \leqslant V_{0}^{o}$. For this purpose, we denote
$B_{t}^{\alpha}:=B_{t}+\int_{0}^{t} \lambda\left(s, X ., \alpha_{s}\right) d s, \quad \frac{d \mathbb{P}^{\alpha}}{d \mathbb{P}}:=M_{T}^{\alpha}:=e^{-\int_{0}^{T} \lambda\left(s, X, \alpha_{s}\right) d B_{s}-\frac{1}{2} \int_{0}^{T}\left|\lambda\left(s, X, \alpha_{s}\right)\right|^{2} d s}$.

By Girsanov Theorem, we know that $\mathbb{P}^{\alpha} \sim \mathbb{P}$ (meaning that they are equivalent) and $B^{\alpha}$ is a $\mathbb{P}^{\alpha}$-Brownian motion. Note that
$X_{t}=x_{0}+\int_{0}^{t} \sigma(s, X) d B_{s}^{\alpha}$.
Fix a probability space $\left(\Omega^{0}, \mathcal{F}^{0}, \mathbb{P}^{0}\right)$ and a Brownian motion $B^{0}$ on it. Under (i) the SDE
$X_{t}^{0}=x_{0}+\int_{0}^{t} \sigma\left(s, X^{0}\right) d B_{s}^{0}, \quad \mathbb{P}^{0}$-a.s.
has a unique strong solution $X^{0}$. Now compare (4.4) and (4.5) we see that the $\mathbb{P}^{\alpha}$-distribution of $\left(B^{\alpha}, X\right)$ is equal to the $\mathbb{P}^{0}$ distribution of $\left(B^{0}, X^{0}\right)$. Since $\alpha \in \mathbb{L}^{0}\left(\mathbb{F}^{X}, \mathbb{P}\right)$, we may write it as $\alpha(t, X$. ). Then

$$
\begin{gather*}
\mathbb{E}^{\mathbb{P}}[g(X .)]=\mathbb{E}^{\mathbb{P}^{\alpha}}\left[\left(M_{T}^{\alpha}\right)^{-1} g(X .)\right]=\mathbb{E}^{\mathbb{P}^{0}}\left[N_{T}^{\alpha} g\left(X^{0}\right)\right], \\
\text { where } N_{T}^{\alpha}:=\exp \left(\int_{0}^{T} \lambda\left(s, X^{0}, \alpha\left(s, X^{0}\right)\right) d B_{s}^{0}-\frac{1}{2} \int_{0}^{T}\left|\lambda\left(s, X^{0}, \alpha\left(s, X^{0}\right)\right)\right|^{2} d s\right) . \tag{4.6}
\end{gather*}
$$

For fixed $\mathbb{P}^{0}$, there exist piecewise constant processes $\alpha^{n}\left(t, X^{0}\right)$ $=\sum_{i=0}^{n-1} \alpha^{n}\left(t_{i}, X^{0}\right) 1_{\left[t_{i}, t_{i+1}\right)}(t)$ such that $\lim _{n \rightarrow \infty} \mathbb{E}^{\mathbb{P}^{0}}\left[\int_{0}^{T} \mid \alpha^{n}\left(t, X^{0}\right)-\right.$ $\left.\left.\alpha\left(t, X^{0}\right)\right|^{2} d t\right]=0$. Then by (ii) one can easily show that
$\lim _{n \rightarrow \infty} \mathbb{E}^{\mathbb{P}^{0}}\left[\left|N_{T}^{\alpha^{n}}-N_{T}^{\alpha}\right|^{2}\right]=0, \quad$ and hence $\quad \lim _{n \rightarrow \infty} \mathbb{E}^{\mathbb{P}^{0}}\left[N_{T}^{\alpha^{n}} g\left(X^{0}\right)\right]$
$=\mathbb{E}^{\mathbb{P}^{0}}\left[N_{T}^{\alpha} g\left(X^{0}\right)\right]$.
For each $n$, by the Girsanov theorem we have $\mathbb{E}^{\mathbb{P}^{0}}\left[N_{T}^{\alpha^{n}} g\left(X_{.}^{0}\right)\right]=$ $\mathbb{E}^{\mathbb{P}^{n}}\left[g\left(X^{0}\right)\right]$, where $\mathbb{P}^{n} \sim \mathbb{P}^{0}$ is a probability measure, $B_{t}^{n}:=B_{t}^{0}-$ $\int_{0}^{t} \lambda\left(s, X^{0}, \alpha^{n}\left(s, X^{0}\right)\right) d s$ is an $\mathbb{P}^{n}$-Brownian motion, and
$X_{t}^{0}=x_{0}+\int_{0}^{t} b\left(s, X^{0}, \alpha^{n}\left(s, X^{0}\right)\right) d s+\int_{0}^{t} \sigma\left(s, X^{0}\right) d B_{s}^{n}$.
Since $\alpha^{n}$ is piecewise constant, and $b, \sigma$ are uniformly Lipschitz continuous in $\mathbf{x}$, by induction on $i$ one can easily show that $\mathbb{F}^{X^{0}} \subset$ $\mathbb{F}^{B^{n}}$, where the augmentation is under $\mathbb{P}^{0}$ and equivalently under $\mathbb{P}^{n}$. Then $\alpha^{n}\left(t, X^{0}\right) \in \mathbb{L}^{0}\left(\mathbb{F}^{B^{n}}, \mathbb{P}^{0}\right)$, namely is an open-loop control. This implies that $\mathbb{E}^{\mathbb{P}^{0}}\left[N_{T}^{\alpha^{n}} g\left(X_{0}^{0}\right)\right]=\mathbb{E}^{\mathbb{P}^{n}}\left[g\left(X^{0}\right)\right] \leqslant V_{0}^{o}$. Then by (4.6) and (4.7) we have $\mathbb{E}^{\mathbb{P}}[g(X)]=.\mathbb{E}^{\mathbb{P}^{0}}\left[N_{T}^{\alpha} g\left(X_{.}^{0}\right)\right] \leqslant V_{0}^{o}$, and therefore $V_{0}^{c} \leqslant V_{0}^{o}$.

Note again that in the above proof, we may allow $g$ to be discontinuous. Combine Propositions 4.2 and 4.3, we immediately have the following.

Corollary 4.4. Assume $b, \sigma, g$ are state dependent, and
(i) $\sigma=\sigma(t, x)$ does not depend on $\alpha$ and is uniformly Lipschitz continuous in $x$;
(ii) $b=\sigma \lambda$ where the function $\lambda:[0, T] \times \mathbb{R}^{n} \times A \rightarrow \mathbb{R}^{d}$ is bounded, continuous in a, uniformly Lipschitz continuous in $x$, and the set $\{\lambda(t, x, a): a \in A\} \subset \mathbb{R}^{d}$ is convex.

Then $V_{0}^{0}=V_{0}^{c}$.

Remark 4.5. Under the conditions in Corollary 4.4, obviously the dynamic value functions for the control problem on $[t, T]$ with initial value $x$ are also equal: $v^{o}(t, x)=v^{c}(t, x)=: v(t, x)$. However, we emphasize here that $g$ can be discontinuous and $\sigma$ can be degenerate, then $v$ might be discontinuous. One trivial example is: $b=0, \sigma=0$, then $v(t, x)=g(x)$ for all $t$, which will be discontinuous if $g$ is so.

## Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

## References

[1] W.H. Fleming, H.M. Soner, Controlled Markov Processes and Viscosity Solutions, Springer-Verlag, New York, 1992.
[2] J. Yong, X.Y. Zhou, Stochastic Control: Hamiltonian Systems and HJB Equations, Springer-Verlag, New York, 1999.
[3] B. Dupire, Functional Itô calculus, Quant. Finance 19 (2019) 721-729.
[4] J. Zhang, Backward Stochastic Differential Equations: From Linear to Fully Nonlinear Theory, Springer, 2017.
[5] G. Barles, B. Perthame, Discontinuous solutions of deterministic optimal stopping time problems, Math. Modelling Numer. Anal. 21 (1987) 557-579.
[6] E.N. Barron, R. Jensen, Semicontinuous viscosity solutions for HamiltonJacobi equations with convex hamiltonian, Comm. Partial Differential Equations 15 (1990) 1713-1742.
[7] M. Bertsch, R. Dal Passo, M. Ughi, Discontinuous viscosity solutions of a degenerate parabolic equation, Trans. AMS 320 (1990) 779-798.
[8] M. Bardi, I. Capuzzo-Dolcetta, Optimal Control and Viscosity Solutions of Hamilton-Jacobi-Bellman Equations, Springer, 1997.
[9] G.-Q. Chen, B. Su, Discontinuous solutions for Hamiltonian-Jacobi equations: uniqueness and regularity, Discrete Contin. Dyn. Syst. 9 (2003) 167-192.
[10] M. Bertsch, F. Smarrazzo, A. Terracina, A. Tesei, Discontinuous viscosity solutions of first order Hamilton-Jacobi equations, preprint, arXiv:1906. 05625.
[11] Z. Feinstein, B. Rudloff, J. Zhang, Dynamic set values for nonzero sum games with multiple equilibriums, Math. Oper. Res. (2021) in press, arXiv: 2002.00449.
[12] D. Possamai, N. Touzi, J. Zhang, Zero-sum path-dependent stochastic differential games in weak formulation, Ann. Appl. Probab. 30 (2020) 1415-1457.
[13] J. Sun, J. Yong, Linear quadratic stochastic differential games: openloop and closed-loop saddle points, SIAM J. Control Optim. 52 (2014) 4082-4121.
[14] B. Tsirelson, An example of a stochastic differential equation having no strong solution, Theory Probab. Appl. 20 (1975) 416-418.
[15] S. Peng, A general stochastic maximum principle for optimal control problems, SIAM J. Control Optim. 28 (1990) 966-979.
[16] N.V. Krylov, Once more about the connection between elliptic operators and Itô's stochastic equations, in: Statistics and Control of Stochastic Processes (Moscow, 1984), Optimization Software, New York, 1985, pp. 214-229.
[17] I. Gyongy, Mimicking the one-dimensional marginal distributions of processes having an Itô differential, Probab. Theory Relat. Fields 71 (1986) 501-516.
[18] G. Brunick, S. Shreve, Mimicking an Itô process by a solution of a stochastic differential equations, Ann. Appl. Probab. 23 (2013) 1584-1628.


[^0]:    * Corresponding author.

    E-mail addresses: jiongmin.yong@ucf.edu (J. Yong), jianfenz@usc.edu (J. Zhang).

    1 All the results in the paper are the product of the collaboration of the authors. So the two authors share equal credit.
    2 This work is supported in part by National Science Foundation, United States of America grant DMS-1812921.
    3 This author is supported in part by National Science Foundation, United States of America grant DMS-1908665.

