Topics for the Graduate Exam in Probability (507a)

Most of the following topics are normally covered in the course Math 507a.

This is a one hour exam.


The classical Central Limit Theorem. Lindeberg’s condition.

Convergence to Poisson.

References:

P. Billingsley, Probability and Measure
L. Breiman, Probability
K.L. Chung, A Course in Probability Theory
R. Durrett, Probability: Theory and Examples
A.N. Shiryaev, Probability
Topics for the Graduate Exam in Statistics 541b

Most of the following topics are normally covered in the course Math 541b.

This is a one hour exam.

Hypotheses testing, Neyman-Pearson lemma, consistency, unbiasedness, power, monotone likelihood ratio, uniformly most powerful tests.

Generalized likelihood ratio procedures, asymptotics

Confidence intervals, tolerance intervals.

Goodness of fit tests, Chi squared test, contingency tables, Kolmogorov Smirnov test.

Sequential testing

The jackknife, jackknife estimate of bias, jackknife estimate of variance, the Efron Stein inequality and applications.

The Bootstrap, smooth bootstrap, bootstrap in regression, bootstrap confidence intervals, bias corrected percentile method confidence intervals.

Theory of Markov chains, stationarity, reversibility.

Hidden Markov models.

Metropolis, Metropolis Hastings algorithm. The Gibbs Sampler.

EM algorithm, asymptotic theory, convergence.

References:

G. Casella and R.L. Berger, Statistical Inference
T.S. Ferguson, A Course in Large Sample Theory
P.J. Bickel and A. Doksum, Mathematical Statistics
E.L. Lehmann, Theory of Point Estimation
G.J. McLachlan and T. Krishnan, The EM Algorithm and Extensions
B. Efron, The Jackknife, the Bootstrap and Other Resampling Plans
W.R. Gilks, S. Richardson, and D.J. Spiegelhalter, Markov Chain Monte Carlo in Practice
O. Häggström, Finite Markov Chains and Algorithmic Applications
(1) (a) Define “The family of random variables \( \{X_1, X_2, \ldots \} \) is uniformly integrable.”
(b) Give an example of a sequence of random variables \( X_n, n = 1, 2, \ldots \) where \( X_n \geq 0, \mathbb{E}X_n = 1 \) and the family of random variables \( \{X_1, X_2, \ldots \} \) is not uniformly integrable.

For parts (c) and (d) assume that \( X_n \to X \) a.s. as \( n \to \infty \) and that \( X_n \geq 0 \) for all \( n, \omega \).
(c) Assume that \( \{X_1, X_2, \ldots \} \) is uniformly integrable. Prove that \( \mathbb{E}X_n \to \mathbb{E}X \) as \( n \to \infty \).
(d) Assume that \( \mathbb{E}X_n \to \mathbb{E}X \) as \( n \to \infty \). Prove that \( \{X_1, X_2, \ldots \} \) is uniformly integrable.
(e) Let \( f : [0, \infty) \to [0, \infty) \) with
\[
\lim_{x \to \infty} \frac{f(x)}{x} = \infty.
\]
If \( X_n \geq 0, \mathbb{E}f(X_n) \geq c < \infty \), show that \( \{X_1, X_2, \ldots \} \) is uniformly integrable.

(2) (a) Let \( Y_n, n \geq 1 \) be random variables and \( Y'_n \) independent of \( Y_n \) with the same distribution as \( Y_n \). If \( Y_n \) converges in distribution show that \( Y_n \to Y'_n \) also converges in distribution.
(b) Let \( X_1, X_2, \ldots \) be independent and identically distributed with characteristic function \( f(t) = \exp(-c|t|^{\alpha}) \) where \( c > 0, \alpha > 0 \) are constants, and let \( S_n = X_1 + X_2 + \cdots + X_n \). Find constants \( a_n \) so \( a_nS_n \) converges in distribution to some random variable \( Z \). How is \( Z \) related to \( X_1 \)?

(3) Let \( \theta \in \Theta = (-\infty, \infty) \) and \( X_1, X_2, \ldots, X_n \) be independent and identically distributed with density
\[
f(x; \theta) = I(|x - \theta| \leq 1/2)
\]
as usual, denote the order statistics by \( X_{(1)} < X_{(2)} < \cdots < X_{(n)} \).
(a) Show that \( (X_{(1)}, X_{(n)}) \) is sufficient for \( \theta \).
(b) Show that \( T_n = \frac{1}{2}(X_{(n)} + X_{(1)}) \) is unbiased for \( \theta \).
(c) Compute the variance of \( T_n \).
(d) Find a maximum likelihood estimate for \( \theta \) based on \( (X_{(1)}, X_{(n)}) \). Is it unique?

(4) Let \( \theta \in \Theta = (0, \infty) \) and \( X_1, X_2, \ldots, X_n \) be independent and identically distributed with density
\[
f(x; \theta) = I(x \in [0, \theta])
\]
Construct uniformly minimum variance unbiased estimators \( q(\theta) \) for the following choices of \( q(\theta) \), or prove they do not exist.
(a) \( q(\theta) = \theta^k \) for \( k \in \{1, 2, \ldots \} \).
(b) \( q(\theta) = e^\theta \).
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(1) Recall that we say the distribution functions $F_n$ converge in distribution to the distribution function $F$, written $F_n \Rightarrow F$, if

$$\lim_{n \to \infty} F_n(x) = F(x)$$

at all continuity points of $F$. Show that $F_n \Rightarrow F$ if and only if for all bounded continuous functions $h$

$$\int h \ dF_n \to \int h \ dF \quad \text{as} \ n \to \infty$$

(2) Suppose $X, X_1, X_2, \ldots$ are iid with values in $(1, \infty)$. State a condition on $X$ which is necessary and sufficient for $\lim_{n \to \infty} (X_1 X_2 \cdots X_n)^{1/n}$ to exist almost surely and be finite. Demonstrate why your condition is necessary.

(3) (a) Let $X_1, \ldots, X_n$ be independent normal variates with common variance $\sigma^2$. With $\mu_1, \ldots, \mu_n$ not all zero, derive the level $\alpha$ most powerful test for the hypotheses

$$H_0 : \mathbb{E}X_1 = \cdots = \mathbb{E}X_n = 0 \quad \text{versus} \quad H_1 : \mathbb{E}X_1 = \mu_1, \ldots, \mathbb{E}X_n = \mu_n$$

(b) Find the level $\alpha$ most powerful test for the above hypotheses when $X = (X_1, \ldots, X_n)$ is multivariate normal with known covariance matrix $\Sigma$.

(4) (a) Complete the following statement of the factorization theorem. In a regular model, a statistic $T(X)$ is sufficient for $\theta$ if and only if there exists functions $g$ and $h$ such that:

(b) Let $X_1, X_2, \ldots, X_n$ be independent Cauchy ($\theta$) random variables each with density

$$p(x; \theta) = \frac{1}{\pi} \left( \frac{1}{1 + (x - \theta)^2} \right)$$

Show that the order statistics $(X_{(1)}, \ldots, X_{(n)})$ are minimal sufficient for $\theta$. 
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To pass you must do well enough on both the Probability (problems 1,2,3) and the Statistics (problems 4,5)--high performance on one portion does not compensate for insufficient performance on the other.

(1) Suppose \( X_1, X_2, \ldots \) are iid.

(a) If \( E|X_1|^\alpha \) is finite for some \( \alpha > 0 \), show that \( \max_{1 \leq k \leq n} |X_k| / n^{1/\alpha} \to 0 \) a.s.

(b) If \( EX_1 \) is finite and nonzero, show that \( \max_{1 \leq k \leq n} |X_k| / |S_n| \to 0 \) a.s.

(2) Suppose \( X_n \to X \) in distribution and \( Y_n \to 1 \) in probability. Show that \( X_n Y_n \to X \) in distribution.

(3) Suppose \( \varphi_n \) and \( \varphi_\infty \) are characteristic functions and suppose \( \varphi_n \to \varphi_\infty \) pointwise, the corresponding d.f.'s \( F_n \) and \( F_\infty \) are continuous, and \( \varphi_n \in L^1 \) for all \( n \leq \infty \).

(a) Use the general inversion formula for characteristic functions (not other methods) to show that the corresponding random variables have densities \( f_n, f_\infty \) given by

\[
  f_n(x) = (2\pi)^{-1} \int_{-\infty}^{\infty} e^{-itx} \varphi_n(t) \, dt, \quad n \leq \infty.
\]

(b) Let \( \varepsilon > 0 \). Show that if \( h \) is sufficiently small then for all sufficiently large \( n \) (including \( n = \infty \)), \( \sup_t |\varphi_n(t + h) - \varphi_n(t)| < \varepsilon \).

It follows from (b) and the Arzela-Ascoli theorem that \( \varphi_n \to \varphi_\infty \) uniformly on bounded intervals. YOU NEED NOT PROVE THIS, but you may use it.

(c) Suppose \( \varphi_n \) and \( \varphi_\infty \) are all dominated by a function \( g \) in \( L^1 \) (that is, \( |f_n(t)| \leq g(t) \) for all \( n \) and all \( t \) ). Show that \( f_n \to f_\infty \) uniformly on \( \mathbb{R} \).
4. Let \( \mathbf{X} = (X_1, X_2) \) be bivariate normal, with common unknown mean \( \mu \), and known variances \( \sigma_1^2, \sigma_2^2 \), and correlation \( \rho \).

a) What is the Fisher information \( I(\mu) \) based on one observation of the pair \( (X_1, X_2) \)?

b) Express \( I(\mu) \) as a function of \( \rho \) in the special case \( \sigma_1^2 = \sigma_2^2 = 1 \).

c) Explain why the expression found in part b takes on the values it does, in the (further) special cases when \( \rho = 0 \) and \( \rho = 1 \).

d) What is the Fisher information \( I(\mu) \) based on one observation \( \mathbf{X} \) of a multivariate \( p \)-dimensional normal vector whose components have common mean \( \mu \) and known covariance matrix \( \Sigma \)?

5. Recall for \( \mu > 0 \) the exponential density with parameter \( \mu \) is \( \mu \exp(-\mu x) \) when \( x \) is positive. Let \( \mu, \nu \) be positive and suppose that \( X_1, \ldots, X_n \) are exponential with parameter \( \mu \), and \( Y_1, \ldots, Y_m \) are exponential with parameter \( \nu \) and that all variables are independent.

a) Construct the generalized likelihood ratio test for the hypotheses \( H_0 : \mu = \nu \) versus \( H_1 : \mu \neq \nu \) and show that it can be based on the statistic

\[
T(X_1, \ldots, X_n, Y_1, \ldots, Y_m) = \frac{X_1 + \cdots + X_n}{X_1 + \cdots + X_n + Y_1 + \cdots + Y_m}.
\]

In particular, express the critical region of this test in terms of \( T \).

b) What is the distribution of \( T \) under the null hypotheses?

c) For the case \( n = m \), show that the rejection region can be written as \( \{ T : |T - a| > b \} \) and find \( a \). Can the type I error probability in this case be written entirely in terms of the cumulative distribution function of \( T \)?
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Answer the Probability section and Statistics section on separate pages.
JUSTIFY YOUR ANSWERS.

Section I. Probability

DO ANY TWO OF THE FOLLOWING FOUR PROBLEMS.

Q1  (a) For arbitrary events $A_1, A_2, \ldots$, prove that

$$\mathbb{P}(\lim \inf A_n) \leq \lim \inf \mathbb{P}(A_n) \leq \lim \sup \mathbb{P}(A_n) \leq \mathbb{P}(\lim \sup A_n).$$

(b) Show, by a single example, that all three inequalities above may be strict.
(c) Prove $\mathbb{P}(A_n \text{ infinitely often }) = 1$ if and only if $\sum \mathbb{P}(A_n \cap B) = \infty$ for all $B$ with $\mathbb{P}(B) > 0$.

Q2  Assume $X_1, X_2, \ldots$ are random variables, not necessarily independent, and not necessarily identically distributed. Assume $\mathbb{E}X_i = 0$ for all $i$ and $\mathbb{E}(X_iX_j) \leq 0$ for all $i \neq j$. Assume that there is a finite constant $K$ such that $\mathbb{E}X_i^2 \leq K$ for all $i$. Write $S_n := X_1 + X_2 + \cdots + X_n$. For some fixed $\epsilon > 0$, write $A_n$ for the event \{ $|S_n| \geq n\epsilon$ \}.
(a) Prove that $\text{Var}(S_n) = O(n)$.
(b) Using a), prove that for any $\epsilon > 0$, $\mathbb{P}(A_n) = O(1/n)$.
(c) Let $B_n = A_n^2$. Prove that $\mathbb{P}(B_n \text{ i.o.}) = 0$.
(d) Analyze the random variable $D_n := \max_{n^2 \leq k \leq (n+1)^2} |S_k - S_{n^2}|$ to show $n^{-2}D_n \to 0$ with probability 1.

Q3  Let $X, X_1, X_2, \ldots$ be i.i.d. with characteristic function $\phi(t) := \mathbb{E}e^{itX}$.
Write $S_n = X_1 + \cdots + X_n$.
(a) Prove that if $\phi'(0) = ia$ then $S_n/n \to a$ in probability.
(b) Justify the claim: if $S_n/n \to a$ in probability, then $\phi'(0)$ exists and equals $ia$. You may assume without proof that for characteristic functions, if $\phi_n \to \phi$ pointwise, then the convergence is uniform on compact sets.

Q4 Assume $X, X_1, X_2, \ldots$ are i.i.d. with $X \geq 0$ always.
(a) Prove that if $\mathbb{E}X < \infty$ then $X_n/n \to 0$ almost surely.
(b) Prove that if $\mathbb{E}X = \infty$, then $\limsup X_n/n = \infty$ almost surely, and hence $(X_1 + \cdots + X_n)/n \to \infty$ almost surely.

Section II. Statistics

DO ANY TWO OF THE FOLLOWING THREE PROBLEMS.

Q1 Let $X_1, X_2, \ldots, X_n$ be independent and identically distributed random variables having exponential distribution with mean $1/\theta$.
(a) Let $X_{(1)} \leq \cdots \leq X_{(n)}$ denote the order statistics, and write $T_1 = X_{(1)}, T_2 = X_{(2)} - X_{(1)}, \ldots, T_k = X_{(k)} - X_{(k-1)}$ for $2 \leq k \leq n$. Find the joint distribution of $T_1, T_2, \ldots, T_k$.
(b) Light bulbs are known to have this exponential distribution. Suppose that a random sample of $n$ bulbs is put under observation, and observation is stopped when the $k^{th}$ bulb burns out. Find the maximum likelihood estimator of the mean lifetime of a bulb.
(c) Find a 95% confidence interval for this mean.

Q2 (a) Give the definition of a sufficient statistic.
(b) Let $X_1, \ldots, X_n$ be a random sample from a Poisson distribution with parameter $\lambda$. Find a sufficient statistic for $\lambda$.
(c) Show that $T = \frac{1}{n} \sum_{j=1}^{n} I(X_j = 0)$ is an unbiased estimator of $e^{-\lambda}$, and find its variance. Here, $I(A) = 1$ if $A$ is true, $= 0$ if false.
(d) Use the Rao-Blackwell Theorem and (c) to find a better estimator of $e^{-\lambda}$.
(e) What optimality properties does the estimator in (d) have?
Q3  (a) State the Cramér-Rao Inequality.
(b) Let $X_1, \ldots, X_n$ be independent and identically distributed Bernoulli random variables with mean $\theta$. Find the Cramér-Rao lower bound for the variance of unbiased estimators of $\tau(\theta) = \theta(1 - \theta)$.
(c) State and prove the Neyman-Pearson Lemma.
(d) 1000 individuals were classified according to sex, and according to whether or not they were color-blind as follows:

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>442</td>
<td>514</td>
</tr>
<tr>
<td>Color-blind</td>
<td>38</td>
<td>6</td>
</tr>
</tbody>
</table>

According to a genetic model, these numbers should have relative frequencies given by

\[
\begin{array}{c|cc|}
\text{Male} & \frac{p}{2} & \frac{p^2}{2} + pq \\
\hline
\text{Female} & \frac{q}{2} & \frac{q^2}{2}
\end{array}
\]

where $q = 1 - p$ is the proportion of color-blind individuals in the population. Are the data consistent with this model?
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To pass you must do well enough on both the Probability and the Statistics parts – high performance on one portion does not compensate for low performance on the other.

STATISTICS

1. There are \( g \) categories, \( i = 1, 2, \ldots, g \) with probabilities \( \pi_1, \pi_2, \ldots, \pi_g \). The random variable \( X \) is defined by

\[
P(X = i) = \pi_i, \quad 1 \leq i \leq g.
\]

Let \( X_1, X_2, \ldots, X_n \) be iid as \( X \). Define \( Z_{ij} \) by

\[
Z_{ij} = I(X_j = i).
\]

The number of times the variables \( X_1, \ldots, X_n \) fall in category \( i \) is given by

\[
Y_i = \sum_{j=1}^{n} Z_{ij}.
\]

a) Find the mean and variance of \( Y_1 \).

b) Find \( P( (Y_1, \ldots, Y_g) = (n_1, \ldots, n_g) ) \).

c) Find the mean vector \( \mu \) and covariance matrix \( \Sigma \) of the vector \( (Y_1, \ldots, Y_g) \).

d) Give a large sample test for the hypothesis \( H_0 : \pi_1 = \pi_2 \).
2. Let $X_1, \ldots, X_n$ be iid $\mathcal{N}(\mu, \sigma^2)$ with known mean $\mu$.

a) Find the UMVE of the parameter $\sigma^2$ and prove it to be such.

b) Of all estimators of $\sigma^2$ of the form

$$\hat{\sigma}^2 = a \sum_{i=1}^{n} (X_i - \mu)^2, \quad a \in \mathbb{R},$$

find the one which achieves the smallest mean square error. (Hint: If $Z$ is $\mathcal{N}(0,1)$ then $EZ^4 = 3$.)
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Do two of the following three problems. If you hand in more than two, only the first two, in order of the given problem numbers, will be graded!

1. Let $E_1, E_2, \ldots$ be arbitrary events. Let $G := \limsup_n E_n$. Show that $P(G) = 1$ if and only if $\sum_n P(A \cap E_n) = \infty$ for all events $A$ having $P(A) > 0$.

2.) Assume that $A_i$ are independent events, and let $X_i$ be the indicator random variable for the event $A_i$. Let $f(n) := n^{-1} \sum_1^n P(A_i)$, and write $S_n := \sum_1^n X_i$. Prove that $S_n/n - f(n)$ converges to zero in probability.

3). a) For $X_\lambda$ having the Poisson distribution with mean $\lambda > 0$, show that $(X_\lambda - \lambda)/\sqrt{\lambda}$ converges in distribution to the standard normal, as $\lambda \to \infty$. Do not restrict to integer valued $\lambda$.

b) For $X, X_1, X_2, \ldots$ i.i.d. with the symmetric density

$$f(x) = c \frac{1}{x^2 \log |x|} \text{ for } |x| > 4$$

with the appropriate normalizing constant $c$,

b1) show that the characteristic function $\phi$ for $X$ has $\phi'(0) = 0$, and

b2) show that this implies that $(X_1 + \cdots + X_n)/n$ converges to zero in probability.

b3) Also show that $E|X| = \infty$. 
1.) Assume that $X_1, X_2, \ldots$ are independent, and take values in a countable set $A \subset (0, \infty)$. Assume that there are constants $c_1, c_2, \ldots > 0$ such that
\[
\sum_{1}^{\infty} \mathbb{P}(X_i \neq c_i) < \infty, \text{ and } \sum_{1}^{\infty} c_i < \infty.
\]
Let $S = \sum_{1}^{\infty} X_i$. Prove that $S$ is a discrete random variable, i.e., there is a countable set $B \subset (-\infty, \infty)$ such that $1 = \mathbb{P}(S \in B)$.

2.) Assume that $X_1, X_2, \ldots$ are independent, with $\mathbb{P}(X_k = 1) = 1/k$ and $\mathbb{P}(X_k = 0) = 1 - 1/k$. Let $S_n = X_1 + \cdots + X_n$, so that $h(n) := \mathbb{E}S_n = 1 + (1/2) + \cdots + (1/n)$, with $h(n) \sim \log n$ as $n \to \infty$. The goal is to show, USING characteristic functions, that $(S_n - h(n))/\sqrt{h(n)}$ converges in distribution to the standard normal random variable $Z$ with mean 0 and variance 1.

a) What is the characteristic function $\phi$ of the standard normal, namely $\phi(u) = \mathbb{E}e^{iuZ}$, in simplified form?

b) Give explicitly the characteristic function $\phi_k$ of the mean zero random variable $X_k - 1/k$, namely $\phi_k(u) = \mathbb{E}e^{iu(X_k - 1/k)}$.

c) Show that for each $k$, as $t \to 0$
\[
\phi_k(t) = 1 - \frac{k - 1}{k^2} \frac{t^2}{2} + o(t^2).
\]

d) Write $\phi_n^*$ for the characteristic function of $(S_n - h(n))/\sqrt{h(n)}$. Express $\phi_n^*(u)$ in terms of the functions $\phi_k$.

e) Show that, for fixed $u$, as $n \to \infty$, $\phi_n^*(u) \to \phi(u)$. 
1. Let \( a_n \) and \( \mu_n \) be deterministic sequences tending to \( \infty \) and \( \mu \) respectively, and assume that the random variables \( X_n \), properly scaled, converge in distribution to \( X \); in particular, that

\[
a_n(X_n - \mu_n) \xrightarrow{d} X.
\]

a) Prove that if \( g \) is a function having a continuous derivative at \( \mu \), then

\[
a_n(g(X_n) - g(\mu_n)) \xrightarrow{d} g'(\mu)X.
\]

Now let \( Y_1, \ldots, Y_n \) be a sample of independent exponential variables (‘failure times’) with density \( f(t; \lambda) = \lambda e^{-\lambda t} \) for \( \lambda, t \) positive.

b) Calculate the Fisher information for \( \lambda \) in the sample.

c) Find, and justify, the limiting distribution of the maximum likelihood estimator for \( \lambda \).

d) Suppose it is desired to estimate the probability that an exponential from the same distribution will not fail before time \( x \); that is, we wish to estimate

\[
q(\lambda) = P(Y > x) = e^{-\lambda x}.
\]

What is the limiting distribution of the maximum likelihood estimator of \( q(\lambda) \)? (Hint: Use part a)

2. a) Prove the following form of the Neyman Pearson Lemma: If \( \mathbf{X} \in \mathbb{R}^n \) is a random vector with density \( f(\mathbf{x}; \theta) \), where \( \theta \in \{\theta_0, \theta_1\} \), then the test for \( H_0 : \theta = \theta_0 \) versus \( H_1 : \theta = \theta_1 \) which rejects \( H_0 \) when \( L(\mathbf{X}) = \frac{f(\mathbf{x}; \theta_1)}{f(\mathbf{x}; \theta_0)} \) exceeds a level \( k \) achieves the maximum power over all tests of size \( \alpha \).

b) Let \( X_1, \ldots, X_n \) be independent exponential variables with parameters either \( \mu_1, \ldots, \mu_n \), or \( \nu_1, \ldots, \nu_n \), known values. Find a simple test and test statistic for the Neyman Pearson tests that distinguish between the two hypotheses.
1.) Let \((X_1, X_2, \ldots)\) and \((X'_1, X'_2, \ldots)\) have the same distribution in \(\mathbb{R}^\infty\). Prove that if \(X_n \to X\) a.s., then there exists a random variable \(X'\) such that \(X'_n \to X'\) a.s.

2.) Show that if \(X, Y\) are independent random variables and the distribution of \(X\) is absolutely continuous, then so is the distribution of \(X + Y\).

3.) Let \(X_k\) have characteristic function \(\phi_k\), with \(X_1, X_2, \ldots\) independent. Show that \(\sum^n X_k\) converges almost surely if and only if there exists a neighborhood \(U\) of 0 and a function \(h\) with \(\prod^n \phi_k(u) \to h(u) \neq 0\) for all \(u \in U\). [Hint: the only if is easy. For the if, consider the characteristic functions of the partial sums \(\sum^n X_k\).]

4.) Let \(Z, Z_1, Z_2, \ldots\) be iid with \(\text{IP}(Z = -1) = \text{IP}(Z = 1) = 1/2\), and let constants \(c_1, c_2, \ldots\) be given.

   a) Express the characteristic function of \(\sum^n c_k Z_k\) in terms of standard elementary functions.

   b) Assume the result you were asked to prove in 3). Show that \(\sum_{k \geq 1} c_k Z_k\) converges almost surely if and only if \(\sum c_k^2 < \infty\). [If you use some tool other than problem 3, be sure to fully state the result you are using.]
Math 541 Exam Portion

1.a) Let \( a_n \) and \( \mu_n \) be deterministic sequences tending to \( \infty \) and \( \mu \) respectively, and assume that the random variables \( X_n \), properly scaled, converge in distribution to \( X \); in particular, that

\[
a_n(X_n - \mu_n) \xrightarrow{d} X.
\]

Prove that if \( g \) is a function having a continuous derivative at \( \mu \), then

\[
a_n(g(X_n) - g(\mu_n)) \xrightarrow{d} g'(\mu)X.
\]

b) State a multidimensional version of this fact.

Now let \( X_1, \ldots, X_n \) be iid with mean \( \mu \) and variance \( \sigma^2 \).

c) Find a method of moments estimator for the coefficient of variation

\[
CV = \frac{\sigma}{\mu}
\]

d) Find the asymptotic distribution of the estimator in c). What moments of the \( X \) distribution need to exist?

2) Let \( X_1, \ldots, X_n \) be iid normal with unknown mean \( \mu \) and known variance \( \sigma^2 \).

a) Find the critical region for the Neyman Pearson test at level \( \alpha \in (0, 1) \) for \( H_0: \mu = \mu_0 \) versus \( H_1: \mu = \mu_1 \) with \( \mu_0 < \mu_1 \).

b) Determine the power function \( \beta(\mu) \) of this test.
PROBABILITY SECTION

Q1. Let $A_1, A_2, \ldots$ be (possibly dependent) events, let

$$
e_n := \sum_{1 \leq i \leq n} \mathbb{P}(A_i), \quad f_n := \sum_{1 \leq i < j \leq n} \mathbb{P}(A_i \cap A_j),$$

with $e_n \to \infty$ as $n \to \infty$.

(a) Give the definition of the event $G = \{A_n \ i.o.\}$ in terms of union and intersection.

(b) Give an example of the above, in which $\mathbb{P}(A_i \ i.o.) = 0$, and in which you can explicitly calculate the $e_n, f_n$ to show $f_n/e_n^2 \to \infty$.

(c) Now assume that as $n \to \infty$ we have

$$\beta := \lim f_n/e_n^2 \text{ exists, with } \beta < \infty.$$  

Show that $\mathbb{P}(A_n \ i.o.) \geq 1/\beta > 0$.

[Hint: consider $X_n := \sum_{1 \leq i \leq n} 1_{A_i}$, so that $e_n = \mathbb{E}X_n$ and $f_n = \mathbb{E}X_n^2$. Consider $Y_n := X_n/e_n$. For $\epsilon > 0$ let $Z_n$ be the indicator of the event that $Y_n \geq \epsilon$. Show that $\mathbb{E}(Y_n Z_n) \geq 1 - \epsilon$. Apply Cauchy-Schwarz to $Y_n Z_n$.]

Q2. Assume that $X, X_1, X_2, \ldots$ are i.i.d., and write $S_n = X_1 + \cdots + X_n$. Assume that $\mathbb{E}X = 0$ and $\mathbb{E}X^2 = \sigma^2 \in (0, \infty)$.

(a) What can be said, relevant to part (b), about the expansion of $\phi(t) := \mathbb{E}e^{itX}$, as $t \to 0$?

(b) Give the statement of the Central Limit Theorem for $S_n$, AND give a sketch or outline of the proof using characteristic functions.
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PLEASE NOTE: To pass you must do well enough on both the Probability and the Statistics sections. High performance in one portion does not compensate for insufficient performance on the other.

STATISTICS SECTION

Q1. Let $X_1, X_2, \ldots, X_n$ be independent and identically distributed random variables having density

$$f(x) = \begin{cases} e^{-(x-\theta)} & \text{if } x > \theta \\ 0 & \text{if } x \leq \theta \end{cases}$$

for some $\theta \in (-\infty, \infty)$.

(a) State the Factorization Theorem for sufficient statistics.

(b) Find a one-dimensional sufficient statistic for $\theta$.

(c) Find a 95% confidence interval for $\theta$.

(d) Derive the likelihood ratio test of the null hypothesis that $\theta \geq 0$ against the alternative that $\theta < 0$.

Q2. Outputs $X_1, X_2, \ldots, X_n$ from a physical device are independent and identically distributed random variables having exponential distribution with (unknown) mean $\lambda^{-1}$. A measuring device records the values of the $X_j$ as long as $X_j < c$, for some known threshold $c > 0$. If $X_j \geq c$ then the device returns the value $c$. Define

$$S_n = \sum_{j=1}^{n} X_j I(X_j < c), \quad T_n = \sum_{j=1}^{n} I(X_j \geq c),$$

where $I(A)$ denotes the indicator of the event $A$.

(a) Write down the likelihood function of the observed values in terms of $S_n$ and $T_n$. 
(b) Show that the Maximum Likelihood Estimator of $\lambda$ is

$$\hat{\lambda} = \frac{n - T_n}{S_n + cT_n}.$$

(c) Find the joint asymptotic distribution of $(S_n, T_n)$. Hint:

$$\int_0^c x \lambda e^{-\lambda x} dx = \lambda^{-1} \left(1 - (1 + c\lambda)e^{-c\lambda}\right)$$

and

$$\int_0^c x^2 \lambda e^{-\lambda x} dx = \lambda^{-1} \left(2 - (2 + 2c\lambda + c^2\lambda^2)e^{-c\lambda}\right).$$

(d) Using the result of the previous part, or otherwise, find the asymptotic distribution of $\hat{\lambda}$. 